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Abstract: Peer to peer (P2P) systems are moving from applicationfépacthitectures to a generic
service oriented design philosophy. This raises intarggtroblems in connection with providing
useful P2P middleware services that are capable of dealithgresource assignment and manage-
ment in a large-scale, heterogeneous and unreliable eme@ot. One such service, the slicing ser-
vice, has been proposed to allow for an automatic partitigoif P2P networks into groups (slices)
that represent a controllable amount of some resource andré also relatively homogeneous with
respect to that resource, in the face of churn and otherésiluln this report we propose two al-
gorithms to solve the distributed slicing problem. The fakjorithm improves upon an existing
algorithm that is based on gossip-based sorting of a setifdramrandom numbers. We speed up
convergence via a heuristic for gossip peer selection. €bersl algorithm is based on a different
approach: statistical approximation of the rank of nodetéordering. The scalability, efficiency
and resilience to dynamics of both algorithms relies orrthessip-based models. We present theo-
retical and experimental results to prove the viabilitylefge algorithms.
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Morcellement distribué dans les sygimes dynamiques

Résun® : Un service damorcellemend’un réseau pair-a-pair permet de partitionner les nceuds
du systeme en plusieurs groupes appehesceaux Ce rapport présente deux algorithmes pour
résoudre le probleme du morcellement réparti. Le preraigorithme améliore un algorithme
existant en accérant son temps de convergence. Le segurilahe utilise une approche différente
d’appoximation statistique. Des résultats théoriquesxperimentaux montrent la viabilité de nos
algorithmes.

Mots-cles : Morcellement, Bavardage, Morceau, Va-et-vient, Pgiaér; Aggrégation, Grande
échelle, Allocation de ressources.
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Distributed Slicing in Dynamic Systems

December 6, 2006

1 Introduction

1.1 Context and Motivations

The peer to peer (P2P) communication paradigm has now bettepeevalent model to build large-
scale distributed applications, able to cope with bothatgifity and system dynamics. This is now a
mature technology: peer to peer systems are slowly moviorg &ipplication-specific architectures
to a generic-service oriented design philosophy. Moreifipally, peer to peer protocols hold the
promise to integrate into platforms on top of which sevepmdlizations with various requirements
may cohabit. This leads to the interesting issue of rescassgnment or how to allocate a set of
nodes for a given application. Examples of targeted platfdfior such a service are telecommunica-
tion platforms, where some set of peers may be automatiaaffigned to a specific task depending
on their capabilities, testbed platform such as Planefiatof desktop-grid-like application§|[1].

In this context, the ordered slicing service has been récenbposed as a building block to
allocate resources, i.e a set of nodes sharing some chidstictewith respect to a given metric
or attribute, in a large-scale peer to peer system. Thisceracknowledges the fact that peers
potentially offer heterogeneous capabilities as revebiedhany recent works describing heavy-
tailed distributions of storage space, bandwidth, anduptf peersﬂ(ﬂﬂ?]. The slicing service
[Ld] enables peers in a large-scale unstructured netwaosklfeorganize into a partitioning, where
partitions (slices) are connected overlay networks thatsent a given percentage of some resource.
Such slices can be allocated to specific applications lateT be slicing is ordered in the sense that
peers get ranked according to their capabilities exprdsgea attribute value.

Large scale dynamic distributed systems consist of manycjgnts that can join and leave at
will. Identifying peers in such systems that have a simigael of power or capability (for instance,
in terms of bandwidth, processing power, storage spaceptima) in a completely decentralized
manner is a difficult task. It is even harder to maintain thfsimation in the presence of churn. Due
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4 Fernandez & Gramoli & Jimenez & Kermarrec & Raynal

to the intrinsic dynamics of contemporary peer to peer systi is impossible to obtain accurate
information about the capabilities (or even the identitf/Jte system participants. Consequently,
no node is able to maintain accurate information about ellnbdes. This disqualifies centralized
approaches.

Taking this into account, we can summarize the orderedhglipioblem we tackle in this report:
we need to rank nodes depending on their capability, slie@étwork depending on these capabili-
ties and, most importantly, readapting the slices contislyoto cope with system dynamism.

Building upon the work on ordered distributed slicing preed in ], here we focus on the
issue ofaccurateslicing. That is, we focus on improving the quality and slibof the slices, both
aspects being crucial for potential applications.

1.2 Contributions

The report presents two gossip-based solutions to slicadbes according to their capability (re-
flected by an attribute value) in a distributed manner witghhprobability. The first contribution
of the report builds upon the distributed slicing algoritpnoposed in|E0] that we call the JK al-
gorithm in the sequel of this report. The second algorithra different approach based on rank
approximation through statistical sampling.

In JK, each nodé maintains a random numbey, picked up uniformly at random (between 0
and 1), and an attribute valug, expressing its capability according to a given metric. tEpeer
periodically gossips with another pegrrandomly chosen among the peers it knows about. If the
order betweem; andr; is different than the order between anda;, random values are swapped
between nodes. The algorithm ensures that eventually thexr on the random values matches the
order of the attribute ones. The quality of the ranking caantbe measured by using a global
disorder measure expressing the difference between thot ik and the actual rank of each peer
along the attribute value.

The first contribution of this report is to propose a locabdier measure so that a peer chooses
the neighbor to communicate with in order to maximize thencleaof decreasing the global disorder
measure. The interest of this approach is to speed the aemnwez up. We provide the analysis and
experimental results of this improvement.

Once peers are ordered along the attribute values, theglitiJK takes place as follows. Ran-
dom values are used to calculate which slice a node belongBdoexample, a slice containing
20% of the best nodes according to a given attribute, will @mosed of the nodes that end up
holding random values greater than 0.8. The accuracy ofittiegs(independent from the accuracy
of the ranking) fully depends on the uniformity of the randeatue spread between 0 and 1 and the
fact that the proportion of random values between 0.8 andapjgoximately (but usually not ex-
actly) 20% of the nodes. Another contribution of this repstb precisely characterize the potential
inaccuracy resulting from this effect.

This observation means that the problem of ordering nodssdban uniform random values is
not fully sufficient for determining slices. This motivates to find an alternative approach to this
algorithm and JK in order to determine more precisely theestiach node belongs to.

INRIA
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Another motivation for an alternative approach is relatedhurn and dynamism. It may well
happen that the churn is actually correlated to the ateilvalue. For example, if the peers are
sorted according to their connectivity potential, a partaf the attribute space (and therefore the
random value space) might be suddenly affected. New nodethesm pick up new random values
and eventually the distribution of random values will beve&d towards high values.

The second contribution is an alternative algorithm sauinese issues by approximating the
rank of the nodes in the ordering locally, without the apgiicn of random values. The basic idea
is that each node periodically estimates its rank alongtthidate axis depending of the attributes it
has seen so far. This algorithm is robust and lightweighttdits gossip-based communication pat-
tern: each node communicates periodically with a resttidgnamic neighborhood that guarantees
connectivity and provides a continuous stream of new sasnfdased on continuously aggregated
information, the node can determine the slice it belongsitb &decreasing error margin. We show
that this algorithm provides accurate estimation at thegpof a slower convergence.

1.3 Outline

The rest of the report is organized as follows: Secﬁbn 2eyssome related work. The system
model is presented in Sectitﬁh 3. The first contribution ofraprbved ordered slicing algorithm

based on random values is presented in Sefftion 4 and thessalgonithm based on dynamic ranking
in Sectior[b. Sectiof] 6 concludes the report.

2 Related Work

Most of the solutions proposed so far for ordering nodes civom the context of databases, where
parallelizing query executions is used to improve efficierfclarge majority of the solutions in this
arearely on centralized gathering or all-to-all exchamdech makes them unsuitable for large-scale
networks. For instance, threxternal sorting probler[ﬁ] consists in providing a distributed sorting
algorithm where the memory space of each processor doesegessarily depend on the input.
This algorithm must output a sorted sequence of valueshlistd among processors. The solution
proposed in @] needs a global merge of the whole informatmal thus it implies a centralization
of information. Similarly, thepercentile findingoroblem @], which aims at dividing a set of values
into equally sized sets, requires a logarithmic numberletbahll message exchanges.

Other related problems are the selection problem ang-ttpeantile search. The selection prob-
lem [f,[4] aims at determining th&" smallest element with as few comparisons as possible. The
¢-quantilesearch (withp € (0,1]) is the problem to find among elements thé¢n)*" element.
Even though these problems look similar to our problem, #igyat finding a specific node among
all, while the distributed slicing problem aims at solvinglabal problem where each node main-
tains a piece of information. Additionally, solutions tcetlquantile search problem like the one
presented ir‘m3] use an approximation of the system size s@me holds for the algorithm iE[lS],
which uses similar ideas to determine the distribution ofiléyuin order to isolate peers with high
capability—i.e., super-peers.

RR n° 0123456789



6 Fernandez & Gramoli & Jimenez & Kermarrec & Raynal

As far as we know, the distributed slicing problem was stddiea P2P system for the first time
in [[LG]. In this report, a node with thi?" smallest attribute value, among those in a system of size
n, tries to estimate its normalized indéxn. TheJK algorithmproposed in[[J0] works as follows.
Initially, each node draws independently and uniformly ed@m value in the intervdld, 1] which
serves as its first estimate of its normalized index. Thenntides use a variant of Newsc [12] to
gossip among each other to exchange random values whentkey it the relative order of their
random values and that of their attribute values do not matttis algorithm is robust in face of
frequent dynamics and guarantees a fast convergence tarttesequence of peers with respect to
the random and the attribute values. At every point in tingecttrrent random value of a node serves
to estimate the slice to which it belongs (its slice).

3 Model

3.1 System model

We consider a systei containing a set ofi uniquely identified nodes. (Value may vary over
time, dynamics is explained below). The set of identifierdésoted by/. Each node can leave
and new nodes can join the system at any time, thus the nunfilmexdes is a function of time.
Nodes may also crash. In this report, we do not differenbateveen a crash and a voluntary node
departure.

Each nodé maintains an attribute valug, reflecting the node capability according to a specific
metric. These attribute values over the network might haverhitrary skewed distribution. Initially,

a node has no global information neither about the struaturgize of the system nor about the
attribute values of the other nodes.

We can define a total ordering over the nodes based on theéliuadt value, with the node iden-
tifier used to break ties. Formally, we leprecedej if and only if a; < a;, ora; = a; andi < j.
We refer to this totally ordered sequence asattabute-based sequencgenoted byA.sequence.
The attribute-based rank of a nodedenoted byy; € {1,...,n}, is defined as the index af; in
A.sequence. For instance, let us consider three nodes: 1, 2, and 3, wigetdifferent attribute
valuesa; = 50, as = 120, andas = 25. In this case, the attribute-based rank of nadeould be
a1 = 2. In the rest of the report, we assume that nodes are sorteddng to a single attribute and
that each node belongs to a unique slice. The sorting aloregaettributes is out of the scope of
this report.

3.2 Distributed Slicing Problem

Let S, denote theslice containing every nodéwhose normalized rank, namety, satisfies <

2. < uwherel € [0, 1) is the slice lower boundary andec (0, 1] is the slice upper boundary so that
all slices represent adjacent intervéls u1], (l2,u2]... Let us assume that we partition the interval
(0,1] using a set of slices, and this partitioning is known by allem The distributed slicing
problem requires each node to determine the slice it cuyréetongs to. Note that the problem
stated this way is similar to the ordering problem, wherehgame has to determine its own index

INRIA
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Figure 1: Slicing of a population based on a height attribute

in A.sequence. However, the reference to slices introduces special reménts related to stability
and fault tolerance, besides, it allows for future geneadilbns when one considers different types
of categorizations.

Figureﬂ illustrates an example of a population of 10 perstmnbe sorted against their height.
A partition of this population could be defined by two slicddle same size: the group of short
persons, and the group of tall persons. This is clearly ampl@where the distribution of attribute
values is skewed towards 2 meters. The rank of each persha population and the two slices are
represented on the bottom axis. Each person is represesitedmall cross on these aXe&ach
slice is represented as an oval. The slige= S, 1 contains the five shortest persons and the slice
Sz = 8y, contains the five tallest persons.

Observe that another way of partitioning the populationld¢die to define the group of short
persons as that containing all the persons shorter thandefiimed measure (e.gl,65m) and the
group of tall persons as that containing the persons tdibam this measure. However, this way of
partitioning would most certainly lead to an unbalancedrithistion of persons, in which, for in-
stance a group might be empty (while a slice is almost suretyvempty). Since the distribution of
attribute values is unknown and hard to predict, definingmaht groups is a difficult task. For exam-
ple, if the distribution of the human heights were unknowentthe persons taller tham: could be
considered as tall and the persons shorter tharcould be considered as short. Conversely, slices
partition the population into subsets representing a gireeld portion of this population. Therefore,
in the rest of the report, we consider slices as defined aspopion of the network.

3.3 Facing Churn

Node churn, that is, the continuous arrival and departun®dés is an intrinsic characteristic of peer
to peer systems and may significantly impact the outcomenand specifically the accuracy of the
slicing algorithm. The easier case is when the distributibthe attribute values of the departing
and arriving nodes are identical. In this case, in pringifiie arriving nodes must find their slices,
but the nodes that stay in the system are mostly able to kedpdice assignment. Even in this
case however, nodes that are close to the border of a slicexpagt frequent changes in their slice
due to the variance of the attribute values, which is no-f@r any non-constant distribution. If
the arriving and departing nodes have different attribig&idutions, so that the distribution in the
actual network of live nodes keeps changing, then this eifeeimplified. However, we believe that

INote that the shortest (resp. largest) rank is representeccoss at the extreme left (resp. right) of the bottom axis.

RR n° 0123456789
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this is a realistic assumption to consider that the churnlpeegorrelated to some specific values (for
example if the considered attribute is uptime or connegiivi

4 Dynamic Ordering by Exchange of Random Values

This section proposes an algorithm for the distributedrgliproblem improving upon the original
JK algorithm ], by considering a local measure of the glatisorder function. In this section we
present the algorithm along with the corresponding ansigsd simulation results.

4.1 On Using Random Numbers to Sort Nodes

This Section presents the algorithm built upon JK. We redehis algorithm asnod-JK(standing
for modified JK). In JK, each nodegenerates a numbey € (0, 1] independently and uniformly
at random. The key idea is to sort these random numbers wsffece to the attribute values by
swapping these random numbers between nodes, so hakifa; thenr; < r;. Eventually, the
attribute values (that are fixed) and the random values @éteaexchanged) should be sorted in the
same order. That is, each node would like to obtainftidargest random number if it owns th&"
largest attribute value. LeR.sequence denote theandom sequencebtained by ordering all nodes
according to their random number. Lgt(t) denote the index of nodein R.sequence at timet.
When not required, the time parameter is omitted.

To illustrate the above ideas, consider that nodes 1, 2, dnoh3the previous example have
three distinct random values; = 0.85, ro = 0.1, andrs = 0.35. In this case, the index of node
1 would be3. Since the attribute values ati¢ = 50, ax = 120, andas = 25, the algorithm must
achieve the following final assignment of random numbers= 0.35, ro = 0.85, andrs = 0.1.

Once sorted, the random values are used to determine therpofthe network a peer belongs
to.

4.2 Definitions

View. Every nodei keeps track of some neighbors and their age. ageof neighborj is a
timestampy;, set to 0 wherj becomes a neighbor of Thus, node maintains an array containing
the id, the age, the attribute value, and the random valus okighbors. This array, denot&d, is
called theviewof nodei. The views of all nodes have the same size, denoted by

Misplacement. A node participates in the algorithm by exchanging its ranthwa misplaced
neighbor in its view. Neighbaoj is misplaced if and only if

* a; > aj andr; < rj, or
*a; <ay andr; > Tj.

We can characterize these two cases by the predieate a;)(r; — ;) < 0.

INRIA
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Global Disorder Measure. In [E], a measure of the relative disorder of sequeRcequence
with respect to sequencé.sequence was introduced, called thglobal disorder measure (GDM)
and defined, for any timg as

DM (1) = = 3 (o — (1))

%

The minimal value of GDM is 0, which is obtained wheft), = «; for all nodesi. In this case
the attribute-based index of a node is equal to its randomevaldex, indicating that random values
are ordered.

4.3 Improved Ordering Algorithm

In this algorithm, each nodesearches its own view/; for misplaced neighbors. Then, one of them
is chosen to swap random value with. This process is repeat#dhere is no global disorder. In
this version of the algorithm, we provide each node with thpability of measuring locally the
disorder. This leads to a new heuristic for each node to oerthe neighbor to exchange with
which decreases most the disorder.

The proposed technique attempts to decrease the globatldiso each exchange as much as
possible via selecting the neighbor from the view that mirés the local disorder (or, equivalently,
maximizes the ordegain) as defined below.

For a node to evaluate the gain of exchanging with a ngdef its current view\;, we define
its local disorder measuréabbreviated. DM,). Let LA.sequence, and LR.sequence; be the local
attribute sequence and the local random sequence of hagspectively. These sequences are
computed locally by using the informationV; U {i}. Similarly to A.sequence and R.sequence,
these are the sequences of neighbors where each node isdatteording to its attribute value and
random number, respectively. Let, for ahy N; U {i}, £p,(t) andla;(t) be the indices of; and
a; in sequences R.sequence; and L A.sequence;, respectively, at timét). At any timet, the local
disorder measure of nodés defined as:

1
LDM;(t) = —— Y (ba(t) — £p;(t))*.
c+1 )
FEN: (H)U{i}

We denote byG; ;(t + 1) the reduction on this measure thiaibtains after exchanging its random
value with nodej between time andt + 1. We define it as:

G;j(t+1) = LDM,(t)— LDM;(t + 1),

(Lai(t) — £pi(t))* + (Lay(t) — Lp;(1))* — (boui(t) — Lp;(1))* — (Lo;(t) — fﬂi(ﬁ)),ﬁ)
c+1 N

Gij(t+1)

The heuristic used chooses for nadbe misplaced neighbgrthat maximizes>; ; (¢t + 1).

RR n° 0123456789
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| Variable | Description |

J the identifier of the neighbor

t; the age of the neighbor

a; the attribute value of the neighbgr
T the random value of the neighbo

Table 1: The array corresponding to the view entry of themaigj (; € N;).

4.3.1 Sampling Uniformly at Random

The algorithm relies on the fact that potential misplacedesoare found so that they can swap
their random numbers thereby increasing order. If the dldisarder is high, it is very likely that
any given node has misplaced neighbors in its view to exaharntp. Nevertheless, as the system
gets ordered, it becomes more unlikely for a node have misplaced neighbors. In this stage the
way the view is composed plays a crucial role: if fresh sasfriem the network are not available,
convergence can be slower than optimal.

Several protocols may be used to provide a random and dyrsamipling in a peer to peer
system such as Newscat][12], Cyclpr] [18] or Lpbcfst [9].yMitier mainly by theirclosenesso
the uniform random sampling of the neighbors and the way tadle churn. In this report, we
chose to use a variant of the Cyclon protocol to constructgnidte the views[[?], as itis reportedly
the best approach to achieve a uniform random neighbor sati feodes.

4.3.2 Description of the Algorithm

The algorithm is presented in FigLﬂe 2. The active threacbden runs the membership (gossip-
ing) procedurerecompute-view();) and the exchange of random values periodically. As mativat
above, the membership procedure, specified in Fiﬂure 3midasito the Cyclon algorithm: each
node: maintains a viewV; containing one entry per neighbor. The entry of a neighboorre-
sponds to a tuple presented in Taﬂle 1. Noédepies its view, selects the oldest neighbaf its
view, removes the entry; of j from the copy of its view, and finally sends the resulting copy
j. Whenj receives the viewj sends its own view back todiscarding possible pointers tpandi
andj update their view with the one they receive. This variant pélGn, as opposed to the original
version, exchanges all entries of the view at each step.

The algorithm for exchanging random values from nogearts by measuring the ordering that
can be gained by swapping with each neighbor (L[hd$ 4-8)n Thehooses the neighbgre A
that maximizes gain7; 5, for any of its neighbot. Formally,: findsj € N; such that for any
k € N;, we have

Gi7j(t+1) > Gi,k(ﬁ—l—l). (2)
Using the definition of7; ; in Equation Kll), EqUatior[[2) is equivalent to

Las(t)lpy (8) + Lo (DEpi(t) — Ly ()Ep; (1) > Las(t)bpr(t) + Lan(t)Epi(t) — L () lpi(t).

INRIA
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Initial state of node 7

(1) period;, initially set to a constant;

r;, @ random value chosen {0, 1]; a;, the attribute value;

slice; «+ L, the slicei belongs to\;, the view;

gain/, areal value indicating the gain achieved by exchanging it
gain-maz = 0, a real.

Active thread at node+

(2) wait(period;)

(3) recompute-view();

@) forj' eN;

(5) if gain ;1 > gain-maz then

(6) gain-maz < gain
(7) j=1J
(8) end for

(9) send(REQ,7;,a;)t07

(10) recv(ACK, 7"5) from j

(11) r; — r}

(12) if (aj — a;)(rj —r;) < Othen

(13) 7=y

(14)  slice; «— S;, suchthal < r; <wu

Passive thread at node activated upon reception
(15) recv(REQ,7j, a;) from j

(16) send(ACK,r;)toj

(17) if (aj — a;)(rj —r;) < Othen

(18) 7 —rj

(19)  slice; «— S;, suchthal < r; <wu

Figure 2: Dynamic ordering by exchange of random values.
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Active thread at nodes

(1) for j/ € Nydot; « t; + 1end for

2) j«3": Ly = max;/e s, (tj/)

(3) Send(REQ/vNi\{ej}u{<i707ai7ri>}) toj
(4) recv(ACK’, Nj;) from j

(5) duplicated-entries = {e : e.id € Nj N N;}
(6) Ni— N;U(WN;\ duplicated-entries \ {e;})

Passive thread at node activated upon reception

(7) recv(REQ’, Nj) from j

(8) send(ACK',N;)toj

(9) duplicated-entries = {e € Nj : e.id € Nj NN}
(10) N; «— N; U (N \ duplicated-entries)

Figure 3: recompute-view(): procedure used to update the view based on a simple vafidné o
Cyclon algorithm.

In Figure[2 of node, we refer togain; as the value ofa; (t)€p; (t) + Lo (£)0pi(t) — Lo (t)p; (t).

From this point onj exchanges its random valugwith the random value; of nodej (Line[1}).
The passive threads are executed upon reception of a meslmﬁ'cgureﬂz, whernyj receives the
random value; of nodei, it sends back its own random valugfor the exchange to occur (Lin@ 15—
@). Observe that the attribute valueiois also sent tgj, so thatj can check if it is correct to
exchange before updating its own random number (Link§ 1)7-N@dei does not need to receive
attribute valuen; of j, sinces already has this information in its view and the attributkugeof a
node never changes over time.

4.4 Analysis of Slice Misplacement

In mod-JK, as in JK, the current random numbgof a node: determines the slice; of the node.
The objective of both algorithms is to reduce the global dieoas quickly as possible. Algorithm
mod-JK consists in choosing one neighbor among the poss#ifghbors that would have been
chosenin JK, plus the GDM of JK has been shown to fit an expd:amelr;reasemO]. Consequently
mod-JK experiences also an exponential decrease of thelglisiorder. Eventually, JK and mod-JK
ensure that the disorder has fully disappeared. Howeweadhuracy of the slices heavily depends
on the uniformity of the random value spread between 0 antrhay happen, that the distribution
of the random values is such that some peers decide upon @wstioa. Even more problematic is
the fact that this situation is unrecoverable unless a nedam value is drawn for all nodes. This
may be considered as an inherent limitation of the apprdaahexample, consider a system of size
2, where nodes 1 and 2 have the random valyes 0.1, r, = 0.4. If we are interested in creating
two slices of equal size, the first slice will be of size 2 anelgbcond of size zero, even after perfect
ordering of the random values.

Therefore, an important step is to characterize the inaogwof the uniform distribution to access
the potential impact on the slice assignment resulting fiteerfact that uniformly generated random
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numbers are not distributed perfectly evenly throughoeiibmain. First of all, consider a sliés,
of lengthp. In a network ofn nodes, the number of nodes that will fall into this slice isadom
variable X with a binomial distribution with parametersandp. The standard deviation of is
therefore,/np(1 — p). This means that the relative proportional expected diffee from the mean
(i.e.,np) can be approximated ag (1 — p)/(np), which is very large ifp is small, in fact, goes to
infinity asp tends to zero, although a very largeompensates for this effect. For a “normal” value
of p, and a reasonably large network, the variance is very lonelvew

To stay with this random variable, the following result bdaywith high probability, its deviation
from its mean.

Lemma 4.1. For any 8 € (0,1], a slice S, of lengthp € (0,1] has a number of peerX ¢
[(1 = B)np, (1 + B)np] with probability at leastt — € as long ap > 5§n In(2/e).

Proof. The way nodes choose their random number is like drawitignes, with replacement and
independently uniformly at random, a value in the intefall]. Let X3, ..., X,, be then corre-
sponding independent identically distributed randomalzlgs such that:

X; = lifthe value drawn by nodébelongs taS, and
X; = 0otherwise.

We denoteX = "7 | X; the number of elements of intervs, drawn among the. drawings.
The expectation oX is np. From now on we compute the probability that a bounded podidhe
expected elements are misplaced. Two Chernoff bon{ls ftd] g

32n,p

> < e B2np
PriX = (L fjnpl - <e oy 0 = PrlIX —np| > Bnp] < 2e7 75,
Pr X <(1-0)np <e =z

with 0 < § < 1. That s, the probability that more thag {ime the number expected) elements are

BZnp

misplaced regarding to interv, is bounded bye™ "3 . We want this to be at most This yields
the result. O

To measure the effect discussed above during the simulatiperiments, we introduce the slice
disorder measure (SDM) as the sum over all nodekthe distance between the slicactually
belongs to and the slicebelieves it belongs to. For example (in the case where aktslhave the
same size), if nodebelongs to the ** slice (according to its attribute value) while it thinks @&lbngs
to the3 slice (according to its rank estimate) then the distancedaiei is |1 — 3| = 2. Formally,
for any node;, let S, ;, be the actual correct slice of nodend letS; ; (¢) be the slice estimates
as its slice at time. The slice disorder measure is defined as:

SDM(t) =) !

~ u; — U

2 2 ’

SDM (t) is minimal (equals 0) if for all nodes we haveS,, () = Su, ;-

In fact, it is simple to show that, in general, the probapitif dividing » peers into two slices of
the same size is less thg/2/nr. This value is very small even for moderate valuea oflence, it
is highly possible that the random number distribution dustdead to a perfect division into slices.
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14 Fernandez & Gramoli & Jimenez & Kermarrec & Raynal

4.5 Simulation Results

We present simulation results using Peerslﬁ [11], usingn@lgfied cycle-based simulation model,
where all messages exchanges are atomic, so messagesvexlagy.d-irst, we compare the perfor-
mance of the two algorithms: JK and mod-JK. Second, we stuelynmipact of concurrency that is
ignored by the cycle-based simulations.

4.5.1 Performance Comparison

We compare the time taken by these algorithms to sort theoran@lues according to the attribute
values (i.e., the node with th&" largest attribute value of the system value obtainsjtheandom
value). In order to evaluate the convergence speed of egchitaim, we use the slice disorder
measure as defined in Sectfon|4.4.

We simulatedl0? participants in 100 equally sized slices (when unspecifiegi3h with a view
sizec = 20. Figure[4(d) illustrates the difference between the gldisirder measure and the slice
disorder measure while Figu@(b) presents the evolutigheoslice disorder measure over time
for JK, and mod-JK.

Figur) shows the different speed at which the globakder measure and the slice disorder
measure converge. When values are sufficiently large, thel @bd SDM seem tightly related: if
GDM increases then SDM increases too. Conversely, thersignificant difference between the
GDM and SDM when the values are relatively low: the GDM reacbevhile the SDM is lower
bounded by a positive value. This is because the algorithes dead to a totally ordered set of
nodes, while it still does not associate each node with iteecbslice. Consequently the GDM is
not sufficient to rightly estimate the performance of oucaims.

Figur) shows the slice disorder measure to comparetheogence speed of our algorithm
to that of JK with 10 equally sized slices. Our algorithm cerges significantly faster than JK. Note
that none of the algorithm reaches zero SDM, since they ateliased on the same idea of sorting
randomly generated values. Besides, since they both usatkatical set of randomly generated
values, both converge to the same SDM.

4.5.2 Concurrency

The simulations are cycle-based and at each cycle an dlgostep is done atomically so that
no other execution is concurrent. More precisely, the dtlgms are simulated such that in each
cycle, each node updates its view before sending its randdue or its attribute value. Given this
implementation, the cycle-based simulator does not allswourealistically simulate concurrency,
and a drawback is that view is up-to-date when a messagetis Isethe following we artificially
introduce concurrency (so that view might be out-of-daté) ithe simulator and show that it has
only a slight impact on the convergence speed.

Introducing concurrency might result in some problems beeeof the potential staleness of
views: unsuccessful swaps due to useless messages. Tdbhthe view of node might indicate
thatj has a random value while this value is no longer up-to-date. This happenshfs lastly
updated its view beforg swapped its random value with anothjér Moreover, due to asynchrony,
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Figure 4: (@) Evolution of the global disorder measure oimet (b) Slice disorder measure over
time. (c) Percentage of unsuccessful swaps in the ordelgagitoms. (d) Convergence speed under
high concurrency.
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16 Fernandez & Gramoli & Jimenez & Kermarrec & Raynal

it could happen that by the time a message is received thisageshas become useless. Assume
that node; sends its random value to j in order to obtainr; at timet andj receives it by time
t 4 d. With no loss of generality assumg> r;. Then if j swaps its random value witfi such that
i > r; between time andt + 4, then the message bbecomesiselessand the expected swap does
not occur (we call this annsuccessful swap

Figurel4(d) indicates the impact of concurrent messagessgshon the convergence speed while
Figure|4(d) shows the amount of useless messages that areNesv) we explain how the concur-
rency is simulated. Let theverlapping messagdse a set of messages that mutually overlap: it
exists, for any couple of overlapping messages, at leasingtemt at which they are both in-transit.
For each algorithm we simulatéi) full concurrency: in a given cycle, all messages are oveitap
messages; an@) half concurrency: in a given cycle, each message is an @@rig message with
probability%. Generally, we see that increasing the concurrency inesetie number of useless
messages. Moreover, in the modified version of JK, more rgessare ignored than in the original
JK algorithm. This is due to the fact that some nodes (the méagtlaced ones) are more likely tar-
geted which increases the number of concurrent messagéa@at the same nodes. Since a néde
ignored more likely a message when it receives more messlagiesg) the same cycle, it comes out
that concentrating message sending at some targets iasréssnumber of useless messages.

Figure) compares the convergence speed under full camay and no concurrency. We
omit the curve of half-concurrency since it would have beemilar to the two other curves. Full-
concurrency impacts on the convergence speed very slightly

5 Dynamic Ranking by Sampling of Attribute Values

In this section we propose an alternative algorithm for ie&ithuted slicing problem. This algorithm
circumvents some of the problems identified in the previggs@ach by continuously ranking nodes
based on observing attribute value information. Randomesaho longer play a role, so non-perfect
uniformity in the random value distribution is no longer @iplem. Besides, this algorithm is not
sensitive to churn even if it is correlated with attributéuess.

In the remaining part of the report we refer to this new aliyoni as the ranking algorithm while
referring to JK and mod-JK as the ordering algorithms. Hereelaborate on the drawbacks arising
from the ordering algorithms relying on the use of randonugalthat are solved by the ranking
approach.

Impact of attribute correlated with dynamics. As already mentioned, the ordering algorithms
rely on the fact that random values are uniformly distributelowever, if the attribute values are
not constant but correlated with the dynamic behavior ofsyigem, the distribution of random
values may change from uniform to skewed quickly. For instaassume that each node maintains
an attribute value that represents its own lifetime. Altijothe algorithm is able to quickly sort
random values, so nodes with small lifetime will obtain thea#i random values, it is more likely
that these nodes leave the system sooner than other nodsse3iits in a higher concentration of
high random values and a large population of the nodes wy@wiimate themselves as being part
of the higher slices.
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Inaccurate slice assignments. As discussed in previous sections in detail, slice assigisnaill
typically be imperfect even when the random values are ptyferdered. Since the ranking ap-
proach does not rely on ordering random nodes, this protderatiraised: the algorithm guarantees
eventually perfect assignment in a static environment.

Concurrency side-effect. In the previous ordering algorithms, a non negligible amafrmes-
sages are sent unnecessarily. The concurrency of messagesdnastic effect on the number of
useless messages as shown previously, slowing down camggln the ranking algorithm concur-
rency has no impact on convergence speed because all ®osdgsages are taken in account. This
is because the information encapsulated in a message {ftihatzt value of a node) is guaranteed to
be up to date, as long as the attribute values are constaatt|east change slowly.

5.1 Ranking Algorithm Specification

The pseudocode of the ranking algorithm is presented inréiﬁu As opposed to the ordering
algorithm of the previous section, the ranking algorithneglaot assign random initial unalterable
values as candidate ranks. Instead, the ranking algoritiproves its rank estimate each time a new
message is received.

The ranking algorithm works as follows. Periodically eaclle: updates its view\; following
an underlying protocol that provides a uniform random san(pine [3); later, we simulate the
algorithm using the variant of Cyclon protocol presenteSdmtiodEZ. Nodecomputes its rank
estimate (and hence its slice) by comparing the attributigevaf its neighbors to its own attribute
value. This estimate is set to the ratio of the number of ned#sa lower attribute value that
has seen over the total number of nodéss seen (LinBS). Noddooks at the normalized rank
estimate of all its neighbors. Thenselects the nodg closest to a slice boundary (according to the
rank estimates of its neighbors). Noidgelects also a random neighbjeramong its view (Ling 32).
When those two nodes are selectesends an update message, denoted by aJffig, to j; andjs
containing its attribute value (Li@l@l@.

The reason why a node close to the slice boundary is selestexesof the contacts is that such
nodes need more samples to accurately determine whichtiségeelong to (subsecti.z shows
this point). This technique introduces a bias towards themnthey receive more messages.

Upon reception of a message from nadéhe passive threads ¢f andj, are activated so that
J1 andj compute their new rank estimatg andr;,. The estimate of the slice a node belongs to,
follows the computation of the rank estimate. Messagesatreeplied, communication is one-way,
resulting in identical message complexity to JK and mod-JK.

5.2 Theoretical Analysis

The following Theorem shows a lower bound on the probabititya nodei to accurately estimate
the slice it belongs to. This probability depends not onlyttmnumber of attribute exchanges but
also on the rank estimate of
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Initial state of node 4

(1) period,, initially set to a constant;;, a value in(0, 1];
a;, the attribute valueh, the closest slice boundary to node
gi, the counter of encountered attribute valugsthe counter
of lower attribute valuesslice; < _L; N;, the view.

Active thread at nodes

(2) wait(period;)

(3) recompute-view();

(4) dist-min «— oo

(5) forj’ eN;

6) gi—gi+1

(@) if ajr < a;thent; — £; 41
8) if dist(a;,b) < dist-min then
9) dist-min « dist(a;/, b)
(10) J1—j

(11) end for

(12) Letjo be a random node of/;
(13) send(UPD, a;) to j1

(14) send(UPD, a;) to jo

(15) 7 «— £i/g;

(16) slice « Sp, suchthal < r; <u

Passive thread at node activated upon reception
(17) recv(UPD, a;) from j

(18) if a; < a; thent; «— £; +1

(19) gi —gi +1

(20) 7 «— £i/gi

(21) slice « S, suchthal <r; <u

Figure 5: Dynamic ranking by exchange of attribute values.
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Theorem 5.1. Let p be the normalized rank afand letp be its estimate. For nodeto exactly
estimate its slice with confidence coefficient@f(1 — «)%, the number of messagéemust receive

IS: 9
p(1—p)
)

whered is the distance between the rank estimate ahd the closest slice boundary, aid:
represents the endpoints of the confidence interval.

Proof. Each time a node receives a message, it checks whether drenatttibute value is larger
or lower than its own. LefX,..., X bek (k > 0) independent identically distributed random
variables described as followX.; = 1 with probability% = p (indicating that the attribute value is
lower) andj € {1, ..., k}, otherwiseX; = 0 (indicating the attribute value is larger). By the central
limit theorem, we assumk > 30 and we approximate the distribution &f = Zle X, as the
normal distribution. We estimat€ by X = Y%, X; andp byp = .

We want a confidence coefficient with valtie- «. Let ® be the standard normal distribution
function, and leZs be ®~1(1 — 2). Now, by the Wald large-sample normal test in the binomial

case, where the standard deviationp@ o (p) = 7“3\(/‘11@_13)’ we have:

p—p
a(p)
p—Zao(p) <p <p+Zao(p).

Next, assume thatfalls into the sliceS; ,,, with [ andu its lower and upper boundaries, respec-

-

o
2

tively. Then, as long ag — Zs /292 > landp + Zs /212 < u, the slice estimate is exact
with a confidence coefficient d00(1 — a))%. Letd = min(p — I, u — p), then we need

d
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To conclude, under reasonable assumptions all node estitaatice with confidence coefficient
100(1—«)%, after a finite number of message receipts. Moreover a nedercio the slice boundary
needs more messages than a node far from the boundary.

5.3 Simulation Results

This section evaluates the ranking algorithm by focusinghwae different aspects. First, the per-
formance of the ranking algorithm is compared to the perforoe of the ordering algorithtin a

2We omit comparison with JK since the performance obtainet miod-JK are either similar or better.
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large-scale system where the distribution of attributei@aldoes not vary over time. Second, we
investigate if sufficient uniformity is achievable in raglusing a dedicated protocol. Third, the
ranking algorithm and ordering algorithm are compared igrgaghic system where the distribution
of attribute values may change.

For this purpose, we ran two simulations, one for each algos. The system contains (initially)
10* nodes and each view contaih® uniformly drawn random nodes and is updated in each cycle.
The number of slices is 100, and we present the evolutioneoflibe disorder measure over time.

5.3.1 Performance Comparison in the Static Case

Figure@) compares the ranking algorithm to the orderlggrdhm while the distribution of at-
tribute values do not change over time (varying distributsimulated below).

The difference between the ordering algorithm and the rap&igorithm indicates that the rank-
ing algorithm gives a more precise result (in terms of nodgitee assignments) than the ordering
algorithm. More importantly, the slice disorder measur@aoted by the ordering algorithm is lower
bounded while the one of the ranking algorithm is not. Consed]y, this simulation shows that the
ordering algorithm might fail in slicing the system whilesthanking algorithm keeps improving its
accuracy over time.

5.3.2 Feasibility of the Ranking Algorithm

Figure@ shows that the ranking algorithm does not nesfital uniform drawing of neighbors.
Indeed, an underlying view management protocol might leagirilar performance results. In the
presented simulation we used an artificial protocol, drgwieighbors randomly at uniform in each
cycle of the algorithm execution, and the variant of the 651@] view management protocol pre-
sented above. Those underlying protocols are distingdishehe figure using terms "uniform” (for
the former one) and "views” (for the later one). As said poagly, the Cyclon protocol consists of
exchanging views between neighbors such that the comntioriggraph produced shares similar-
ities with a random graph. This figure shows that both cases\gry similar results. The SDM
legend is on the right-handed vertical axis while the leftihed vertical axis indicates what percent-
age the SDM difference represents over the total SDM valtengtime during the simulation (and
for both type of algorithms) its value remains within pluswinus7%. The two SDM curves of the
ranking algorithm almost overlap. Consequently, the nagldlgorithm and the variant of Cyclon
presented in subectign 43.2 achieve very similar result.

To conclude, the variant of Cyclon algorithm presented @grevious section can be used with
the ranking algorithm to provide the shuffling of views.

5.3.3 Performance Comparison in the Dynamic Case

In Figure[6(d) each of the two curves represents the slicediis measure obtained over time using
the ordering algorithm and the ranking algorithm respetyiv We simulate the churn such that
0.1% of nodes leave and 0.1% of the nodes join in each cyclegitive 200 first cycles. We observe
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Figure 6: (a) Comparing performance of the ordering alparind the ranking algorithm (static
case). (b) Comparing the ranking algorithm on top of a unifdrawing or a Cyclon-like protocol.
(c) Effect of dynamics burst on the convergence of the onggalgorithm and the ranking algorithm.
(d) Effect of a low and regular churn on the convergence obttuering algorithm and the ranking
algorithm.
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how the SDM converges. The churn is reasonably and pessiatigttuned compared to recent
experimental evaluationf |17] of the session durationiiegtwell-known P2P systens.

The distribution of the churn is correlated to the attribuakie of the nodes. The leaving nodes
are the nodes with the lowest attribute values while therangenodes have higher attribute values
than all nodes already in the system. The parameter chaieesaivated by the need of simulating
a system in which the attribute value corresponds to themsedsaration of nodes, for example.

The churnintroduces a significant disorder in the systencivbdunters the fast decrease. When,
the churn stops, the ranking algorithm readapts well tite sissignments: the SDM starts decreasing
again. However, in the ordering algorithm, the convergeri@DM gets stuck. This leads to a poor
slice assignment accuracy.

In Figure@), each of the two curves represent the slicerdes measure obtained over time
using the ordering algorithm, the ranking algorithm, andaified version of the ranking algorithm
using attribute values recorded in a sliding-window, retigely. (The simulation obtained using
sliding windows is described in the next subsection.) Therichs diminished and made more
regular than in the previous simulation such that 0.1% ofesddave and 0.1% of nodes join every
10 cycles.

The curves fits a fast decrease (superlinear in the numbeyotdés) at the beginning of the
simulation. At first cycles, the ordering gain is significamaking the impact of churn negligible.
This phenomenon is due to the fact that SDM decreases rapitin the system is fully disordered.
Later on, however, the decrease slope diminishes and tha efffect reduces the amount of nodes
with a low attribute value while increasing the amount of @®dvith a large attribute value. This
unbalance leads to a messy slice assignment, that is, edehmmast quickly find its new slice to
prevent the SDM from increasing. In the ordering algoritth@ DM starts increasing from cycle
120. Conversely, with the ranking algorithm the SDM stamtgéasing not earlier than at cycle 730.
Moreover the increase slope is much larger in the formerréfgo than in the latter one.

Even though the performance of the ranking algorithm arkyreignificant, its adaptiveness to
churn is not surprising. Unlike the ordering algorithm, thaking one keeps re-estimating the rank
of each node depending on the attribute values present sytem. Since the churn increases the
attribute values present in the system, nodes tend to eocedre messages with higher attribute
values and less messages with lower attribute values, winiok out to keep the SDM low, despite
churn. Further on, we propose a solution based on slidimglavir technique to limit the increase of
the SDM in the ranking algorithm.

To conclude, the results show that when the churn is relatéidet attribute (e.g., attribute rep-
resents the session duration, uptime of a node), then ttkégaalgorithm is better suited than the
ordering algorithm.

3In [B], roughly all nodes have left the system after 1 daylevtiiere are still 50% of nodes after 25 minutes. In our case,
assuming that in average a cycle lasts one second woulddeadre than 54% of leave in 9 minutes.
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5.3.4 Sliding-window for Limiting the SDM Increase

In Figure[6(d), the "sliding-window” curve presents a stighmodified version of the ranking algo-
rithm that encompasses SDM increase due to churn corraagdttibute values. Here, we present
this enrichment.

In Sectiorﬂ5, the ranking algorithm specifies that each nakiestinto account all received mes-
sages. More precisely, upon reception of a new message edeti re-computes immediately its
rank estimate and the slice it thinks it belongs to withomeebering the attribute values it has
seen. Consequently the messages received long-time ag@atawch importance as the fresh mes-
sages in the estimate of The drawback, as it appeared in Fig6(d) of Sen 4 that if the
attribute values are correlated to churn, then the precisiohe algorithm might diminish.

To cope with this issue, the previous algorithm can be easiljched in the following way.
Upon reception of a message, each nbdecords an information about the attribute value received
in a fixed-size ordered set of values. Say this set is a firBtstiout buffer such that only the most
recent values remain. Right after having recorded thisrinfdion, node can re-compute its rank
estimate and its slice estimate based on the most relevard pf information (having discarded the
irrelevant piece). Consequently, the estimate would rely on fresh attribute values encountered
so that the algorithm would be more tolerant to changes, @ygamics or non-uniform evolution of
attribute values). Of course, since the analysis (cf. SB@) shows that nodes close to the slice
boundary require a large number of attribute values foregtng precisely their estimates, it would
be unaffordable to record all these last attribute valuesentered due to space limitation.

Actually, the only necessary relevant information of a ragssis simply whether it contains a
lower attribute value than the attribute valueipbr not. Consequently, a single bit per message
would be sufficient to record the necessary information.{(@dding a 1 meaning that the attribute
value is lower, and 0 otherwise). Thus, even though a riedzuld requirel0* messages to rightly
estimate its slice (with high probability), nodeimply needs to allocate an array of si#' /(8 *
1000) = 1,25 kB.

As expected, Figur@d) shows that the sliding-window roéthpplied to the ranking algo-
rithm prevents its SDM from increasing. Consequently, ahe@oint in time, the resulting slice
assignment may become even more accurate.

6 Conclusion

6.1 Summary

Peer to peer systems may now be turned into general framewotiop of which several applications
might cohabit. To this end, allocating resources to appitboa, according to their needs require
specific algorithms to partition the network in a relevanywehe ordered slicing algorithm proposed
in [@] provided a first attempt to “slice” the network, tagiimto account the potential heterogeneity
of nodes. This algorithm relies on each node drawing a randaioe uniformly and swapping
continuously those random values, with candidate nodehaddhe order between attributes values
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(reflecting the capabilities of nodes) and random ones maResults from [10] have shown that
slices can be maintained efficiently and in large-scaleesysteven in the presence of churn.

In this report, we first proposed an improvement over theaingorting algorithm based on
a judicious choice of candidate nodes to swap values. ThHissed on each node being able to
estimate locally the potential decrease of the global dsomeasure. We provided an analysis
along with some simulation results showing that the coreecg speed is significantly improved.
We then identified two issues related to the use of staticaaneblues. The first one refers to the
fact that slice assignment heavily depends on the degresifoirmity of the initial random value.

The second is related to the fact that once sorted along tniteugée axis, the churn (or failures)
might be correlated to the attribute, therefore leading tm@coverable skewed distribution of the
random values resulting in a wrong slice assignment. Ouwrgkcontribution is an algorithm en-
abling nodes to continuously re-estimate their rank nedditito other nodes based on their sampling
of the network.

6.2 Perspective

This report used a variant of the Cyclon protocol to obtaiasiuuniform distribution of neighbors.
There are various protocols that might be used for diffepempose. For instance, Newscast can be
used for its resilience to very high dynamics as@ [10]. Satier protocols exist in the literature.
Deciding exactly how to parameterize the underlying peerdimg service might be an interesting
future direction.
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