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Analyse de performance de sygimes paira-pair de stockage de
données

Résune : Ce rapport évalue et compare les performances de deuxniséuas de récupération
de données perdues utilisés dans des systemes de sadatpnnées sur des réseaux de pairs.
Le premier mécanisme est centralisé et repose sur $atittn d’'un serveur pouvant récupérer plu-
sieurs données a la fois alors que le second mécanisntiseg#bué. En représentant I'état d’'un
systeme utilisant I'un ou I'autre des mécanismes par Umadne de Markov absorbante, il est pos-
sible de quantifier la performance de chague mécanismermesede longévité des données et de
leur disponibilité. Des résultats numériques sont fdaiafin d’illustrer I'impact qu’a la configura-
tion de chaque parametre sur les performances de chagqanieme. Nous montrons comment nos
résultats peuvent étre utilisés de sorte a garantil@gealité de service pré-requise soit pourvue.

Mots-clés : systemes pair-a-pair, évaluation de performanceinehde Markov absorbante, ap-
proximation champ moyen
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1 Introduction

Traditional storage solutions rely on robust dedicatesiessrand magnetic tapes on which data are
stored. These equipments are reliable, but expensive. fbudlyof storage volume, bandwidth, and
computational resources has fundamentally changed theapjalications are constructed, and has
inspired a new class of storage systems that use distrilpatedto-peer (P2P) infrastructures. Some
of the recent efforts for building highly available storagystem based on the P2P paradigm are
Intermemory([6], Freenel]3], OceanStarel[13], CES [4], PASG], Farsitel[5] and Total Recalll[1].
Although inexpensive compared to traditional systemssehstorage systems pose many problems
of reliability, confidentiality, availability, routing,te.

In a P2P network, peers are free to leave and join the systeamyatime. As a result of the
intermittent availability of the peers, ensuring high da&Aility of the stored data is an interesting and
challenging problem. To ensure data reliability, reduridiata is inserted in the system. Redundancy
can be achieved either by replication or by using erasuresdéor the same amount of redundancy,
erasure codes provide higher availability of data thanicafibn [18].

However, using redundancy mechanisms without repairistdata is not efficient, as the level
of redundancy decreases when peers leave the system. QentlggP2P storage systems need to
compensate the loss of data by continuously storing additiedundant data onto new hosts. Sys-
tems may rely on a centralized instance that reconstruatgifents when necessary; these systems
will be referred to ascentralized-recovery systems. Alternatively, secure agents running on new
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4 S. Alouf, A. Dandoush, P. Nain

peers can reconstruct by themselves the data to be stordok qgreers disks. Such systems will be
referred to aglistributed-recovery systems. A centralized server can recover at once multiple losses
of the same document. This is not possible in the distribotesg where each new peer thanks to its
secure agent recovers only one loss per document.

Regardless of the recovery mechanism used, two repairi@slian be adopted. In tleager pol-
icy, when the system detects that one host has left the syg&tenmediately repairs the diminished
redundancy by inserting a new peer hosting the recoveread dasing this policy, data only be-
comes unavailable when hosts fail more quickly than theybeadetected and repaired. This policy
is simple but makes no distinction between permanent demarthat require repair, and transient
disconnections that do not. An alternative is to defer thgaireand to use additional redundancy
to mask and to tolerate host departures for an extendeddp€eFinis approach is calleldzy repair
because the explicit goal is to delay repair work for as lopgassible.

In this report, we aim at developing mathematical modelsharacterize fundamental perfor-
mance metrics (lifetime and availability — see next parpgyaf P2P storage systems using erasure
codes. We are interested in evaluating the centralized-distdbuted-recovery mechanisms dis-
cussed earlier, when either eager or lazy repair policy feread. We will focus our study on the
quality of service delivered to each block of data. We aimdatrassing fundamental design issues
such as:how to tune the system parameters so as to maximize data lifetime while keeping a low
storage overhead?

The lifetime of data in the P2P system is a random variable; we will inges# its distribution
function. Data availability metrics refer to the amount of redundant fragments. We witisider
two such metrics: the expected number of available redurfdagments, and the fraction of time
during which the number of available redundant fragmengexs a given threshold. For each imple-
mentation (centralized/distributed) we will derive thesetrics in closed-form through a Markovian
analysis.

In the following, Sect[R briefly reviews related work and S&introduces the notation and
assumptions used throughout the report. Seciidns 41and Bedlieated to the modeling of the
centralized- and distributed-recovery mechanism. In . $&ave provide numerical results compar-
ing the performance of the centralized and decentralizkdraes, under the eager or the lazy policy.
We conclude the report in SeEt. 7.

2 Related Work

There is an abundant literature on the architecture andfdéem of distributed storage systems
(seell6l 18,14, 16,]%5] 1]; non-exhaustive list) but only a favdies have developed analytical models
of distributed storage systems to understand the tradebeffiveen the availability of the files and
the redundancy involved in storing the data.

In [L8], Weatherspoon and Kubiatowicz characterize thelaidity and durability gains pro-
vided by an erasure-resilient system. They quantitatieelynpare replication-based and erasure-
coded systems. They show that erasure codes use an ordegoitutg less bandwidth and storage
than replication for systems with similar durability. Utaand Vernois perform another compari-
son between the full replication mechanism and erasuresctideugh a simple stochastic model
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for node behavior[17]. They observe that simple replicachemes may be more efficient than
erasure codes in presence of low peers availability.[Iih, [L8], Chiu and Lee focus on erasure
codes analysis under different scenarios, according tkeygarameters: the peer availability level
and the storage overhead. Blake and Rodrigues arglié ind2jtk cost of dynamic membership
makes the cooperative storage infeasible in transiendilave peer-to-peer environments. In other
words, when redundancy, data scale, and dynamics are hllthig needed cross-system bandwidth
is unreasonable when clients desire to download files darirgasonable time. Last, Ramabhadran
and Pasquale develop in]14] a Markov chain analysis of agtsystem using replication for data
reliability. They derive an expression for the lifetime bEtreplicated state and study the impact of
bandwidth and storage limits on the system using resultsesf model.

3 System Description and Notation

We consider a distributed storage system in which peersorahdjoin and leave the system. Upon
a peer disconnection, all data stored on this peer is no loagglable to the users of the storage
system and is considered to be lost. In order to improve detitedility it is therefore crucial to add
redundancy to the system.

In this report, we consider a single block of ddba divided intos equally sized fragments to
which, using erasure codes (e.@._1[15])redundant fragments are added. These r fragments
are stored oves + r different peers. Datd is said to beavailable if any s fragments out of the
s + r fragments are available amost otherwise. We assume that at leagtagments are available
at timet = 0. Note that whers = 1 ther redundant fragments will simply be replicas of the unique
fragment of the block; replication is therefore a specialecaf erasure codes.

Over time, a peer can be eitheannected to or disconnected from the storage system. At recon-
nection, a peer may still or may not store one fragment. Dat&d on a connected peer is available
at once and can be used to reconstruct a block of data. Wetce&eyon-time (resp. off-time) a
time-interval during which a peer is always connected (réligronnected).

Typically, the number of connected peers at any time in aag®system is much larger than the
number of fragments associated with a given datal herefore, we assume that there are always at
leastr connected peers — hereafter referred tmeg peers — which are ready to store fragments of
D. A peer may store at most one fragment.

We assume that the successive durations of on-times (résfmes) of a peer form a sequence
of independent and identically distributed (iid) randonmiables (rvs), with an exponential distri-
bution with ratea; > 0 (resp. ae > 0). We further assume that peers behave independently of
each other, which implies that on-time and off-time seqesrassociated with any set of peers are
statistically independent. We denote ppyhe probability that a peer that reconnects still stores one
fragment and that this fragment is different from all oth@giments available in the system.

As discussed in Sedil 1 we will investigate the performarid¢evo different repair policies: the
eager and thelazy repair policies. In the eager policy a fragmentofis reconstructed as soon as
one fragment has become unavailable due to a peer discammelrt the lazy policy, the repair is
triggered only when the number of unavailable fragmentshea a given thresholkl. Note that
k < rsinceD is lost if more tharr fragments are not available in the storage system at a given t
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6 S. Alouf, A. Dandoush, P. Nain

Both repair policies can be represented by a threshold petetn e {1,2,...,r}, wherek = 1in
the eager policy, and whetecan take any value in the sg2, ..., r} in the lazy policy.

Let us now describe the fragment recovery mechanism. Asiorerd in Sec{1, we will consider
two implementations of the eager and lazy recovery mechamisicentralized and a(partially)
distributed implementation.

Assume thak < r fragments are no longer available due to peer disconnes;tanmd have to
be restored. In the centralized implementation, a centréiaity will: (i) downloads fragments
from the peers which are connectéi,) reconstruct at once theunavailable fragments, ar(di7)
transmit each of them to a new peer for storage. We will asstimaethe total time required to
perform these tasks is exponentially distributed with ratg:) > 0 and that successive recoveries
are statistically independent.

In the distributed implementation, secure agents oew peers are notified of the identity of the
fragment that they should reconstruct so that all heflagments are different. Upon natification,
each of thesé secure agents concurrently downloadsagments ofD, reconstructs and stores the
specified fragment on the peer’s disk; thdownloaded fragments are then discarded so as to meet
the constraint that only one fragment of a block of data isltsl a peer. We will assume that the
total time required byach to perform the download, reconstruct and store a new fragfodows
an exponential distribution with rafe; > 0; we assume that each recovery is independent of prior
recoveries and that concurrent recoveries are also mytalépendent rvs.

The exponential distributions have mainly been made foistiie of mathematical tractability.
We however believe that these are reasonable assumptien®dhe unpredictable nature of the
node dynamics and of the variability of network delays.

We conclude this section by a word on the notation: a sub#suiperscript “c” (resp. “d”) will
indicate that we are considering the centralized (resjribliged) scheme.

4 Centralized Repair Systems

In this section, we address the performance analysis ofgéh&ralized implementation of the P2P
storage system, as described in 9dct. 3. We will focus onggesimock of data and we will only pay
attention to peers storing fragments of this block.

Let X.(t) be a{a,0,1,...,r}-valued rv, whereX.(t) = i € 7 := {0,1,...,r} indicates
that s + ¢ fragments are available at tinte and X.(¢) = « indicates that less thesnfragments
are available at timeé. We assume thak.(0) € 7 so as to reflect the assumption that at least
fragments are available at= 0. Thanks to the assumptions made in Sekct. 3, it is easily $etn t
X. = {X.(t), t > 0} is an absorbing homogeneous Continuous-Time Markov CHaifMC)
with transient state8, 1, . .., and with a single absorbing staieepresenting the situation when
the block of data is lost. Non-zero transition rated &f.(¢), ¢ > 0} are shown in Fid1.

4.1 Data Lifetime

This section is devoted to the analysis of the data lifetilnet. 7,.(¢) := inf{t > 0 : X .(¢) = a}
be the time until absorption in statestarting fromX.(0) = 4, or equivalently the time at which the
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Figure 1: Transition rates of the absorbing Markov ch@ky, (¢),¢ > 0}.

block of data is lost. In the followindl..(7) will be referred to as theonditional block lifetime. We
are interested i (7.(:) < z), the probability distribution of the block lifetime givehatX.(0) = i
fori € 7, and the expected time spent by the absorbing Markov charamsient statg, given that
X.(0) = 1.

Let Q. = [g.(¢,7)]o<ij<r e a matrix, where for any,j € 7, i # j, ¢.(4,) gives the
transition rate of the Markov chaiX . from transient statéto transient statg, and—q. (i, ¢) is the
total transition rate out of state Non-zero entries of).. are

q.(i,i—1) = ¢, 1=1,2,...,1

q.(i,i+1) = di+1{i=r—1}tup—1 , 1=0,1,...,7—1, (1)
qc(i,7) = u; , i=0,1,...,min{r — k,r — 2} ,

qC(’L?Z) - 7(C’L+dl+ul)a 7::0,1,...,7’,

wherec; := (s + i)y, d; := (r — i)pas andu; := B.(r —1)1{i < r — k} fori € 7. Note thatQ.

is not an infinitesimal generator since entries in its firgt to not sum up t@. From the theory of

absorbing Markov chains we know that (elg.l[11, Lemma 2.2])
PT.(i)<z)=1—e€;-exp(zQ.)-1, x>0 ,ieT , @)

wheree; and1 are vectors of dimension+ 1; all entries ofe; are null except thé-th entry that is
equal tol, and all entries of are equal td. In particular[11, p. 46]

E[T.(i)]=—e-Q;'-1, icT, (3)

where the existence @_ ! is a consequence of the fact that all state¥ iare transien{[11, p. 45].

LetT.(i,j) = fOTC(i) 1(X.(t)dt be the total time spent by the CTMC in transient statgven that
X.(0) = i. It can also be shown thafl[7]

E[T.(,j)] = —e-Q." - e; , i,j€T . (4)
Even wheng.(0) = --- = [.(r) an explicit calculation of eitheP(T.(i) < x), E[T.(i)] or

E[T.(i,7)] is intractable, for any: in {1,2,...,r}. Numerical results foE[T.(r)] and P(T.(r) >
10 yearg are reported in Sedi_8.1 wheh(0) = - - - = S.(r).
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8 S. Alouf, A. Dandoush, P. Nain

4.2 Data Availability

In this section we introduce different metrics to quanttig tavailability of the block of data. The
fraction of time spent by the absorbing Markov ch&iki.(¢), ¢t > 0} in statej with X.(0) = i is

E[(1/T.(i fo 4 (X.(t) = j)dt]. However, since it is difficult to find a closed-form expressi
for this quantity, we WI|| instead approximate it by the cali[T..(¢, 7)] /E[T.(¢)]. With this in mind,
we introduce

& E[T.(,5)] L\ BTG
2)_;03?%(2_)] , Mes(i) ._j;n w0 €T (5)

The first availability metric can be interpreted as the expgoumber of available redundant frag-
ments during the block lifetime, given that.(0) = < € 7. The second metric can be interpreted as
the fraction of time when there are at leastredundant fragments during the block lifetime, given
thatX.(0) = ¢ € 7. Both quantities\/. ; (i) and M, »(i) can be (numerically) computed froid (3)
and [4). Numerical results are reported in SECH 6.2 ferr andm = r — k in (@).

Since itis difficult to come up with an explicit expressiom &ither metricM.. ; (i) or M, (i), we
make the assumption that parameteendr have been selected so that the time before absorption
is “large”. This can be formalized, for instance, by requresthat P(T.(r) > ¢q) > 1 — ¢, where
parameterg ande are set according to the particular storage applicatiorfstances are given in
Sect[G.P.

In this setting, one may represent the state of the storagiersyby a new irreducible and ape-
riodic — and therefore ergodic — Markov chali. := {X.(t), t > 0} on the state-spacg. Let
Q. = [Ge (i, 7)]o<i,j<r be its infinitesimal generator. Matric€3. andQ., whose non-zero entries
are given in[{lL), are identical except f@r(0,0) = —(uo + do). Until the end of this section we
assume that.(i) = S.fori € 7.

Let (i) be the stationary probability th& . is in statei. Our objective is to computB[X,] =
>oi_oime(i), the (stationary) expected number of available redundagtfents. To this end, let
us introducef.(z) = >.|_, z'm.(i), the generating function of the stationary probabilities =
(7¢(0), 7e(1), ..., m(r)). Starting from the Kolmogorov balance equatiens Q. = 0, 7.-1 = 1,
standard algebra yields

(a1 + pas z)dfC( ) = = rpagfe(z) — say f“‘(z):%(o) + Be fC(lzZ;ZT = fe Z Z;:zr ().
i=r—k+1
Letting z = 1 and using the identitie§.(1) = 1 anddf.(z)/dz|.—, = E[X.], we find

B[X,] - r(pas + Be) — sar (1 — me(0)) — Be Sob—y ime(r — i)
’ a1+ paz + Be '

(6)

Unfortunately, it is not possible to find an explicit expnessforE[f(c] since this quantity depends
on the probabilities.(0), m.(r — (k — 1)), we(r — (k — 2)), ..., m(r), which cannot be computed
in explicit form. If £ = 1 then

T(pa2 + ﬂc) - Sal(l - ﬂ-C(O)>
aq + pao + Be

E[Xc] = ) (7)
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which still depends on the unknown probability(0).

Below, we use a mean field approximation to develop an appration formula forE[X.] for
k = 1, in the case where the maximum number of redundant fragmdstirge. Until the end of
this section we assume thiat= 1. Using [9, Thm. 3.1] we know that, whenis large, the expected
number of available redundant fragments at tini[X..(¢)], is solution of the following first-order
differential (ODE) equation

y(t) = — (o + pag + Be)y(t) — saq + r(paz + fBe)

The equilibrium point of the above ODE is reached when timesgi infinity, which suggests to

approximatét[ X .|, whenr is large, by

_ r(pas + Be) — soq

(8)

Observe that this simply amounts to neglect of the proktghili(0) in (@) for larger.

5 Distributed Repair Systems

In this section, we address the performance analysis of iftgtdited implementation of the P2P
storage system, as described in Sgct. 3. Recall that in sivébdited setting, as soon Asragments
become unreachable, secure agents running wew peers simultaneously initiate the recovery of
one fragment each.

5.1 Data Lifetime

Since the analysis is very similar to the analysis in Jdct.e4will only sketch it. Alike in the
centralized implementation, the state of the system carepeesented by an absorbing Markov
chainX, := {X4(¢), t > 0}, taking values in the sdu} U 7 (recall thatT = {0, 1,...,r}). State

a is the absorbing state indicating that the block of data $ (tess thars fragments available),
and state € 7 gives the number of available redundant fragments. Thezeoo-transition rates
of this absorbing Markov chain are displayed in Hi§j. 2. Neanezentries of the matriQ, =
l94(3, j)]o<i,j<r associated with the absorbing Markov chary are given by

qi(i,i—1) = ¢ , 1=1,2,...,r,
qd(i,i—i-l) = d; +w; , 1=0,1,....,r—1,
qa(i, 1) = —(+di+w), i=0,1,....7r,
with w; := B41{t < r —k}fori = 0,1,...,r, wherec; andd; are defined in Sedil 4. Introduce

Tq(i) == inf{t > 0 : X4(t) = a} the time until absorption in state given thatX,;(0) = 1,
and letT,(i, ) be the total time spent in transient statstarting at time. = 0 in transient state
i. The probability distributionP(Ty(i) < z), E[Ty4(:)] andE[T,(4, j)] are given by[[R),[[3) and
@), respectively, after replacing the matdx. by the matrix@Q,. Alike for Q.. it is not tractable to
explicitly invert@Q,. Numerical results foE[T,;(r)] andP(T,(r) > 1 yean are reported in Sedi.8.1.
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Figure 2: Transition rates of the absorbing Markov chighty(¢),t > 0}.

5.2 Data Availability

As motivated in Seci—4l 2 the metrics

Ty M=

=0 j=m

E[Ta(i, )]

. e j
My (i) == "E[T4()]

)

can be used to quantify the data availability in distributedovery P2P storage systems. Numerical
results are given in Se¢i.$.2. Similar to what was done ir. &g, let us assume that parameters
andk have been tuned so that the time before absorption is “lofigb, then as an approximation
one can consider that absorbing statean no longer be reached. The Markov chXip becomes
an irreducible, aperiodic Markov chain on the $etdenotedX ;. More precisely, it becomes a birth
and death process (see Hifj. 2). kgti) be the stationary probability tha , is in statei, then (e.g.

[8l)

-1

r i—1 1—1
d; d; i
rali)= 1+ 2] [[E, ieT. (10)
Cj+1 - Cj+1
1=1 j=0 7=0

From [ID) we can derive the expected number of availablereaiot fragments through the for-
mulaE[X,] = Y7 imy(i). Numerical results foE[X ], or more precisely, for its deviation from
M1 (r) are reported in Sedf8.2.

6 Numerical Results

In this section we provide numerical results using the Maidio analysis presented earlier. Our
objectives are to characterize the performance metricae@iin the report against the system pa-
rameters and to illustrate how our models can be used to eaegihe storage systems.

Throughout the numerical computations, we consider seosygtems for which the dynamics
have either one or two timescales, and whose recovery imgaiéation is either centralized or dis-
tributed. Dynamics with two timescales arise irc@mpany context in which disconnections are
chiefly caused by failures or maintenance conditions. Thiklg slow peer dynamics and signifi-
cant data losses at disconnected peers. However, the rgqueeess is particularly fast. Storage
systems deployed over a wide area network, hereafter ezféoras thénternet context, suffer from
both fast peer dynamics and a slow recovery process. Howieighighly likely that peers will still
have the stored data at reconnection.

INRIA
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The initial number of fragments is set o= 8, deriving from the fact that fragment and block
sizes in P2P systems are often se64d{ B and512K B respectively (block sizes &f56 K B and
1M B are also found). The recovery rate in the centralized schismede constant. The amount
of redundancy will be varied from 1 to 30 and for each valuegfwe vary the thresholé from 1
tor. In the company context we seta; = 5 days,1/as = 2 days,p = 0.4, 1/5. = 11 minutes
and1/84 = 10 minutes. In the Internet context we detn; = 5 hours,1/as = 3 hours,p = 0.8,

1/B. = 34 minutes andl/3; = 30 minutes. Recall that the recovery process accounts for the
time needed to store the reconstructed data on the local. (remote) disk in the distributed (resp.
centralized) scheme. Because of the network latency, welwibys haves,. < 3,.

6.1 The Conditional Block Lifetime

We have computed the expectation anddabm@plementary cumulative distribution function (CCDF)
of T.(r) andT,(r) using [B) andlR) respectively. The results are reportedgs.B and¥ respec-
tively.

We see from Figld3 thaE[7T.(r)] andE[Ty(r)] increase roughly exponentially withand are
decreasing functions &f. When the system dynamics has two timescales like in a coyrqmariext,
the expected lifetime decreases exponentially Wwitthichever the recovery mechanism considered.
Observe in this case how large the block lifetime can becamnedrtain values of andk. Observe
also that the centralized scheme achieves higher blodktiéethan the distributed scheme unless
k =1andr =1 (resp.r < 6) in the Internet (resp. company) context.

6.2 The Availability Metrics

We have computed the availability metrig$. ;(r), My 1(r) and M, o(r) and My o(r) with m =
r — k using [®) and[9). The results are reported in Hiyjs. SAndewively.

We see from Figl]5 that alike for the lifetime, metrit4. 1 () and M, 1(r) increase exponen-
tially with » and decrease dsincreases. The shape of the decrease depends on which mecove
scheme is used within which context. We again find that theralired scheme achieves higher
availability than the distributed scheme unléss: 1 andr = 1 (resp.r < 26) in the Internet (resp.
company) context.

RegardingM. 2(r) and My »2(r), we have found them to be larger than 0.997 for any of the
considered values of andk in the company context. This result is expected becauseeofvtb
timescales present in the system. Recall that in this caseettovery process is two-order of mag-
nitude faster than the peer dynamics. The results correpgio the Internet context can be seen
in Fig.[d.

Last, we have computed the expected number of availabledziu fragmentB[ X ] andE[X4].

The results are almost identical to the ones seen ifFig. & dekiation betweeR[ X ;] and M, 1 (r)

in the Internet context is the largest among the four casgsiré[7(a) delimits the regions where the
deviation is within certain value ranges. For instancegegion V the deviation is smaller tharfto.

If the storage system is operating with values a@ihdk from this region, then it will be attractive to
evaluate the data availability usifij X ;) instead ofM,y ; (r).
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(a) Internet context, centralized scheme. (b) Internet context, distributed scheme.
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(c) Company context, centralized scheme. (d) Company context, distributed scheme.

Figure 3: Expected lifetim&[7T.(r)] andE[T,(r)] (expressed in years) versugandk.

P(T,(r) > 10) P(Ty4(r) > 1)

0.8
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0.4
0.2

039

20 10 20 10
Thresholdk Redundancy Thresholdk Redundancy
(a) Internet context, centralized scheme. (b) Internet context, distributed scheme.

Figure 4: (a)P(T.(r) > 10 yearg and (b)P(Ty(r) > 1 yeay versus- andk.

00

6.3 Engineering the system

Using our theoretical framework it is easy to tune the syspamameters for fulfilling predefined
requirements. As an illustration, Fig._7|b) displays theeatour lines of the CCDF of the lifetime
T.(r) at pointg = 10 years (see Fidl4(a)) and two contour lines of the availghitietric M. »(r)

with m = r — k (see Fig[b(a)). Consider point A which corresponds to 27 andk = 7. Selecting
this point as the operating point of the storage system wilee thatP(7.(r) > 10) = 0.999 and
M. 2(r) = 0.8. In other words, whem = 27 andk = 7, only 1% of the stored blocks would be
lost after 10 years and f&0% of a block lifetime there will be 20-¢ » — k) or more redundant
fragments from the block available in the system.
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(a) Internet context, centralized scheme. (b) Internet context, distributed scheme.
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(c) Company context, centralized scheme. (d) Company context, distributed scheme.
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Figure 5: Availability metricsM.. 1 (r) and Mgy 1 () versus- andk.
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(a) Internet context, centralized scheme. (b) Internet context, distributed scheme.

Redundancy

Figure 6: Availability metrics (aj\/. 2 (r) and (b)My 2(r) versusr andk with m = r — k.

One may be interested in only guaranteeing large datarlitetiValues of- andk are then set
according to the desired contour line of the CCDF of datditife. Smaller threshold values enable
smaller amounts of redundant data at the cost of higher biitichwtilization. The trade-off here is
between efficient storage use (smgland efficient bandwidth use (larg#.

7 Conclusion
We have proposed simple Markovian analytical models foluatang the performance of two ap-

proaches for recovering lost data in distributed storagéesys. One approach relies on a centralized
server to recover the data; in the other approach new pedmimethis task in a distributed way. We
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= Distributed scheme = Centralized scheme
I: error > 10% =
11 5% < error < 10% Il 2 10 2080
B L Il 1% < error < 5% k=R c _a i
] IV: 1%o < error < e | "7 P(T¢(r) > 10) = 0.99
< 1L v < L - M. ,(r) =0.8
7] V: error < 1%o 7] c,2 1
2o o MCZ(r) =0.95 .
Naguuery < gF ! ;-
[ - FAUE S
o v _, M o . . . .
0 10 20 30 0 10 20 30
Redundancy Redundancy
(a) Relative errofMy , — E[XdVMd 1. (b) Selection ofr andk according to predefined re-
’ ’ quirements.

Figure 7: Numerical results for the Internet context.

have analyzed the lifetime and the availability of data eetd by both centralized- and distributed-
repair systems through Markovian analysis and fluid appnations. Numerical computations have
been undertaken to support the performance analysis. Wdsintheoretical framework it is easy to

tune the system parameters for fulfilling predefined requnépts. Concerning future work, current
efforts focus on modeling storage systems where peentfiftiare either Weibull or hyperexponen-
tially distributed (see [12]).
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