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SONDe, Self-Organizing Replia Plaement inLarge-Sale Dynami SystemsRésumé : Présenté à l'origine dans le ontexte des appliations de partage de �hiers,le paradigme de ommuniation pair-à-pair a évolué et peut être aujourd'hui appliqué à unlarge spetre d'appliations distribuées. Le passage à l'éhelle des appliations P2P reposeà la fois sur une distribution juste de la harge des requêtes entre les pairs du réseau et surla apaité du système à réagir à la dynamique.Nous présentons dans e papier le design, l'analyse et l'évaluation de SONDe, un algo-rithme simple et totalement déentralisé de plaement de réplias. Donné un objet (fontionou donnée), SONDe fourni à haque pair une borne onstante sur le nombre maximal desauts logiques à e�etuer pour aéder au détenteur d'un réplia (fournisseur), rendant ainsiparamétrables et prévisibles les latenes de ommuniations (dans le as d'une utilisationonjointe ave des algorithmes de onvergene des ouhes physique/logique). SONDe estégalement apable d'adapter le nombre de réplias dynamiquement pour re�éter les varia-tions de harge dans les zones onernées du réseau. Chaque pair déide individuellement s'ildoit héberger un réplia, et ei basé sur l'observation de son voisinage. Nous montrons defaçon théorique que SONDe onverge et fourni un ensemble Indépendant-Dominant de four-nisseurs. En�n, des résultats basés sur des simulations onduites sur di�érentes topologiesréseau démontrent l'e�aité de l'approhe.Mots-lé : Réseaux logiques dynamiques large éhelle, plaement de réplias, disponibil-ité, bornes de reherhe, ensemble Indépedant-Dominant, auto-organisation, répartition deharge



SONDe 31 IntrodutionMotivations A peer to peer (P2P) overlay network organizes a large set of partiipants(nodes), in a logial network on top of a physial topology. The salability of P2P networksrelies on the fat that eah node may at both as a lient and a server. Therefore, the numberof potential servers grows linearly with the size of the system. For a given appliation toprovide a servie, a subset of nodes may be eleted to at as servers, to whih nodes anforward requests. One of the major hallenges in P2P systems is how to plae objetsof a given servie at some provider making the objet rapidly aessible. This problemis known as the replia plaement problem. Previous work on replia plaement relieson a stati plaement of replias assuming that lient aess patterns an be known inadvane [10, 14, 3, 19℄. However, to fae the high dynamism of peer to peer systems,dynami and adaptive replia plaement is required. Several issues shall be onsidered toprovide an e�ient replia plaement algorithm.First, �nding and aessing a replia in a P2P system should limit ommuniations osts.For the lient sake, an e�ient replia plaement algorithm should leverage the physialand/or logial network proximity so that lient nodes diret their request to lose repliastherefore limiting both time and ommuniation omplexity. However, holding a replia,and therefore serving lient requests is a onsuming task both bandwidth and omputingpower-wise. Therefore, the goal of suh an algorithm is to limit the number of nodes holdinga replia and yet to make sure the required guarantees are met.Seond, another ruial aspet is related to the amount of information one an use toimplement the algorithm. Gathering global information in a P2P system is simply unrealistidue to the large-sale dimension of suh systems but also to their dynamis whih wouldrequire frequent and massive updates. Instead, in a P2P system, eah node is aware of asmall subset of other nodes, usually known as its neighbors. A salable solution relies onthe exploitation of the loal knowledge of the system.Contributions In this paper, we propose a dynami and fully deentralized replia plae-ment protool, alled SONDe (Self-Organizing Network Density) ensuring the availabilityof a replia in a onstant number of logial (overlay) hops from any network loation, whilelimiting as muh as possible the number of providers of suh a replia. Not only SONDe isable to provide suh guarantees but also may be tuned to handle load variations in loalizedparts of the network. In the remaining of this paper, we assume that every node is ableto at as a server, therefore beoming a servie provider (holding a replia) is ahieved bysimply swithing on this funtionality. How to atually retrieve the last version of a repliais out of the sope of this paper.SONDe provides guarantees in terms of number of logial hops and ensures in moston�gurations that eah node will be able to aess a replia, from any loation of thenetwork in a onstant number of hops, at most h. SONDe is fully deentralized and highlysalable as nodes implement the replia plaement algorithm based on the observation oftheir diret neighborhood in the overlay network. The intuition is as follows: eah node
RR n�0123456789



4 Gramoli & Kermarre & Le Merrer & Neveuxobserves its neighborhood and heks whether a replia an be found at most h hops away.If this is not the ase, then it swithes on its own funtionality and beomes a provider. Inorder to ontrol and bound the number of replias, a provider able to reah another repliain h hops whih is �older� than itself, takes the deision to swith its own funtionality o�.Theoretial results and simulations show that the distane (number of hops) required toaess a replia is bounded by h and that the algorithm onverges.Even though the density of replias maps the requirements, it might happen that someproviders are overloaded. The extreme ase to illustrate this situation is a star like topologywhere the entral node would ensure that the guarantees are met but yet is too overloadedto atually serve the lients. To overome this issue, eah provider node in SONDe maytake ations to adapt to suh situations and derease the parameter h loally. Therefore,SONDe, in a network-independent fashion, balanes the load automatially between thesystem nodes. If a burst of load ours in a loalized area of the overlay, the number ofproviders is automatially inreased in this spei� area. Conversely, when the load dereasesthe number of providers is redued aordingly in order to limit the unneessary resoureonsumption.Finally, the paper shows theoretially that SONDe provides an h-independent-dominatingsets of providers. An h-independent-dominating set of providers is a set of providers suhthat eah node is either provider or at most at distane h from a provider, but not both.Independene limits the number of providers while dominane allows onstant aess timefrom any system node.A main guideline for SONDe is to provide a simple algorithm, that ould be implementedeasily on any type of overlay, regardless of the underlying overlay struture.Roadmap The rest of this paper is organized as follows. Setion 2 provides some bak-ground on the replia plaement problem. Setion 3 introdues the system model and statesthe problem we address in this paper. Setion 4 presents the SONDe algorithm. Setion 5provides analysis that shows that SONDe solves the h-independent-dominating set problem.We simulate results of SONDe in a large sale dynami ontext and analyzes the results.Finally, we disuss some open issues in Setion 7 before onluding in Setion 8.2 Bakground on distributed replia plaementMany works in the peer to peer, parallel distributed systems and graph theory address tosome extent the replia plaement issue.Distributed Hash Tables (DHT) [15, 17, 16, 4℄ is a well-known solution to �nd an objet(data or servie) in a P2P system. In DHT-based solutions, nodes share a global identi�erspae and the same objets are isolated on providers of the same identi�er subspae. Thatis, any node an onvey request message to a node loser to the provider. Isolating objetspresents, however, two limitations. First, when many requests to the same objet are simul-taneously reeived, ongestion might our in the targeted subspae. Seond, a node mightbe loated too far from the targeted objet, in terms of hops for some stringent appliationINRIA



SONDe 5requirements, and thus aessing the objet might be ostly. DHT-based repliation haveproven e�ient in some ontexts but may su�er from a limited �exibility.On the theoretial side, obtaining small dominating set in a graph remains an importantissue. The problem of �nding the minimal dominating set has been shown to be NP-hard [5℄ and an easier problem is to �nd a small (but not minimal) dominating set. In [9℄,the authors propose an algorithm that onstruts small dominating set in a logarithminumber of rounds, while in [11℄, the authors onstrut a small dominating set in onstanttime. Importane of dominating set for P2P systems have been outlined by some spei�appliations [20℄. These authors aim at maximizing the number of responses to an objetsearh in a P2P system. This approah does not fous on providing the objet at a onstantnumber of hops. Finally, in [2℄ the authors fous on both independent and dominating sets,and propose a entralized solution to this problem.Replia plaement has been widely studied in the past years. Various works proposingContent Distribution Networks use tree-strutured topologies like in [10℄. The HotSpot [14℄and HotZone [19℄ propose a solution to plae replias of any objet at the nodes generatingthe highest tra� among all. Sortie [8℄ is providing a self organizing repliation mehanismbased on the demand for a servie; the replias are also plaed based on the requests.Sortie does not take into aount max hop bounds or lateny limits between requesters andproviders. Other papers [7, 3℄ addresses other but related issues: the number of enters andthe enters plaement. The former one onsists of determining the number K of repliasneeded while the latter onsists of determining the ideal loations of those K replias.3 Design Rationale3.1 System ModelThe system onsists of a onneted set of n nodes. 1 Eah node is uniquely identi�ed anddoes not maintain any global information about the system. Nodes an join and leave thesystem at any time. The P2P overlay network is represented as a ommuniation graph,denoted G, in whih a node i an ommuniate diretly with a subset of nodes alled itsdiret neighbors. More generally, we refer to the neighbors of i, as the set of nodes, N h
i ,loated at distane h from i, where h ∈ N

+ is a onstant. In other words, the minimaldistane between i and any j ∈ N h
i is lower than or equal to h. G is an undireted graphsuh that ommuniation links are symmetri, formally if i ∈ N h

j then j ∈ N h
i .We all a peer not holding a replia, a lient and a peer, holding a replia, a provider. Aservie or a data used in the system is equally referred to as an objet. Objets are repliatedover all system nodes and a opy of this objet is alled a replia. In the remaining, we onlyfous on a single repliated objet. We refer to providers as the nodes providing this objet.Eah peer hosting a replia has �nite omputing resoures; too many simultaneous aessqueries may thus saturate it. A saturated replia will trigger a mehanism to distribute loadby reating other replias.1The value n orresponds to an instantaneous observation and an vary over time.RR n�0123456789



6 Gramoli & Kermarre & Le Merrer & NeveuxThe ommuniation delay between two neighbors is bounded by δ.3.2 Problem StatementThe algorithm presented in this paper addresses the issue of limiting the number of providersof a single objet x while providing any node with a objet replia loated nearby (in the
h-viinity). Providing the objet onsumes omputation resoures, limiting the repliationof an objet over the network saves resoures for other objets. Seond, providing any nodewith a replia at a small distane helps �nding it and aessing it quikly. To formalizethose two hallenges we borrow two well-known de�nitions from graph theory: independentand dominating sets.The independene notion expresses the idea of restriting the number of providers. Con-sider an undireted onneted graph G = 〈V, E〉. A subset of verties I ⊆ V of the graph Gis alled an independent set if and only if there is no edge in E between two verties of I.Observe that a simple solution to this problem is I = ∅. Consider the ommuniation graph
G. If the set of providers forms an independent set of G, then the objet does not onsumeomputation resoures of all nodes. Next, we reall the formal de�nition.De�nition 3.1 (Independent Set). Let G = 〈V, E〉 be an undireted onneted graph. Asubset of verties I ⊂ V is an independent set i�

∀(u, v) ∈ E ⇒ u /∈ I ∨ v /∈ I.The dominane notion expresses the notion of availability. Consider an undireted on-neted graph G = 〈V, E〉. A subset of verties D ⊆ V of the graph G is alled a dominatingset if and only if it exists an edge between any vertex of V \ D and a vertex of D. Observethat a solution to this problem is D = V . Like above, onsider the ommuniation graph
G. If the set of providers of x is dominant in G, then x is easily available from any loation.The formal de�nition follows.De�nition 3.2 (Dominating Set). Let G = 〈V, E〉 be an undireted onneted graph. Asubset of verties D ⊆ V is a dominating set i�

∀u ∈ V \ D, ∃v ∈ D s.t. (u, v) ∈ E.Traditionally, those de�nitions apply to neighbors that are loated at a single hop fromthe soure. Depending on the appliation requirements, this might be too restritive. Here,we relax suh a onstraint by letting the programmer de�ne an edge between two nodes iftheir distane is smaller than a onstant number h of hops. Consequently, the parameter hmakes the repliation degree and the availability degree of objet x tunable.Let an independent dominating set be a set S satisfying both De�nitions 3.2 and 3.1. Assaid before, we extend the aforementioned de�nition to the h-neighborhood. Let Eh as theset of path omposed of at most h onseutive edges of E. We do not mention de�nitionsof h-independent set and h-dominating set sine they rely simply on De�nition 3.1 andDe�nition 3.2, respetively, with the augmented set of edges Eh. The formal de�nition isthe following. INRIA



SONDe 7De�nition 3.3 (h-Independent-Dominating Set). Let G = 〈V, E〉 be an undireted onnetedgraph. A subset of verties S ⊂ V is an h-independent-dominating set i�
{

∀(u, v) ∈ Eh ⇒ u /∈ S ∨ v /∈ S,
∀u ∈ V \ S, ∃v ∈ S s.t. (u, v) ∈ Eh.Another interesting hallenge would be to solve the Minimal Dominating Set (MDS)problem. Nevertheless, this well-known problem is NP-hard [5℄. For the sake of solutione�ieny, we rather fous on the independent dominating set problem. When a single nodeis added to a graph with an independent-dominating set, it is likely that no global updateis neessary to retrieve an independent dominating set. Consequently, even though we donot ensure maximal independent set or minimal dominating set, our solution guaranteesavailability with a relatively low omplexity. The goal of the SONDe algorithm is to provideat least one replia in the neighborhood of any node. To onlude, SONDe is a simpleself-organizing replia plaement algorithm making the set of providers to onverge towardan h-dominating-independent property.4 SONDe AlgorithmIn this setion, we �rst present the initial version of the SONDe algorithm, whih implementsa dominating independent set of providers in a fully deentralized way so that eah node isguaranteed to aess a replia in at most h hops. Then we propose an extended version ofSONDe, able to automatially adapt the repliation degree to the load variations in loalizedparts of the network.Eah node deides loally whether to beome a provider or not. For this purpose, everynode i ommuniates periodially (with period ρ ≤ δ or frequeny τ = 1

ρ
) with all nodes ofits neighborhood N h

i , starting at its arrival on the overlay.4.1 SONDe: h-hops max aess repliation algorithmSONDe goal is to ensure that a node, at any time, an aess a replia of a given servie inits neighborhood N h
i without global knowledge.To onverge towards this global property, eah lient in the system heks (alled fun-tion_hek), after ρ has elapsed, whether a replia an be reahed in, at most, h hops.In order to limit the assoiated overhead, only the replias providers send bak a hellomessage to a requesting node.funtion_hek leads to a state hange of the heking node in the ases summarized onFigure 1.

• If the heking node is a lient:� the node beomes a provider if no replia is found in N h
iRR n�0123456789



8 Gramoli & Kermarre & Le Merrer & Neveux
Older replica in h hops

ProviderClient

No replica in h hops

Figure 1: Basi SONDe state hanges� otherwise no ation is exeuted.
• If the heking node is a provider:� nothing happens if no older replia is found in N h

i� otherwise, the urrent node swithes o� its replia funtionality and beomes alient.The age refers to the date at whih the replia funtionality was set. This info is piggy-baked in the hello message sent to the requesting node.The partiular ase where two peers in the same h-hops neighborhood have the sameexat arrival date is provoking on�itual funtion_heks that are handled in a simple wayas follows: two regular peers will beome provider after a �rst hek, if no provider is alreadyin their N h
i ; during the seond one, as the two providers have the same ρ, the disriminatoryfator is the unique ID (for example the replia with the greater ID is swithed o�). Afterthis last step, the fat that funtion_heks are done at the same time is no longer an issue.This simple organisation leads eah peer to have at least one replia in its neighborhood

N h
i , thus reahing the dominating set. The independent set is observed when there is nomore replia deletion, as no provider sees another one in its neighborhood. In the asewhere a peer has more than one provider in its neighborhood, the seletion may rely onvarious parameters suh as providers oupation state or minimum ommuniation latenyfor example.So far, we have made the assumption that the providers ould, at any time, providethe servie to any peer in their neighborhood. In pratie, as peers have �nite omputingresoures, some providers may be overloaded if too many peers, onneted to the sameprovider, use the servie simultaneously. This situation has a higher probability of ourringif h is high, as the provider has to handle more peers than at a lower level. To prevent servieunavailability, we now introdue an extension of the base algorithm taking into aount loadvariations.

INRIA



SONDe 94.2 Load reative repliation algorithmThe basi idea is that although the h-Independant-Dominating set property is ensured, somenodes might not be able to ope with request load. The pseudoode of the load reativealgorithm is provided in Algorithm 1. A provider may be overloaded if its onneted lientsare using too heavily its ressoures. Suh load pattern may a�et the appliation as theprovider may not be able to provide additional resoures to its urrent lients or resouresto new requesting lients. To avoid this situation, in addition to the h-hops parameter of theprevious algorithm (global system max bound), we assoiate a seond parameter nbHopswith eah peer. nbHops represents the peer urrent searh bound (nbHops ≤ h), and variesfaing load variations as desribed bellow.We assume that the oupation rate of the omputing resoures of a provider is repre-sented as a perentage, returned by the peer operating system. In addition, two parametersare added to the peer hosting a replia: underloadedThreshold and overloadedThreshold(0 < underloadedThreshold < overloadedThreshold < 100). They indiate respetively theload threshold over whih a repliation mehanism should be triggered and under whihreplias ould be suppressed to free wasted resoures:
• If the oupation rate of a provider remains over overloadedThreshold during a pre-de�ned period of time (maxOverloadedRounds), the provider launhes the followingproess, leading to other replia reations: it noti�es a �xed onstant number of diretneighbors so that eah neighbor hanges its nbHops with the provider urrent onederemented by one; so does the provider itself. Eah reahed peer forwards the orderto that onstant number of diret neighbors, with a depth equal to nbHops from theoriginating overloaded peer. The next hek, some of the nodes whih nbHops hasbeen modi�ed are likely to reate replias as they are not able to �nd other replias atthis redued level. This ation has a global onsequene on the inrease of the numberof replias in an overloaded area.
• On the ontrary, a provider that remains under a �xed threshold (underloadedThreshold ),for a given period (maxUnderloadedRounds), noti�es its neihborhood at nbHops (asin the overloaded ase) to set their nbHops with its own, inremented by one, anddoes the same. This proess naturally dereases the number of providers in the formerprovider neighborhood.When a response to a load event should our, the heuristi does not simply tellsN nbHops

ito hange their nbHops (but instead eah peer forwards this order to a onstant number ofdiret neighbors). In the ase of a highly onneted overlay, many peers reeived a hangeorder, inreasing onvergene time. That onstant an be set for example to approxima-tively log(N). The aim of maxUnderloadedRounds and maxOverloadedRounds values is toreate a hysteresis phenomena and stabilize the replia distribution by avoiding immediatedupliation or deletion based on temporary non representative load events.With the load handling heuristi, and during the funtion_hek, a peer swithes o�it replia apability only if it �nds in N nbHops
i , another replia with the same nbHopsRR n�0123456789



10 Gramoli & Kermarre & Le Merrer & Neveuxparameter, in order to preserve the previous nbHops hanges; ontrarywise, a peer does notreate a replia even if another one is found with a di�erent nbHops parameter. This keepsthe loality of the load variation events, and thus does not disturb the balane of the repliadistribution in the neighborhood. These phenomenons are detailed in Setion 6.Note that when nbHops hanges, the new value given by the replia to the nodes reahedis based on the one of the replia. The solution onsisting in simply dereasing eah nodeurrent value leads to unstable replia reation: in an overloaded region, where peers havemore than one replia in their nbHops range, several hange orders from the providers ouldreally quikly set the nbHops value of the peers to 0, triggering too muh replia reations (apeer at 0 obviously diretly beome a replia). Due to their number, those providers oftenreah an under load ase by sharing loal load among then, bringing on suppressions, andso on, inreasing onvergene time.Bak to a homogeneous distribution After SONDe has handled load variations ina�eted parts of the network, the replia distribution is no longer homogeneous. The ordersof hanging the value of nbHops , sent by the replias to their neighbors, are non symmetrialin the sense that replias with a high nbHops value obviously reah more peers than in thereverse ase. This leads to the situation where when a network load ours thus triggeringreplia reations, many peers get a lowered nbHops . When the load dereases, even if thereare more replias in the network due to the previous load handle, the sum of peers reahedby the suessive inreases of nbHops is inferior to the total number of peers whih nbHopshas previously been modi�ed. Therefore, some peers may stay at a nbHops value that isnot representative of the network load anymore; that is why after a number of onseutive
nbHops unhanged, the peer ould simply query the urrent value of their neighbors and takethe average as new nbHops . This simple heuristi allows all the network peers to smoothlyonverge toward the max searh bound h when there is no or a low load on the overlay.5 Convergene to an h-Independent-Dominating set ofProvidersIn this setion, we show that the SONDe algorithm onverges.Here are some preliminary notations for the proof. We refer to -providers (standingfor on�rmed providers) as the providers that set their state to provider at least ∆ > 2δtime ago and that did not revert their state sine then. Let L be the set of all legitimateon�gurations where the ommuniation graph G admits a set S of -providers suh that
S forms an h-independent-dominating set. Next, we de�ne two spei� subgraphs in whihthe h-independent-dominating property does not hold. Let a provider-graph (resp. lient-graph) be a subgraph of G suh that its nodes are a set of onneted providers (resp. lients)of G, its edges are the edges of G between those nodes, and it is maximal (i.e. no otherprovider-graph and lient-graph, respetively, ontains it). By abuse of notation, we say

INRIA



SONDe 11that a graph is h-independent-dominating if and only if the set of its providers represent an
h-independent-dominating set.Assume that the system stabilizes suh that dynamis stop and providers are neitheroverloaded nor underloaded. Consequently, for any node, nbHops does not hange over timeand remains equal to h. We show that starting from any possible on�guration, the algorithmonverges to a on�guration of L. The following Lemma shows that a non-independentsubgraph onverges to an h-independent-dominating set.Lemma 5.1. A subgraph P of l nodes that is provider-subgraph beomes h-independent-dominating at the latest at 2δl time after stabilization.Proof. The longest onvergene time is reahed when all nodes reat simultaneously: theyall send messages and reeive them at the same time, they all disover providers in theirneighborhood... Indeed, a provider-subgraph P ontains smaller provider-subgraphs whenlarger than two nodes. Consequently, inluded subgraphs an be solved in parallel whihmight speed up the onvergene to the h-independent-dominating set (and at least not slowit down). We fous on the worst ase that is when all nodes reat simultaneously. By thetie-breaker node ID, all nodes of P beome lients exept the node i that owns the largestID. Later on, the neighbors of i remain lient while other nodes swith bak simultaneouslyto the provider state, and so on. Clearly, the worst ase senario is when P is a line of size
l where nodes are ordered with inreasing IDs. Sine the delay to send a message is upperbounded by δ so as its transmission delay, this leads to an h-independent-dominating set atthe latest at time 2δl after stabilization time.Next Lemma says that an initially non-independent subgraph that beomes h-dominating-independent remains h-dominating-independent.Lemma 5.2. If a provider-subgraph P beomes h-independent-dominating, its -providersform an h-independent-dominating after a �nite amount of time.Proof. On the one hand, when a provider beomes lient, one of its neighbor j outside of P(and originally a lient) may swith to the provider state. However, this potential hangedoes not a�et the rest of the graph P and the on�iting region indued by P is still solved.On the other hand, by de�nition of the provider-subgraph, any neighbor k (outside of P) ofa remaining provider of P an only be a lient. Consequently, it will never swith its state toprovider sine it already knows a provider in its neighborhood. Finally, after an additionaldelay of ∆ all providers beome -providers.The following Lemma states that a non-dominating subgraph onverges to a stable h-independent-dominating set.Lemma 5.3. If a subgraph C is a lient-subgraph at time t = 2δn after stabilization, thenits -providers form an h-independent-dominating set at the latest at time t + ∆.
RR n�0123456789



12 Gramoli & Kermarre & Le Merrer & NeveuxProof. By de�nition, the lient-subgraph is independent at time t. Moreover, Lemma 5.1and Lemma 5.2 show that there is no non-independent subgraph in G at time t. There aretwo ases: either C is already a dominating set beause all of its nodes are neighbors of someproviders in G (but outside graph C), or C is non-dominating. In the former ase, the proofis straightforward, while in the latter ase at least one node swithes its state to beome aprovider. More preisely, after a timeout, some nodes beome providers, say at time t. Attime t + δ all have sent a message and by time t + 2δ they all have suessfully reeivedall messages sent by their neighbors. Consequently, at time t + ∆, at most one provider(the one with the lowest ID) among all its neighbors beomes a -provider and C beomes
h-independent-dominating.Finally, the following Theorem onludes the proof that SONDe onverges to an h-independent-dominating set after system stabilization.Theorem 5.4. SONDe onverges.Proof. By Lemma 5.1 and Invariant 5.2, we know that an initially non-independent sub-graph onverges to a set of -providers forming an h-independent-dominating set. Finally,Lemma 5.3 shows that a non-dominant subgraph onverges also to a set of -providers form-ing an h-independent-dominating set in a �nite amount of time. To onlude this showsthat the SONDe onverges to a legitimate on�guration.6 Evaluation6.1 Experimental setupTo evaluate SONDe performane, we implemented SONDe using PeerSim [13℄, a disreteevent/yle based simulator, well-suited for large-sale networks. To assess the independeneof SONDe to the underlying struture, we reated undireted unstrutured peer to peeroverlays using three di�erent topologies. We do not model the queuing delays nor paketlosses.Topologies The Figures presented in the following of this paper are based on three types ofwell known topologies. Experiments were driven up to 1,000,000 nodes; for pratial onsid-erations the following results are based on 10,000 node networks. Salability onsiderationsare spei�ally addressed in Setion 7.The �rst topology we onsider is a simple 2-dimensional overlay, where eah peer isonneted to 3 to 6 (average of 3.8) other peers that are "lose" (in terms of the artesiandistane) from itself in the 2-D spae. This topology is partiularly useful to visually validatethe homogeneous repartition of the replias and to observe the impat of loal load events onthe rest of the overlay in terms of repliation reation. More generally, the mapping betweenthe logial and physial topologies would minimize in pratie the overall ommuniationlatenies in a real world implementation.
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SONDe 13The seond onsidered topology is a homogeneous random network, where eah node hasa onstant number of neighbors, hosen uniformly at random. A node hooses another oneas neighbor (seleted uniformly at random) if the ontated node does not have already themaximum number of edges. Otherwise, the proess keeps going until eah node �lls its view.We use a view of size 4.The last topology is representative of the so-alled sale free topologies and is basedon the Barabási and Albert model [1℄. Large sale networks with node degrees following apower law, as the Internet, are nowadays intensively used to validate pratial approahes.Peers have between 2 and 230 neighbors, with an average of 3.99.For the three onsidered topologies, eah peer has log N neighbors on average, leadingto an equivalent number of edges (around 20,000). This provides a fair omparison on theoutput results.We all a round the time needed by all peers of the overlay to aomplish their fun-tion_hek.We evaluate the algorithms along three metris: (i) the number of rounds required toonverge to a stabilized on�guration; (ii) the reation to load variations in term of numberof reated replias; (iii) the perentage of peers able to aess a non overloaded replia undertheir urrent nbHops (satis�ed peers), despite load variations, or onstant arrival/departureof overlay nodes (hurn).6.2 h-hops max aess repliation algorithm
h (the prede�ned max hop bound) is set to 4 in the following simulations.Figure 2 presents the onvergene starting from a replia-free network to a stable num-ber of replias, under an extreme senario where 20% of the overlay peers run their fun-tion_hek simultaneously at eah round (the rest of the peers at asynhronously). Despitesuh an extreme setting, only a few number of rounds are neessary to reah a stable state.Reall that a stable state is reahed when a h-independent-dominating set is ahieved, thusany peer i has a replia in N h

i and when no replia has another one in N h
i ; As preditedby the proof of Setion 5, the experimental analysis shows that SONDe onverges. Theumulative distribution funtion presented on Figure 3 on�rms this; a distane of 0 hop,simply means that the urrent peer is itself a replia and therefore uses its own replia whenneeded.The left part of Figure 4 visually depits the homogeneity of the replia distribution(bigger dots), on the 2-dimensional generated overlay, where peers are homogeneously dis-tributed.The seond point highlighted in Figure 2 is that the number of reated replias, whihsatis�es the h-independent-dominating set, varies aording to the underlying topology, evenwith a similar average of neighbors (and same number of edges). This is diretly relatedto the diameter of the overlays: small diameter overlays trigger less replia reation thanlarger diameter overlays, beause a funtion_hek in N h

i reahes more peers. Indeed, it isveri�ed experimentally, starting from the sale free topology (lowest diameter overlay of ourexperiments) to the largest one (2-D): lowest diameter overlays, for an equivalent numberRR n�0123456789



14 Gramoli & Kermarre & Le Merrer & Neveuxof peers and onnetivity, have higher degree nodes. These nodes at as gateways, as theyprovide their important set of neighbors and give aess to more peers within the samehop-radius.
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SONDe 15

Figure 4: Distribution of the replias on a 2-D overlay; Left: no load applied, Right overloaded region inthe square overlay, h=4, 10,000 peer unstrutured overlay6.3 Load reative repliation algorithmIn order to simulate the load on eah replia, we assoiate eah replia with the number ofmaximal simultaneous aess it an handle. We also apply a load pattern to the overlay,by inreasing and dereasing the number of peers using the provided servie. Figure 5depits the number of replias reated in response to the load variation (gradual inreasefrom round 1000 to round 5500 where all peers are simultaneously querying a replia). Weonsidered three replia apaities: 5, 10 and 25 ative lients per replia. The number oflients that are likely to use a replia (lient attahed to this replia) is not upper bounded,as messages that simply hek the presene or the availability of a replia are not resoureonsuming. underloadedThreshold and overloadedThreshold are set to 30% and 70% of theprevious value, that is 3 and 7 peers simultaneously use the servie as the maximum repliaapaity is set to 10. As expeted, when a replia is able to serve many peers, it takes moretime to saturate it as illustrated by the evolution of the repliation rate. When the loaddereases, the reative algorithm suppresses underloaded replias for the sake of resouressaving. One load piks have disappeared, the system reahes a stabilized on�gurationquikly.Reativity highly depends on the parameters overloadThreshold . The lower its value, themore reative the system is to load inrease, preventing earlier replias to be fully saturated.Obviously, this omes at the prie of potentially more resoure wastes, due to the reationof not fully used replias.In the rest of the experiments, we keep 10 ative lients per replia. Figure 6 showsthe inrease of the number of replias under the same load pattern, for the three topologiesintrodued earlier. underloadedThreshold is set to 10%. This value allows a quiker onver-gene towards a stable state (around t=6500) for the 2-D ompared to Figure 5. This leavesmore replias in the system when load dereases as the load has to be very low to triggerreplia deletion for resoures saving.RR n�0123456789



16 Gramoli & Kermarre & Le Merrer & NeveuxWe observe that the urves based on 2-D and homogeneous topologies evolve nearlysimilarly. The sale free urve is a bit noisier: the stabilization time is inreased. Thisis due to the fat that the on�guration of replias plaement is harder to reah on thistopology in presene of an important number of replias, as the neighborhood of eah peeris wider.We observe on Figure 7, a similar evolution of the load for the three topologies. Wefous on the perentage of peers whih are able to �nd a non overloaded replia in N nbHops
i .Note that this is a onstraint, as the perentage is theoretially higher in N h

i (reall that
nbHops ≤ h). We observe that the perentage of satis�ed peers is lose to 100% at anytime, despite sudden inreases. The unavailability peaks are notieable in the sale freease, orresponding in large dereases of the number of replias that an be observed onFigure 6.This overall good behavior omes from the fat that the peers generally have severalreplias in N nbHops

i (thus have a greater hane to �nd a non saturated provider), oupledwith the high reativity of the repliation algorithm.An important parameter as far as load inrease is onerned is to what extent the repli-ation degree remains loalized to the overloaded part of the network. We observed on theright hand side of Figure 4 that the inrease of replia density is irumvented to the a�etedarea only. Replias are naturally reated in the loaded zone, while no impat on the rest ofthe overlay is observed. More spei�ally, a load event in a part of the overlay is absorbedby its diret neighborhood and thus do not trigger, as a side-e�et, a global reorganizationof the overlay replias over the system.Churn To illustrate the behavior of the algorithm under hurn, we impose a onstantpeer arrival and departure in the system. Stutzbah et al. [18℄ highlighted that sessionlengths in P2P system are onsistent aross systems suh as Gnutella, Kad, BitTorrent:almost all nodes have left after one day. In order to apply a realisti hurn in our yle-based simulations, we take the session length for half of the peers; after 30 minutes, all thepeers have left the overlay, onstantly replaed by new ones. A yle in our simulationsorrespond to 1 seond, we have thus a hurn of 0.055% the peers per round. When thenumber of neighbors of a peer falls under the prede�ned minimum value, the peer looks foranother ontat peer as new neighbor. Figure 8 shows the impat of suh a on�guration onthe proportion of node having a replia in their h-viinity in the three onsidered topologies.The urves present the perentage of peers that have found a replia within N h
i , startingfrom a network replia-free. We observed that only a few rounds are required in make therate of unsatis�ed peers to lie within 1%, regardless of the topologie. The hurn is stoppedat round 1000 and we observe that the system onverges quikly to a stable on�gurationin whih all peers are satis�ed.
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Figure 5: Replia reations in reation to load varaiations, under di�erent replia apaities, h=4, in a10,000 node, 2-D unstrutured overlay
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18 Gramoli & Kermarre & Le Merrer & Neveux
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SONDe 197 DisussionSONDe has been designed with simpliity in mind and does not require any spei� overlaystruture. We presented the algorithm in the ontext of a single servie dupliation. Webelieve however that several replias ould be launhed in parallel in order to provide theaess to di�erent servies or data on the same overlay network. In this setion, we disusssome of the open issues related to the deployment of SONDe.Salability Although we presented the results obtained in a 10,000 nodes in the paper, wesaled up the simulation to 100,000 and 1,000,000 peers in the 2-D topology. The numberof reated replias on a non loaded network was respetively 2434 and 24363 (249 repliason a 10,000 peers network for the plotted runs), and show a linear inrease of the numberof replias in the size of the system.Neighborhood exploration In this paper, we did not make any spei� assumptionon the exploring method used to searh a replia in a peer neighborhood during a fun-tion_hek. Several approahes ould be onsidered di�ering by the traditional trade-o�between lateny and overhead. Basi searh tehniques suh as �ooding in unstruturedpeer to peer overlays, are expensive in terms of overhead [12℄, tehniques like ExpandingRing [12℄ or Random Breadth-First-Searh [6℄ with a �xed TTL ould for example be usedto signi�antly improve the overall performane. As an alternative, in order to redue thenumber of messages, replias ould advertise their presene in N h
i , arrying a distane in-formation inreased at eah hop, in order from their neighbors to evaluate if the N nbHops

iondition is satis�ed. Suh a reative heuristi would avoid eah standard peer to periodi-ally perform a neighborhood hek. Obviously the value of h impats on the performaneof the neighborhood exploration.Adaptivity to system harateristis Our experiments showed that SONDe, regardlessof the topology, provides a good resiliene to hurn. The plotted experiment (Figure 9)represents a worst ase senario, as it was driven on a network without peers aessingreplias (without load); the overlay thus ontains a minimal replia number, ompared toa loaded network where replias are added to keep the aurate level of quality of servie.The number of replias reated by the Load reative repliation algorithm thus inreasesthe probability of �nding a replia faing onnetivity losses indued by hurn. Part ofthe future work inludes the study of the omplexity of SONDe to target stringent 100%availability at any time.In the ontext of low diameter overlays, represented in our experiments by the sale freegraph, Figure 9 highlights two points:
• Without the bound on the number of diret neighbors to whih an order of nbHops-hange is forwarded (highest urve), the number of reated replias is more important.No mehanism for resoure saving is triggered in the system, as the oupation rate
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20 Gramoli & Kermarre & Le Merrer & Neveux
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Figure 9: Evolution of the number of replias in the overlay under servie usage variation, on a 10,000peer sale free overlayof the replias stays just above the minimal load threshold of 10%. The system thusreahes a stable state, but with a useless number of replias, that justi�es our heuristi.
• The seond urve has to be ompared to the sale free urve of Figure 6. The minimalload threshold is set to 10%, instead of 30%, thus triggering less replias deletion.This helps the system to reat more smoothly to the load variations, and to dereaseonvergene time.To onlude on parameter setting, the general idea is that the more we look for repliationoptimality, that is minimizing the number of replias while aessing a su�ient level ofquality of servie, the higher the omplexity, and the longer the onvergene to reah suha state.The fat that SONDe does not make any assumption on the underlying topology, beauseonly reating based on a neighborhood observation, it an thus be implemented on anytype of overlay, and adapts graefully to onnetivity and load pattern hanges. However,studying heuristis for spei� network topologies ould be an interesting future researhdiretion.8 ConlusionIn this paper, we have presented the design, analysis and evaluation of the replia plaementalgorithm SONDe for large-sale dynami systems. SONDe provides a h-hops max aessalgorithm, intended to enable a peer to �nd a replia in a maximum of h hops away fromitself. SONDe also implements a load reative algorithm, intended to avoid the repliaINRIA



SONDe 21saturation under servie load variations. SONDe ensures the automati reation and deletionof replias following the load variations in the network. The algorithms ensures that theimpat remains limited to the network area a�eted by the load variation, while preservingthe max searh bound for any peer to a servie provider. Simulations results demonstratethe ability of the algorithms to adapt to variations ourring in the peers environment.To onlude, SONDe is a simple and e�ient system to distribute a set of highly aessedreplias, in a fully self-adaptive fashion regardless of the underlying network infrastruture.Referenes[1℄ R. Albert. Statistial mehanis of omplex networks. PhD thesis, University of NotreDame, Notre Dame, Indiana 46556, 2001.[2℄ Paola Alimonti and Tiziana Calamoneri. Improved approximations of independentdominating set in bounded degree graphs. In Workshop on Graph-Theoreti Coneptsin Computer Siene, pages 2�16, 1996.[3℄ Yan Chen, Randy H. Katz, and John D. Kubiatowiz. Dynami replia plaementfor salable ontent delivery. In Peer-to-Peer Systems: First International Workshop,(IPTPS'02), pages 306�318, Cambridge, MA, USA, Marh 2002.[4℄ Peter Drushel and Antony Rowstron. Past: A large-sale, persistent peer-to-peerstorage utility. In HOTOS '01: Proeedings of the Eighth Workshop on Hot Topis inOperating Systems, page 75, Washington, DC, USA, 2001. IEEE Computer Soiety.[5℄ Mihael R. Garey and David S. Johnson. Computers and Intratability; A Guide to theTheory of NP-Completeness. W. H. Freeman & Co., New York, NY, USA, 1990.[6℄ Flether G.H.L., Sheth H.A., and Borner K. Unstrutured peer-to-peer networks: Topo-logial properties and searh performane, 2004.[7℄ S. Jamin, Cheng Jin, Yixin Jin, D. Raz, Y. Shavitt, and Lixia Zhang. On the plaementof internet instrumentation. In Proeedings of the 19th Annual Joint Conferene of theIEEE Computer and Communiations Soieties (INFOCOM'00), volume 1, pages 295�304. IEEE, 2000.[8℄ H. Jamjoom, S. Jamin, and K. Shin. Self-organizing network servies, 1999.[9℄ Lujun Jia, Rajmohan Rajaraman, and Torsten Suel. An e�ient distributed algorithmfor onstruting small dominating sets. Distrib. Comput., 15(4):193�205, 2002.[10℄ Xiaohua Jia, Deying Li, Xiaodong Hu, and DingZhu Du. Optimal plaement of webproxies for repliated web servers in the internet. The Computer Journal, 44(5):329�339,2001.
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SONDe 23Algorithm 1 SONDe algorithm at node i1: Prerequisite Funtions:2: setNbHops(k)i noti�es its neighbors at nbHops and sets3: the ommuniation range of node i, nbHops, to k.4: overloaded()i, underloaded()i, and provider()i return true if5: the node i is overloaded, underloaded, or its status is provider ,6: respetively, false otherwise.7: findProvider(nbHops)i returns true if there is a node in8: Ni
nbHops , false otherwise.9: findOlderProvider(nbHops)i returns true if there is an older node10: in Ni

nbHops, false otherwise.11: becomeRegular()i sets the status of node i to a non-provider.12: becomeProvider()i sets the status of node i to provider .13: getNbrAvg()i returns the average of the nbHops values of the peer's neighbors14: Initial State:15: h,nbHops ← 416: overloadedRounds ,underloadedRounds , unchangedRounds ← 017: overloadedThreshold ← 0.718: underloadedThreshold ← 0.319: maxOverloadedThreshold ← 120: maxUnderloadedThreshold ← 221: unchangedThreshold ← 522: Algorithm:23: if ¬replica() then24: if ¬findProvider(nbHops) then25: becomeProvider()26: else27: unchangedRounds ← unchangedRounds + 128: if unchangedRounds > unchangedThreshold then29: nbHops ← getNbrAvg()30: else31: if findOlderProvider(nbHops) then32: becomeRegular()33: else34: if overloaded() then35: overloadedRounds ← overloadedRounds + 136: underloadedRounds ← 037: else if underloaded() then38: underloadedRounds ← underloadedRounds + 139: overloadedRounds ← 040: else41: overloadedRounds ← 0 // normal state42: underloadedRounds ← 043: if overloadedRounds > maxOverloadedRounds then44: setNbHops(nbHops − 1)45: overloadedRounds ← 046: else if underloadedRounds > maxUnderloadedRounds then47: setNbHops(nbHops + 1)48: underloadedRounds ← 0
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