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Abstra
t: We present algorithmi
, 
omplexity and implementation results 
on
erning real rootisolation of integer univariate polynomials using the 
ontinued fra
tion expansion of real algebrai
numbers. One motivation is to explain the method's good performan
e in pra
ti
e. We improvethe previously known bound by a fa
tor of dτ , where d is the polynomial degree and τ boundsthe 
oe�
ient bit size, thus mat
hing the 
urrent re
ord 
omplexity for real root isolation byexa
t methods (Sturm, Des
artes and Bernstein subdivision). Namely our 
omplexity bound is
ÕB(d4τ2) using a standard bound on the expe
ted bit size of the integers in the 
ontinued fra
tionexpansion. Moreover, using a homotheti
 transformation we improve the expe
ted 
omplexitybound to ÕB(d3τ) under the assumption that d = O(τ). We 
ompute the multipli
ities within thesame 
omplexity and extend the algorithm to non square-free polynomials. Finally, we presentan e�
ient open-sour
e C++ implementation in the algebrai
 library synaps, and illustrate its
ompleteness and e�
ien
y as 
ompared to other available software. For this we use polynomialswith 
oe�
ient bit size up to 8000 bits and degree up to 1000.Key-words: 
ontinued fra
tions, real root isolation, Des
artes' rule of sign, bit 
omplexity,separation bound
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Continued fra
tions 31 Introdu
tionIn this paper we deal with real root isolation of univariate integer polynomials, a fundamentalproblem in 
omputer algebra as well as in many appli
ations ranging from 
omputational geometryto quanti�er elimination. The problem 
onsists in 
omputing intervals with rational endpointswhi
h 
ontain exa
tly one real root of the polynomial and have su
h an interval for every realroot. We use the 
ontinued fra
tion expansion of real algebrai
 numbers. Re
all that su
h anumber is a real root of an integer polynomial.A major motivation is to explain the method's good performan
e in implementations, despitethe higher 
omplexity bounds whi
h were known until now. Indeed, we show that 
ontinuedfra
tions lead to asymptoti
 bit 
omplexity bounds that mat
h those re
ently proven for otherexa
t methods, su
h as Sturm, Des
artes and Bernstein subdivision algorithms. Using resultsfrom the metri
 theory of 
ontinued fra
tions we prove that the algorithm a
hieves an expe
ted
omplexity of ÕB(d4τ2), where d is the polynomial degree and τ bounds the 
oe�
ient bit size,thus we improve the previous known bound by a fa
tor of dτ . Moreover, under the hypothesisthat d = O(τ), we present a variant of the algorithm with 
omplexity ÕB(d3τ).1.1 NotationIn what follows OB means bit 
omplexity and the ÕB-notation means that we are ignoring loga-rithmi
 fa
tors. For a polynomial A =
∑d

i=1 aiX
i ∈ Z[X ], deg (A) denotes its degree. We 
onsidersquare-free polynomials ex
ept if expli
itly stated otherwise. By L (A) we denote an upper boundon the bit size of the 
oe�
ients of A (in
luding a bit for the sign). For a ∈ Q, L (a) ≥ 1 is themaximum bit size of the numerator and the denominator. Let M (τ) denote the bit 
omplexityof multiplying two integers of bit size at most τ . Using FFT, M (τ) = OB(τ lgc τ) for a suitable
onstant c. V ar(A) denotes the number of sign variations in the 
oe�
ient list of A ignoring zeroterms and ∆ the separation bound of A, that is the smallest distan
e between two (
omplex) rootsof A.1.2 Previous work and our resultsReal root isolation of univariate integer polynomials is a well known problem and various algo-rithms exist for it. Moreover, there is a huge bibliography on the problem so we have to mentionthat we only s
rat
h the surfa
e of the existing literature and we en
ourage the reader to refer tothe referen
es.Most exa
t subdivision based algorithms for real root isolation are based either on Des
artes'rule of sign (Th. 1) or on Sturm sequen
es. Roughly speaking, the idea behind both approa
hesis to subdivide a given interval that initially 
ontains all the real roots until it is 
erti�ed thatnone or one real root is 
ontained in the tested interval. Des
artes' approa
h a
hieves this byrepeatedly transforming the original polynomial and 
ounting the sign variations in the 
oe�
ients'list, while Sturm's approa
h 
omputes a signed polynomial remainder sequen
e and evaluates itover the endpoints of the interval of interest. Quite re
ently it was proven (
.f [18, 19, 21℄ andreferen
es therein) that both approa
hes, the one based on Des
artes' rule of sign (where thepolynomials are represented either in the monomial or in the Bernstein basis) and the one basedon Sturm sequen
es, a
hieve the same bit 
omplexity bound, namely ÕB(d4τ2) or ÕB(N6), where

N = max {d, τ}. Moreover, using Sturm(-Habi
ht) sequen
es in a pre-pro
essing and a post-pro
essing step [21℄ the bound holds for the non square-free 
ase and the multipli
ities of the roots
an also be 
omputed. If the degree of the polynomial is ≤ 4 then real solving 
an be performedin O(1) or ÕB(τ) [20℄.The 
ontinued fra
tion algorithm (from now on 
alled CF) di�ers from the subdivision basedalgorithms in that instead of bise
ting a given initial interval it 
omputes the 
ontinued fra
tionexpansion for ea
h real root of the polynomial. The �rst formulation of the algorithm is due toVin
ent [47℄, see also [1, 6℄ for histori
al referen
es. It was based on his theorem (Th. 4 withoutthe terminating 
ondition) where it was stated that repeated transformations of the polynomial
RR n° 0123456789



4 Tsigaridas & Emiriswill eventually yield a polynomial with zero (or one) sign variation, thus Des
artes' rule (Th. 1and Rem. 2) implies that the transformed polynomial has zero (resp. one) real root in (0,∞). Ifone sign variation is attained then the inverse transformation 
an be applied in order to 
omputean isolating interval for the real root that 
orresponds to the original polynomial. Moreover,the integers, ci's, used in the transformations 
orrespond to the partial quotients of the 
ontinuedfra
tion expansion of the real root. However, Vin
ent's algorithm is exponential [15℄. He 
omputedthe ci's in the transformation of Th. 4 by repeated shift operations of the form X 7→ X + 1, thusif one of the ci's (or even the sum of all) is of magnitude, say, 2τ then an exponential number ofsteps must be performed.Uspensky [44℄ extended Vin
ent's theorem by 
omputing an upper bound on the number oftransformations so as to isolate the real roots, but failed to deal with its exponential behavior. Seealso [13, 39℄ where the problem of approximating a real algebrai
 number is also 
onsidered. UsingVin
ent's theorem, Collins and Akritas [15℄ derived a polynomial subdivision-based algorithmusing Des
artes' rule of sign.Akritas [2, 5℄ dealt with the exponential behavior of the CF algorithm, by 
omputing the ci'sin the transformations as positive lower bounds of the positive real roots, via Cau
hy's bound (fordetails, see se
. 3). He a
hieved a 
omplexity of ÕB(d5τ3) or ÕB(N8), without using fast Taylorshifts [48℄. However, it is not 
lear how this approa
h a

ounts for the in
reased 
oe�
ient sizein the transformed polynomial after applying a map of the form X 7→ b + X . Another issue isto bound the size of the ci. Refer to Eq. (1) whi
h indi
ates that the magnitude of the partialquotients is unbounded. CF is the standard real root isolation fun
tion in Mathemati
a [4℄ andfor some experiments against subdivision-based algorithms, also in Mathemati
a, the readermay refer to [3℄.Another 
lass of univariate solvers are numeri
al solvers, e.g [36, 37, 41℄, that 
ompute anapproximation of all the roots (real and 
omplex) of a polynomial up to a desired a

ura
y. The
omplexity of these algorithms is ÕB(d3 τ).The 
ontributions of this paper are the following: First, we improve the bound of the numberof steps (transformations) that the CF algorithm performs. The proof of this is a
hieved throughTh. 6. Se
ond, we bound the bit size of the partial quotients and thus the growth of the transformedpolynomials whi
h appear during the algorithm. For this we use the hypothesis of the 
ontinuedfra
tion expansion of real numbers and a standard average 
ase analysis. We revisit the proof of[2, 5℄ so as to improve the overall bit 
omplexity bound of the algorithm to ÕB(N6), thus mat
hingthe 
urrent re
ord 
omplexity for exa
t real root isolation. From a theoreti
al perspe
tive, wepresent a variant of the CF algorithm whi
h, under the hypothesis that d = O(τ), has expe
ted
omplexity ÕB(N4), thus mat
hing the 
omplexity of the numeri
al algorithms. The extension tothe non square-free 
ase uses the te
hniques from [21℄. Finally, we present our e�
ient open-sour
eC++ implementation of the ÕB(N6) algorithm and illustrate it on various data sets, in
ludingpolynomials of degree up to 1000 and 
oe�
ients of 8000 bits. Our software seems 
omparable to,and some times faster than the root isolation implementations that we tested, in
luding rs1, whi
hseems to be one of the fastest available software for exa
t real root isolation. We also tested anumeri
 solver, namely aberth [9, 10℄, whi
h is very e�
ient in pra
ti
e but needs spe
ial tuningin order to produ
e the 
orre
t number of real roots. We believe that our software 
ontributestowards redu
ing the gap between rational and numeri
 
omputation, the latter being usuallyper
eived as faster.Part of this work appeared in [43℄.The rest of the paper is stru
tured as follows. The next se
tion sket
hes the theory behind
ontinued fra
tions. Se
. 3 presents the CF algorithm and Se
. 4 its analysis. We 
on
lude withexperiments using our implementation, along with 
omparisons against other available softwarefor univariate equation solving.1http://fgbrs.lip6.fr/salsa/Software/
INRIA



Continued fra
tions 52 Continued fra
tionsWe present a short introdu
tion to 
ontinued fra
tions, following [45℄ whi
h, although is far from
omplete, su�
es for our purposes. The reader may refer to e.g [5, 11, 45, 50℄. In general a simple(regular) 
ontinued fra
tion is a (possibly in�nite) expression of the form
c0 +

1

c1 +
1

c2 + . . .

= [c0, c1, c2, . . . ],where the numbers ci are 
alled partial quotients, ci ∈ Z and ci ≥ 1 for i > 0. Noti
e that c0 mayhave any sign, however in our real root isolation algorithm c0 ≥ 0, without loss of generality. By
onsidering the re
urrent relations
P−1 = 1, P0 = c0, Pn+1 = cn+1 Pn + Pn−1,
Q−1 = 0, Q0 = 1, Qn+1 = cn+1 Qn + Qn−1,it 
an be shown by indu
tion that Rn = Pn

Qn
= [c0, c1, . . . , cn], for n = 0, 1, 2, . . . and moreoverthat

Pn Qn+1 − Pn+1 Qn = (−1)n+1,
Pn Qn+2 − Pn+2 Qn = (−1)n+1cn+2.If γ = [c0, c1, . . . ] then γ = c0 + 1

Q0Q1
− 1

Q1Q2
+ · · · = c0 +

∑∞
n=1

(−1)n−1

Qn−1Qn
and sin
e thisis a series of de
reasing alternating terms it 
onverges to some real number γ. A �nite se
tion

Rn = Pn

Qn
= [c0, c1, . . . , cn] is 
alled the n−th 
onvergent (or approximant) of γ and the tails

γn+1 = [cn+1, cn+2, . . . ] are known as its 
omplete quotients. That is γ = [c0, c1, . . . , cn, γn+1] for
n = 0, 1, 2, . . . . There is a one to one 
orresponden
e between the real numbers and the 
ontinuedfra
tions, where evidently the �nite 
ontinued fra
tions 
orrespond to rational numbers.It is known that Qn ≥ Fn+1 and that Fn+1 < φn < Fn+2, where Fn is the n−th Fibona

i num-ber and φ = 1+

√
5

2 is the golden ratio. Continued fra
tions are the best (for a given denominatorsize), approximation. This is as follows:
1

Qn(Qn+1 + Qn)
≤

∣∣∣∣γ −
Pn

Qn

∣∣∣∣ ≤
1

QnQn+1
< φ−2n+1.Let γ = [c0, c1, . . . ] be the 
ontinued fra
tion expansion of a real number. The Gauss-Kuzmindistribution [11, 38℄ states that for almost all real numbers γ (meaning that the set of ex
eptionshas Lebesgue measure zero) the probability for a positive integer δ to appear as an element ci inthe 
ontinued fra
tion expansion of γ is

Prob[ci = δ] = lg
(δ + 1)2

δ(δ + 2)
, for any �xed i > 0. (1)The Gauss-Kuzmin law indu
es that we 
an not bound the mean value of the partial quotients orin other words that the expe
ted value (arithmeti
 mean) of the partial quotients is diverging, i.e

E[ci] =

∞∑

δ=1

δ Prob[ci = δ] =∞, for i > 0.Surprisingly enough the geometri
 (and the harmoni
) mean is not only asymptoti
ally bounded,but is bounded by a 
onstant, for almost all γ ∈ R. For the geometri
 mean this is the famousKhint
hine's 
onstant [27℄, i.e.
lim

n→∞
n

√√√√
n∏

i=1

ci = K = 2.685452001...

RR n° 0123456789



6 Tsigaridas & EmirisAlgorithm 1: CF(A, M)Input: A ∈ Z[X ], M(X) = kX+l
mX+n , k, l, m, n ∈ ZOutput: A list of isolating intervalsif A(0) = 0 then1 OUTPUT Interval( M(0), M(0)) ;2

A← A(X)/X ;3 CF(A, M);4
V ← Var(A);5 if V = 0 then return ;6 if V = 1 then7 OUTPUT Interval( M(0), M(∞));8 return ;9
b← PLB(A) // PLB ≡ PositiveLowerBound ;10 if b > 1 then A← A(b + X), M ←M(b + X) ;11
A1 ← A(1 + X), M1 ←M(1 + X) ;12 CF(A1, M1) // Looking for real roots in (1, +∞);13
A2 ← A( 1

1+X ), M2 ←M( 1
1+X ) ;14 CF(A2, M2) // Looking for real roots in (0, 1) ;15 return ;16whi
h is not known if it is an irrational number, let alone trans
endental. The reader may referto [7℄ for a 
omprehensive treatment of Khint
hine's means. The expe
ted value of the bit size ofthe partial quotients is a 
onstant for almost all real numbers, when n → ∞ or n su�
iently big[27, 38℄. Following 
losely [38℄, we have:

E[ln ci] =
1

n

n∑

i=1

ln ci = lnK = 0.98785..., as n→∞, ∀ i > 0.Let L (ci) , bi, then
E[bi] = O(1). (2)A real number has an (eventually) periodi
 
ontinued fra
tion expansion if and only if it is aroot of an irredu
ible quadrati
 polynomial. The set of real algebrai
 numbers is 
ountable and hasLebesgue measure zero, thus there is 
han
e that Gauss-Kuzmin distribution and Khint
hine's lawdo not hold for it. However, �There is no reason to believe that the 
ontinued fra
tion expansions ofnon-quadrati
 algebrai
 irrationals generally do anything other than faithfully follow Khint
hine'slaw�[12℄. Moreover, various experimental results [11, 38, 39℄ support the 
onje
ture. It is a majoropen problem to �nd an irredu
ible integer polynomial su
h that the 
ontinued fra
tion expansionsof its real roots do not follow the 
onje
ture or to prove the 
onje
ture.For the largest digit that 
an appear in the partial quotients of a rational number the readermay refer to [24℄.For our analysis we rely on the 
onje
ture that Gauss-Kuzmin's distribution and Khint
hine'slaw hold for the set of real algebrai
 numbers. If it 
an proven that the partial quotients of the 
on-tinued fra
tion expansion of real algebrai
 numbers are bounded this will lead to an improvementof our 
omplexity bounds.3 The CF algorithmTheorem 1 (Des
artes' rule of sign) The number R of real roots of A(X) in (0,∞) is boundedby V ar(A) and we have R ≡ V ar(A) mod 2. INRIA



Continued fra
tions 7Remark 2 In general Des
artes' rule of sign obtains an overestimation of the number of thepositive real roots. However, if we know that A is hyperboli
, i.e has only real roots or when thenumber of sign variations is 0 or 1 then it 
ounts exa
tly.The proof of Th. 1 follows from the following theorem whi
h is due to Budan:Theorem 3 (Budan) [5, 32℄ Let a polynomial A, su
h that deg(A) = d and let a < b, where
a, b ∈ R. Let Aa, resp. Ab, be the polynomial produ
ed after we apply the map X 7→ X + a, resp.
X 7→ X + b, to A. Then the following hold:1. V ar(Aa) ≥ V ar(Ab),2. #{γ ∈ (a, b)|A(γ) = 0} ≤ V ar(Aa)− V ar(Ab), and3. #{γ ∈ (a, b)|A(γ) = 0} ≡ V ar(Aa)− V ar(Ab) mod 2.The CF algorithm depends on the following theorem, whi
h dates ba
k to Vin
ent's theorem in1836 [47℄. The inverse of Th. 4 
an be found in [5, 16, 32℄. It is a very interesting question whetherthe one and two 
ir
le theorems (
.f [31℄ and referen
es therein), employed in the analysis of theDes
artes/Bernstein algorithm [15℄, 
an also be applied and possibly improve the 
omplexity ofthe CF algorithm. The version of the theorem that we present is due to Alesina and Galuzzi [6℄and improves the 
onditions of all the previous versions [1, 2, 5, 44℄.Theorem 4 [6℄ Let A ∈ Z[X ] be square-free and let ∆ > 0 be the separation bound. Let n be thesmallest index su
h that

Fn−1 Fn ∆ >
2√
3
,where Fn is the n-th Fibonna
i number. Then the map X 7→ [c0, c1, . . . , cn, X ], where c0, c1, . . . , cnis an arbitrary sequen
e of positive integers, transforms A(X) to An(X), whose list of 
oe�
ientshas no more than one sign variation.Noti
e that in the previous theorem the 
onditions do not depend on the degree of the poly-nomial. Moreover, a similar theorem holds for non square-free polynomials but we will not use itfor the analysis of the CF algorithm. The extension of Vin
ent's theorem to the non square-free
ase is due to Wang [49℄, see also [14℄ and for an improved version and histori
al referen
es see [6℄.Theorem 5 [6, 49℄ Let A ∈ Z[X ], not ne
essarily square-free, with deg(A) = d and let ∆ > 0 bethe separation bound. Let k be the smallest index su
h that F 2

k−1∆ > 1, m be the smallest integersu
h that m > 1
2 logφ d and n = k + m.Then the map X 7→ [c0, c1, . . . , cn, X ], where c0, c1, . . . , cn is an arbitrary sequen
e of positiveintegers, transforms A(X) to An(X), that has V ar(An) ≥ 0 sign variations. If V ar(An) > 0 then

An has a unique positive real root of multipli
ity V ar(An).The previous extension of Vin
ent's theorem implies that Des
artes' rule of sign 
an be used toisolate the real roots of non square-free polynomials and to 
ompute their multipli
ities, 
ontraryto what it is believed up to now. Moreover, Th. 5 implies that Des
artes' rule of sign 
an be usedfor polynomials with multipro
essing �oating point and/or interval 
oe�
ients. We plan to reporton the 
onsequen
es of Th. 5 in a future work. Of 
ourse the obsta
le to all the previous remarksis that we have to perform iterations up to the theoreti
al separation bound, whi
h is a very badoverestimation of the a
tual one.In our analysis we will assume that the input polynomial is square-free, ex
ept if expli
itlystated otherwise, sin
e we 
ompute the multipli
ities of the real roots di�erently. Thus we willrely on Th. 4 to isolate the positive real roots of a square-free polynomial A. In order to isolatethe negative roots we perform the transformation X 7→ −X , so in what follows we will 
onsideronly the positive real roots of A.Vin
ent's variant of the CF algorithm goes as follows: A polynomial A is transformed to A1 bythe transformation X 7→ 1+X and if V ar(A1) = 0 or V ar(A1) = 1 then A has 0, resp. 1, real rootRR n° 0123456789



8 Tsigaridas & Emirisgreater than 1 (Th. 1). If V ar(A1) < V ar(A) then (possibly) there are real roots of A in (0, 1),due to Budan's theorem (Th. 3). A2 is produ
ed by applying the transformation X 7→ 1/(1 + X)to A. If V ar(A2) = 0 or V ar(A2) = 1 then A has 0, resp. 1, real root less than 1 (Th. 1).Uspensky's [44℄ variant of the algorithm (see also [39℄) at every step produ
es both polynomials
A1 and A2 probably, as Akritas states [1℄, be
ause he was unaware of Budan's theorem. In bothvariants, if the transformed polynomial has more than one sign variations, we repeat the pro
ess.We may 
onsider the pro
ess of the algorithm as an in�nite binary tree in whi
h the root
orresponds to the original polynomial A. The bran
h from a node to a right 
hild 
orrespondsto the map X 7→ X + 1, while to the left 
hild to the map X 7→ 1

1+X . Noti
e that a sequen
e of
c transformations X 7→ 1 + X followed by one of the type X 7→ 1/(1 + X) is equivalent to twotransformations, one of the type X 7→ c+1/X followed by X 7→ 1+X . Thus Vin
ent's algorithm(and Uspensky's) results to a sequen
e of transformations like the one des
ribed in Th. 4, andso the leaves of the binary tree that we 
onsidered hold (transformed) polynomials that have nomore than one sign variations, if Th. 4 holds. Akritas [2, 5℄ repla
ed a series of X 7→ X + 1transformations by X 7→ X + b, where b is the positive lower bound (PLB) on the positive roots ofthe tested polynomial. This was 
omputed by Cau
hy's bound [5, 32, 50℄. This way, the numberof steps is polynomial and the 
omplexity is in ÕB(d5τ3). However, it is not 
lear whether or howthe analysis takes into a

ount that the 
oe�
ient bit size in
reases after a shift. Another issue isto bound the size of the b's.For these polynomials that have one sign variation we still have to �nd the interval where thereal root of the initial polynomial A lies. Consider a polynomial An that 
orresponds to a leaf ofthe binary tree that has one sign variation. Noti
e that An is produ
ed after a transformationas in Th. 4, using positive integers c0, c1, . . . , cn. This transformation 
an be written in a more
ompa
t form using the 
onvergents

M : X 7→ PnX + Pn−1

QnX + Qn−1
, (3)where Pn−1

Qn−1
and Pn

Qn
are 
onse
utive 
onvergents of the 
ontinued fra
tion [c0, c1, . . . , cn]. Noti
ethat (3) is a Möbius transformation, see [5, 50℄ for more details. Sin
e An has one sign variationit has one and only one real root in (0,∞), so in order to obtain the isolating interval for the
orresponding real root of A we evaluate the right part of Eq. (3) on
e over 0 and on
e over ∞.The (unordered) endpoints of the isolating interval are Pn−1

Qn−1
and Pn

Qn
.The pseudo-
ode of the CF algorithm is presented in Alg. 1. Noti
e that the Interval fun
tionorders the endpoints of the 
omputed isolating interval and that PLB(A) 
omputes a lower boundon the positive roots of A. The initial input of the algorithm is a polynomial A(X) and thetrivial transformation M(X) = X . We need the fun
tional M in order to keep tra
k of thetransformations that we perform so that to derive the isolating intervals. Noti
e that Line 15 isto be exe
uted only when V ar(A1) < V ar(A2), but in order to simplify the analysis we omit this,sin
e it only doubles the 
omplexity.4 The 
omplexity of the CF algorithmThe 
omplexity of the CF algorithm depends on the number of transformations and the 
ost ofea
h. However, spe
ial 
are should be taken sin
e after ea
h transformation the bit size of thepolynomial 
oe�
ients in
reases.Let disc(A) be the dis
riminant and lead (A) the leading 
oe�
ient of A. Mahler's measureof a polynomial A isM(A) = | lead (A) |

∏d
i=1 max {1, |γi|}, where γi are all the (
omplex) rootsof A [8, 32, 33, 50℄. MoreoverM(A) ≤ 2τ

√
d + 1. We prove the following theorem, whi
h is basedon a theorem by Mignotte [32℄, thus extending [17, 19℄.Theorem 6 Let A ∈ Z[X ], with deg(A) = d and L (A) = τ . Let Ω be any set of k 
ouples ofindi
es (i, j) su
h that 1 ≤ i < j ≤ d and let the non-zero (
omplex) roots of A be 0 < |γ1| ≤

INRIA



Continued fra
tions 9
|γ2| ≤ · · · ≤ |γd|. Then

2kM(A)k ≥
∏

(i,j)∈Ω

|γi − γj | ≥ 2k− d(d−1)
2 M(A)

1−d−k
√
disc(A)Proof. Consider the multiset Ω = {j|(i, j) ∈ Ω}, where |Ω| = k. We use the inequality

∀ a, b ∈ C |a− b| ≤ 2 max{|a|, |b|}, (4)and the fa
t [32, 33℄ that for any root of A, 1
M(A) ≤ |γi| ≤ M(A). In order to prove the leftinequality ∏

(i,j)∈Ω

|γi − γj | ≤ 2k
∏

j∈Ω

|γj | ≤ 2k max
j∈Ω
|γj |k ≤ 2kM(A)k.Re
all [32, 50℄ that disc(A) = lead (A)2d−2 ∏

i<j (γi − γj)
2. For the right inequality we 
onsiderthe absolute value of the dis
riminant of A, i.e

| disc(A)| = | lead (A) |2d−2
∏

i<j |γi − γj |2
= | lead (A) |2d−2

∏
(i,j)∈Ω |γi − γj |2

∏
(i,j)/∈Ω |γi − γj |2 ⇔√

| disc(A)| = | lead (A) |d−1
∏

(i,j)∈Ω |γi − γj |
∏

(i,j)/∈Ω |γi − γj |We 
onsider the produ
t ∏
(i,j)/∈Ω |γi − γj | and we apply d(d−1)

2 − k times inequality (4), thus
∏

(i,j)/∈Ω |γi − γj | ≤ 2
d(d−1)

2 −k |γ1|0|γ2|1 · · · |γd|d−1 (
∏

j∈Ω |γj |)−1

≤ 2
d(d−1)

2 −kM(A)d−1| lead (A) |1−dM(A)k
(5)where we used the inequality |γ1|0|γ2|1 · · · |γd|d−1 ≤ |M(A)/ lead (A) |d−1, and the fa
t [32℄ that,sin
e ∀i, |γi| ≥ M(A)−1, we have ∏

j∈Ω |γj | ≥ |γ1|k ≥M(A)−k. Thus we 
on
lude that
∏

(i,j)∈Ω

|γi − γj | ≥ 2k− d(d−1)
2 M(A)1−d−k

√
| disc(A)|.

2A similar theorem but with more stri
t hypotheses on the roots �rst appeared in [17℄, see also[26℄, and the 
onditions were generalized in [19℄; namely in order for the bound [17, 19℄ to holdthe sets of indi
es i and j should be rearranged su
h that they form an a
y
li
 graph where ea
hnode has out-degree at most one. The bound of Th. 6 has a fa
tor 2d2 instead of dd in [17, 19, 26℄,whi
h plays no role when d = O(τ) or when the notation with N is used. Moreover, we loosenthe hypotheses of the theorem and thus all the proofs 
on
erning the number of steps of thesubdivision-based solvers [19, 21℄ are dramati
ally simpli�ed. Possibly a more involved proof ofTh. 6 may eliminate this fa
tor using [34℄.Remark 7 There are two simple, however 
ru
ial, observations about Th. 4. When the trans-formed polynomial has one sign variation, then the interval with endpoints Pn−1

Qn−1
= [c0, c1, . . . , cn−1]and Pn

Qn
= [c0, c1, . . . , cn] (possibly unordered) isolates a positive real root of A, say γi. Then, inorder for Th. 4 to hold, it su�
es to 
onsider, instead of ∆, the quantity |γi − γci

|, where γci
isthe (
omplex) root of A 
losest to γi. When the transformed polynomial has no sign variation and

[c0, c1, . . . , cn] is the 
ontinued fra
tion expansion of the (positive) real part of a 
omplex root of
A, say γi, then again it su�
es to repla
e ∆ by |γi − γci

|.Theorem 8 The CF algorithm performs at most O(d2 + dτ) transformation steps.Proof. Let 0 < |γ1| ≤ |γ2| ≤ · · · ≤ |γk|, k ≤ d be the (
omplex) roots of A with positive real partand let γci
denote the root of A that is 
losest to γi.RR n° 0123456789



10 Tsigaridas & EmirisWe 
onsider the binary tree T generated during the exe
ution of the CF algorithm. Thenumber of steps of the CF algorithm 
orresponds to the number of nodes in T , whi
h we denoteby #(T ). We use some arguments and the notation from [19℄ in order to prune the tree.With ea
h node v of T we asso
iate a Möbius transformation Mv : X 7→ kX+l
mX+n , a polynomial

Av and impli
itly an interval Iv whose unordered endpoints 
an be found if we evaluate Mv on 0and on ∞. Re
all that Av is produ
ed after Mv is applied to A. The root of T is asso
iated with
A, M(X) = X (i.e k = n = 1, l = m = 0) and impli
itly with the interval (0,∞).Let a leaf u of T be of type-i if its interval Iu 
ontains i ≥ 0 real roots. Sin
e the algorithmterminates the leaves are of type-0 or type-1. We will prune 
ertain leaves of T so as to obtaina 
ertain sub-tree T ′ where it is easy to 
ount the number of nodes. We remove every leaf thathas a sibling that is not a leaf. Now we 
onsider the leaves that have a sibling that is also a leaf.If both leaves are of type-1, we arbitrary prune one of them. If one of them is of type-1 then weprune the other. If both leaves are of type-0, this means that the polynomial on the parent nodehas at least two sign variations and thus that we are trying to isolate the (positive) real part ofsome 
omplex root. We keep the leaf that 
ontains the (positive) real part of this root. And so
#(T ) < 2 #(T ′).Now we 
onsider the leaves of T ′. All are of type-0 or type-1. In both 
ases they hold thepositive real part of a root of A, the asso
iated interval is |Iv| ≥ |γi−γci

| (Rem. 7) and the numberof nodes from a leaf to the root is ni, whi
h is su
h that the hypothesis of Th. 4 is satis�ed. Sin
e
ni is the smallest index su
h that the hypothesis of Th. 4 holds, if we redu
e ni by one then theinequality does not hold. Thus

Fni−2 Fni−1 |γi − γci
| ≤ 2√

3
⇒ φ2ni−5 |γi − γci

| < 2√
3
⇒ ni < 2− 1

2
lg |γi − γci

|.We sum over all ni to bound the nodes of T ′, thus
#(T ′) ≤

k∑

i=1

ni ≤ 2k − 1

2

k∑

i=1

lg |γi − γci
| ≤ 2k − 1

2
lg

k∏

i=1

|γi − γci
|. (6)In order to apply Th. 6 we should rearrange ∏k

i=1 |γi − γci
| so that the requirements on theindi
es of roots are ful�lled. This 
an not be a
hieved when symmetri
 produ
ts o

ur and thus theworst 
ase is when the produ
t 
onsists only of symmetri
 produ
ts i.e ∏k/2

i=1 |(γj − γcj
)(γcj

− γj)|.Thus we 
onsider the square of the inequality of Th. 6 taking k
2 instead of k and disc(A) ≥ 1(sin
e A is square-free), thus

∏k
i=1 |γi − γci

| ≥
(
2

k
2−

d(d−1)
2 M(A)1−d− k

2

)2

− lg
∏k

i=1 |γi − γci
| ≤ d2 − d− k + (2d + k − 2) lgM(A)

(7)Eq. (6) be
omes #(T ′) < 2k + d2 − d − k + (2d + k − 2) lgM(A). However, for Mahler'smeasure it is known that M(A) ≤ 2τ
√

d + 1 ⇒ lgM(A) ≤ τ + lg d, for d ≥ 2, thus #(T ′) ≤
2k + d2 − d − k + (2d + k − 2)(τ + lg d). Sin
e #(T ) < 2 #(T ′) and k ≤ d, we 
on
lude that
#(T ) = O(d2 + d τ + d lg d). 24.1 Real root isolationTo 
omplete the analysis of the CF algorithm we have to 
ompute the 
ost of every step that thealgorithm performs. In the worst 
ase every step 
onsists of a 
omputation of a positive lowerbound b (Line 10) and three transformations, X 7→ b + X , X 7→ 1 + X and X 7→ 1

1+X (Lines11, 12 and 14 in Alg. 1). Re
all, that inversion 
an be performed in O(d). Thus the 
omplexityis dominated by the 
ost of the shift operation (Line 11 in Alg. 1) if a small number of 
alls toPLB is needed in order to 
ompute a partial quotient. We will justify this in Se
. 4.2. In order to
ompute this 
ost a bound on L (ck) , bk, 0 ≤ k ≤ mi is needed, see Eq. (2).For the analysis of the CF algorithm we will need the following: INRIA



Continued fra
tions 11Theorem 9 (Fast Taylor shift) [48℄ Let A ∈ Z[X ], with deg(A) = d and L (A) = τ and let a ∈
Z, su
h that L (a) = σ. Then the 
ost of 
omputing B = A(a+X) ∈ Z[X ] is OB(M

(
d2 lg d + d2σ + dτ

)
).Moreover L (B) = O(τ + dσ).Initially A has degree d and bit size τ . Evidently the degree does not 
hange after a shiftoperation. Ea
h shift operation by a number of bit size bh in
reases the bit size of the polynomialby an additive fa
tor d bh, in the worst 
ase (Th. 9). At the h−th step of the algorithm thepolynomial has bit size O(τ + d

∑h
i=1 bi) and we perform a shift operation by a number of bitsize bh+1. Th. 9 states that this 
an be done in OB

(
M

(
d2 lg d + d2bh+1 + d(τ + d

∑h
i=1 bi)

)) or
OB

(
M

(
d2 lg d + dτ + d2

∑h+1
i=1 bi

)).Now we have to bound ∑h+1
i=1 bi. For this we use Eq. (2), whi
h bounds E[bi]. By linearityof expe
tation it follows that E[

∑h+1
i=1 bi] = O(h) Sin
e h ≤ #(T ) = O(d2 + dτ) (Th. 8), the(expe
ted) worst 
ase 
ost of step h is OB(M

(
d2 lg d + dτ + d2(d2 + dτ)

)
) or ÕB(d2(d2 + dτ)).Finally, multiplying by the number of steps, #(T ), we 
on
lude that the overall 
omplexity is

ÕB(d6 + d5τ + d4τ2), or ÕB(d4τ2) if d = O(τ), or ÕB(N6), where N = max {d, τ}.Now let us isolate, and 
ompute the multipli
ities, of the real roots of Ain ∈ Z[X ], whi
h is notne
essarily square-free, with deg(Ain) = d and L (Ain) = τ . We use the te
hnique from [21℄ and
ompute the square-free part A of Ain using Sturm-Habi
ht sequen
es in ÕB(d2τ). The bit sizeof A is L (A) = O(d+ τ). Using the CF algorithm we isolate the positive real roots of A and then,by applying the map X 7→ −X , we isolate the negative real roots. Finally, using the square-freefa
torization of Ain, whi
h 
an be 
omputed in ÕB(d3τ), it is possible to �nd the multipli
ities in
ÕB(d3τ).The previous dis
ussion leads to the following theorem.Theorem 10 Let A ∈ Z[X ] (not ne
essarily square-free) su
h that deg(A) = d > 2 and L (A) = τ .We 
an isolate the real roots of A and 
ompute their multipli
ities in expe
ted time ÕB(d6 +d4τ2),or ÕB(N6), where N = max {d, τ}.The same 
omplexity bound 
an be a
hieved for non square-free polynomials if instead ofusing Sturm-Habi
ht sequen
es in order to 
ompute to the square-free part of the polynomial and
ompute the multipli
ities, we rely on Th. 5.4.2 Rational roots and PLB (Positive Lower Bound) realizationThis se
tion studies a way to 
ompute a lower bound on the positive roots and presents its e�
ien
yand a

ura
y. It seems that this is the standard approa
h in CF algorithms, though it is seldom,if at all, dis
ussed.There are two issues that we have to dis
uss further.The �rst one 
on
erns the rational numbers. If the polynomial A has (only) rational realroots then their 
ontinued fra
tion expansion neither follows the Gauss-Kuzmin distribution norKhint
hine's law. However, re
all that if p

q is a root of A then p divides a0 and q divides ad, thusin the worst 
ase L (p/q) = O(τ) and so the rational roots are isolated fast among themselves.Treating them as real algebrai
 numbers leads to an overestimation of the number of iterations.The se
ond issue 
on
erns the number of 
alls of fun
tion plb that must be applied in orderto 
ompute a partial quotient. We made the assumption that this number of 
alls is small. Inpra
ti
e this is always the 
ase, ex
ept when the polynomial has only rational real roots, of greatmagnitude, well separated and we are interested in the pra
ti
al 
omplexity. In this 
ase fun
tionPLB must be applied many times in order to 
ompute a partial quotient. Ri
htmyer et al. [38℄ inorder to over
ome this situation perform a small number of Newton-like iterations in order to get agood approximation of the partial quotient. In [4℄, see also [2, 3℄, the problem was solved partiallyby applying the map X 7→ bX , where b is the 
omputed positive root bound, when b ≥ 16. Thisis what we do in our implementation.
RR n° 0123456789



12 Tsigaridas & EmirisThe assumption that the number of 
alls to plb is small enough, is strengthened by (1), sin
eit implies that the probability that a partial quotient is of magnitude ≤ 10 is ∼ 0.87. This is whyin pra
ti
e the partial quotients are of very small magnitude. Moreover, the relation
∣∣∣∣γ −

Pn

Qn

∣∣∣∣ <
1

cn+1 Q2
n

,implies that the appearan
e of a partial quotient of an extra-ordinary big magnitude means thatthe previous approximation of the algebrai
 number was extremely good.However, the previous dis
ussion does not provide a theoreti
al explanation. We will use resultsabout the tightness of the positive root bounds in order to support our assumption.Re
all that a lower bound on the positive roots of a polynomial is 
omputed as the inverse ofthe upper bound on the positive roots of the re
ipro
al polynomial. Thus in what follows we will
onsider only upper bounds for the positive roots. The bound that we will 
onsider, and that wealso use in our implementation of plb, is
B2(A) := 2 max

ak<0

{∣∣∣∣
ak

ad

∣∣∣∣

1
d−k

}
, (8)where 0 ≤ k < d, whi
h is due to [28℄, see also [26, 29℄. Noti
e that B2 is a bound for the positiveroots only and not a bound for all the (
omplex) roots of the polynomial. For su
h bounds, thereader may refer to e.g [32, 33, 46℄. For other bounds on the positive roots the reader may referto [25, 28, 42℄.If instead of B2, we 
ompute a bound B1, taking into a

ount all the 
oe�
ients then from[46℄ B1 is at most d times the biggest root of A. Sin
e B2 is a smaller bound we 
an 
on
ludethat γ ≤ B2 ≤ B1 ≤ d · γ. A similar result 
an be obtained if we 
onsider the bound of Hong[25℄ or any other bound that guarantees that it is O(d) times away from the biggest root, see e.g[23, 32, 33℄.Last, but not least, we have to mention that the implementation of B2 requires Õ(d) arithmeti
operations [5, 30, 46℄ and as van der Sluis [46℄ says for B1 and thus for B2, this bound �is to bere
ommended among all� be
ause of its simpli
ity and the good quality of its results.If b is the 
omputed positive root bound and γ is the 
losest positive real root of A to it, whi
hwe are trying to isolate, then, from the previous dis
ussion, it holds that b ≤ γ ≤ d b. Re
all thatthe lower bound on the positive roots is obtained as an upper bound on the positive real roots ofthe re
ipro
al polynomial. One integer in the interval [b, d b] is the partial quotient of γ that wea
tually want to 
ompute. We 
an perform binary sear
h based on Budan's theorem (Th. 3) inorder to 
ompute an interval [c, c + 1] ⊆ [b, d b] su
h that it 
ontains γ and c ∈ Z is the partialquotient that we are intersted in. Budan's theorem 
orresponds to 2 polynomial shifts, thus thebinary sear
h needs, in order to 
ompute c, at most O(lg d + lg b) shift operations. However,

b ≤ c⇒ L (b) ≤ L (c) = O(1), and sin
e c is a partial quotient in the 
ontinued fra
tion expansionof γ, its magnitude should follow Khint
hine, 
.f (2).The previous dis
ussion implies that at every step of the algorithm we must perform, addition-ally O(lg d) shift operations, instead of at most 2 that we assumed, in order to 
ompute a partialquotient. Thus, the 
omplexity of the algorithm should be multiplied by a fa
tor lg d, whi
h doesnot 
hange the bound ÕB(d6 + d4τ2).In pra
ti
e the tightness of the positive root bounds is usually very good.4.3 Better 
omplexity boundsA 
loser look to the proof of Th. 8 reveals that in order to derive the number of steps of the CFalgorithm we do not depend on an interval that initially 
ontains all the real roots. Noti
e thatthis dependen
e is intrinsi
 for the subdivision algorithms [19, 21℄. This will allow us to improvethe 
omplexity of the CF algorithm by spreading away the roots.
INRIA



Continued fra
tions 13We 
onsider the square-free polynomial A and we apply the homotheti
 transformation X 7→
X/2ℓ(d+τ), where ℓ is a 
onstant spe
i�ed by (12). The transformed polynomial, say C, has bitsize O(τ + ℓd2 + ℓdτ) and its roots βj are the roots of A multiplied by 2ℓ(d+τ), i.e

βi = 2ℓ(d+τ) γi, (9)where γi are the roots of A and 1 ≤ i ≤ d. Evidently it su�
es to isolate the real roots of C.We will use the notation of the proof of Th. 8. Let k1 be the number roots of C with positivereal part and k2 those with negative real part. Noti
e that k1 + k2 = d. Following the proof ofTh. 8, see Eq. (6), the number of steps that the CF algorithm must perform in order to isolatethe real roots of C is
#(T ′) ≤

k1∑

i=1

ni +

k2∑

j=1

nj

≤ 2k1 −
1

2

k1∑

i=1

lg |βi − βci
|+ 2k2 −

1

2

k2∑

j=1

lg |βj − βcj
|

≤ 2d− 1

2
lg

d∏

i=1

|βi − βci
|.

(10)
If we 
onsider the produ
t term of the previous equation and (9) then

d∏

i=1

|βi − βci
| = 2ℓd2+ℓdτ

d∏

i=1

|γi − γci
|.Combining the previous equation with (7) we have

− lg

d∏

i=1

|βi − βci
| ≤ d2 + (3d− 2)τ − 2d− 2 lg d + 3d lg d− ℓ

(
d2 + dτ

)
. (11)We want to spe
ify the value of ℓ in su
h way so as to eliminate the quantities of the form d2 and

dτ from Eq. (11). By elementary 
al
ulus we see that ℓ should be
ℓ =

(3d− 2)τ + d2 − 2d

dτ + d2
. (12)If we make the assumption that d = O(τ) then, using this result and 
ombining Eq. (10) and (11),we 
on
lude that #(T ) = O(d lg d) = ÕB(d). If we substitute this value of #(T ) in the proof ofTh. 10, presented in Se
. 4, and taking into a

ount that the bit size of C is O(τ + ℓd2 + ℓdτ) thenwe 
on
lude that the expe
ted 
omplexity of this variant of the CF algorithm is ÕB(d3τ).The previous variant of the CF algorithm has small pra
ti
al interest be
ause applying thehomotheti
 transformation X 7→ X/2ℓ(d+τ) to the polynomial in
reases its bit size a lot. However,to the best of our knowledge this is the �rst 
omplexity bound, even using average 
ase analysis,that mat
hes the 
omplexity bounds of the numeri
al algorithms [36, 37, 41℄.We 
onje
ture that the expe
ted 
omplexity of the subdivision solvers, i.e Des
artes/Bernsteinand Sturm is also the same, but we will report on this in a future work.5 Implementation and experimentsWe have implemented the 
f algorithm in synaps 2 [35℄, whi
h is a C++ library for symboli
-numeri
 
omputations that provides data-stru
tures, 
lasses and operations for univariate and2www-sop.inria.fr/galaad/logi
iels/synaps/RR n° 0123456789



14 Tsigaridas & Emirismultivariate polynomials, ve
tor and matri
es. Our 
ode will be in
luded in the next major publi
release of synaps. The implementation is based on the integer arithmeti
 of gmp3 (v. 4.1.4)and uses only transformations of the form X 7→ 2βX and X 7→ X + 1 to bene�t from the fastimplementations that are available in gmp. However, our implementation follows the generi
programming paradigm, thus any library that provides arbitrary pre
ision integer arithmeti
 
anbe used instead of gmp.We restri
t ourselves to square-free polynomials of degree ∈ {100, 200, . . . , 1000}. Following[40℄, the �rst 
lass of experiments 
on
erns well-known ill-
onditioned polynomials namely: La-guerre (L), �rst (C1) and se
ond (C2) kind Chebyshev, and Wilkinson (W) polynomials. We also
onsider Mignotte (M1) polynomials Xd − 2(101X − 1)2, that have 4 real roots but two of themvery 
lose together, and a produ
t (
Xd − 2(101X − 1)2

) (
Xd − 2((101 + 1

101 )X − 1)2
) of two su
hpolynomials (M2) that has 8 real roots. Finally, we 
onsider polynomials with random 
oe�
ients(R1), and moni
 polynomials with random 
oe�
ients (R2) in the range [-1000, 1000℄, produ
edby maple, using 101 as a seed for the pseudo-random number generator.We performed experiments against rs4, whi
h seems to be one of the fastest available softwarefor exa
t real root isolation. It implements a subdivision-based algorithm using Des
artes' rule ofsign with several optimizations and symboli
-numeri
 te
hniques [40℄. Note that we had to use rsthrough its maple interfa
e. Timings were reported by its internal fun
tion rs_time().We also test aberth [9, 10℄, whi
h a numeri
al solver with unknown (bit) 
omplexity but verye�
ient in pra
ti
e, available through synaps. In parti
ular, it uses multi-pre
ision �oats andprovides a �oating-point approximation of all the 
omplex roots. Sin
e aberth is a numeri
alsolver it approximates the roots up to a desired a

ura
y. Even though we tuned aberth to sear
hfor roots on the real axis only, unfortunately, we were not always able to tune its behavior in orderto produ
e the 
orre
t number of real roots in all the 
ases, i.e to spe
ify the output pre
ision.In synaps, there are several univariate solvers, based on Sturm sequen
es, Des
artes' rule ofsign, Bernstein basis, et
 (see [21℄ for details and experimental results). 
f is 
learly faster thanall these solvers, therefore we do not report on these experiments. In parti
ular, the large inputsused here are not tra
table by the Sturm-sequen
e solver in synaps, and this is also the 
ase foranother implementation of the Sturm-sequen
e solver in 
ore5.So, in Table 1, we report experiments with 
f, rs, aberth, where the timings are in se
onds.The asterisk (*) denotes that the 
omputation did not �nish after 12000s. The experiments wereperformed on a 2.6 GHz Pentium with 1 GB RAM, and our 
ode was 
ompiled using g++ 3.3with options -O3 -DNDEBUG.For (M1) and (M2), there are rational numbers with a very simple 
ontinued fra
tion expansionthat isolate the real roots whi
h are 
lose. These experiments are extremely hard for rs. On (M1),aberth is the fastest and 
orre
tly 
omputes all real roots, but on (M2), whi
h has 4 real roots
lose together, it is slower than 
f. 
f is advantageous on (W) sin
e, as soon as a real root isfound, transformations of the form X 7→ X + 1 rapidly produ
e the other real roots. We werenot able to tune aberth on (W). For (L), (C1) and (C2), 
f is 
learly faster than rs, while wewere not able to appropriately tune aberth to produ
e the 
orre
t number of real roots. Thepolynomials in (R1) and (R2) have few and well separated real roots, thus the semi-numeri
alte
hniques in rs are very e�e
tive. To be more spe
i�
, rs isolates all roots using only 63 bits ofa

ura
y (this information was extra
ted using the fun
tion rs_verbose( 1)). However, even inthis 
ase, 
f is 
omparable to rs. aberth is even faster on these experiments (see Table 1). Wehave to mention as F. Rouillier pointed out to us that rs 
an about 30% faster in (L), (C1) and(C2) if we use it with the (non-default) option pre
ision=0.We �nally tested a univariate polynomial that appears in the Voronoi diagram of ellipses [22℄.The polynomial has degree 184, 
oe�
ient bit size 903, and 8 real roots. 
f solves it in 0.12s, rsin 0.3s and aberth in 1.7s.3www.swox.
om/gmp/4fgbrs.lip6.fr/salsa/Software/index.php5
s.nyu.edu/exa
t/
ore_pages/
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Continued fra
tions 15100 200 300 400 500 600 700 800 900 1000L 
f 0.27 2.24 9.14 25.27 55.86 110.13 214.99 407.09 774.22 1376.34rs 0.65 3.65 13.06 35.23 77.21 151.17 283.43 527.42 885.86 1387.45#roots 100 200 300 400 500 600 700 800 900 1000C1 
f 0.11 0.85 3.16 8.61 19.67 38.23 77.75 139.18 247.11 414.51rs 0.21 1.36 3.80 10.02 23.15 46.02 82.01 150.01 269.35 458.67#roots 100 200 300 400 500 600 700 800 900 1000C2 
f 0.11 0.77 3.14 8.20 19.28 38.58 73.59 133.52 233.48 386.61rs 0.23 1.48 3.80 9.84 23.28 46.34 83.58 146.04 273.00 452.77#roots 100 200 300 400 500 600 700 800 900 1000W 
f 0.11 0.76 2.54 6.09 12.07 21.43 34.52 53.35 81.88 120.21rs 0.09 0.59 2.25 6.34 14.62 29.82 55.47 104.56 179.23 298.45#roots 100 200 300 400 500 600 700 800 900 1000M1 
f 0.02 0.08 0.21 0.42 0.73 1.19 1.84 2.75 4.16 6.22rs 7.83 287.27 1936.48 7328.86 * * * * * *aberth 0.01 0.04 0.07 0.11 0.12 0.26 0.43 0.37 0.47 0.90#roots 4 4 4 4 4 4 4 4 4 4M2 
f 0.08 0.43 1.10 2.78 4.71 8.67 18.26 25.28 40.15 60.10rs 1.24 144.64 1036.785 4278.275 12743.79 * * * * *#roots 8 8 8 8 8 8 8 8 8 8R1 
f 0.001 0.04 0.07 0.33 0.06 0.37 0.66 0.76 1.03 1.77rs 0.026 0.09 0.11 0.68 0.22 0.89 0.95 0.69 1.55 2.09aberth 0.02 0.03 0.07 0.14 0.21 0.31 0.44 0.51 0.64 0.80#roots 4 4 2 6 2 4 4 2 4 4R2 
f 0.01 0.04 0.08 0.36 0.14 0.38 0.74 0.77 1.24 1.42rs 0.05 0.23 0.47 1.18 0.81 1.64 2.68 3.02 4.02 4.88aberth 0.01 0.05 0.08 0.14 0.23 0.33 0.44 0.55 0.67 0.83#roots 4 4 4 6 4 4 6 4 6 4Table 1: Experimental resultsIn short, CF is 
omplete, simple to use and is at least as e�
ient as the state of the art.There are ways to improve our solver. First, instead of exa
t integer arithmeti
 we may use semi-numeri
al te
hniques like those in rs [40℄. These te
hniques may be based on interval arithmeti
.A
knowledgments Both authors a
knowledge fruitful dis
ussions with Alkiviadis Akritas and BernardMourrain. The �rst author is grateful to Mauri
e Mignotte for dis
ussions about the separation bound,to Doru Stefanes
u for various dis
ussions and suggestions about the bounds of the positive roots ofpolynomials and to Fabri
e Rouillier for various dis
ussions about rs and the experiments. Both authorsa
knowledge partial support by IST Programme of the EU as a Shared-
ost RTD (FET Open) Proje
tunder Contra
t No IST-006413-2 (ACS - Algorithms for Complex Shapes) and by a do
toral resear
hgrant by the Greek General Se
retariat for Resear
h and Te
hnology under the program ΠENE∆03.Referen
es[1℄ A. Akritas. There is no "Uspensky's method". Extended Abstra
t. In Pro
. Symposium onSymboli
 and Algebrai
 Computation, pages 88�90, Waterloo, Ontario, Canada, 1986.[2℄ A. Akritas. An implementation of Vin
ent's theorem. Numeris
he Mathematik, 36:53�62,1980.[3℄ A. Akritas and A. Strzebonski. A 
omparative study of two real root isolation methods.Nonlinear Analysis: Modelling and Control, 10(4):297�304, 2005.[4℄ A. Akritas, A. Bo
harov, and A. Strzébonski. Implementation of real root isolation algorithmsin Mathemati
a. In Abstra
ts of the International Conferen
e on Interval and Computer-Algebrai
 Methods in S
ien
e and Engineering (Interval '94), pages 23�27, St. Petersburg,Russia, Mar
h 1994.[5℄ A.G. Akritas. Elements of Computer Algebra with Appli
ations. J. Wiley & Sons, New York,1989.
RR n° 0123456789



16 Tsigaridas & Emiris[6℄ A. Alesina and M. Galuzzi. A new proof of Vin
ent's theorem. L'Enseignement Mathématique,44:219�256, 1998.[7℄ D. Bailey, J. Borwein, and R. Crandall. On the Khint
hine Constant. Mathemati
s of Com-putation, 66:417�431, 1997.[8℄ S. Basu, R. Polla
k, and M-F.Roy. Algorithms in Real Algebrai
 Geometry, volume 10 ofAlgorithms and Computation in Mathemati
s. Springer-Verlag, 2003. ISBN 3-540-00973-6.[9℄ D. Bini. Numeri
al 
omputation of polynomial zeros by means of Aberth's method. Numeri
alAlgorithms, 13(3�4):179�200, 1996.[10℄ D. Bini and G. Fiorentino. Design, analysis, and implementation of a multipre
ision polyno-mial root�nder. Numeri
al Algorithms, pages 127�173, 2000.[11℄ E. Bombieri and A. van der Poorten. Continued fra
tions of algebrai
 numbers. In Com-putational algebra and number theory (Sydney, 1992), pages 137�152. Kluwer A
ad. Publ.,Dordre
ht, 1995.[12℄ R. Brent, A. van der Poorten, and H. Riele. A Comparative Study of Algorithms for Com-puting Continued Fra
tions of Algebrai
 Numbers. In Henri Cohen, editor, ANTS, LNCS,pages 35�47. Springer, 1996.[13℄ D. Cantor, P. Galyean, and H. Zimmer. A 
ontinued fra
tion algorithm for real algebrai
numbers. Mathemati
s of Computation, 26(119):785�791, July 1972. ISSN 0025-5718.[14℄ J. Chen. A new algorithm for the isolation of real roots of polynomial equations. In Pro
. 2ndInternational Conferen
e on Computers and Appli
ations, pages 714�719. IEEE ComputerSo
. press, 1987.[15℄ G. Collins and A. Akritas. Polynomial real root isolation using Des
artes' rule of signs. InSYMSAC '76, pages 272�275, New York, USA, 1976. ACM Press.[16℄ G.E. Collins and R. Loos. Real zeros of polynomials. In B. Bu
hberger, G.E. Collins,and R. Loos, editors, Computer Algebra: Symboli
 and Algebrai
 Computation, pages 83�94. Springer-Verlag, Wien, 2nd edition, 1982.[17℄ J. H. Davenport. Cylindri
al algebrai
 de
omposition. Te
hni
al Report 88�10, S
hool of Mathemati
al S
ien
es, University of Bath, England, available at:http://www.bath.a
.uk/masjhd/, 1988.[18℄ Z. Du, V. Sharma, and C. K. Yap. Amortized bound for root isolation via Sturm sequen
es.In D. Wang and L. Zhi, editors, Int. Workshop on Symboli
 Numeri
 Computing, pages 81�93,S
hool of S
ien
e, Beihang University, Beijing, China, 2005.[19℄ A. Eigenwillig, V. Sharma, and C. K. Yap. Almost tight re
ursion tree bounds for the des
artesmethod. In ISSAC '06: Pro
eedings of the 2006 International Symposium on Symboli
 andAlgebrai
 Computation, pages 71�78, New York, NY, USA, 2006. ACM Press. ISBN 1-59593-276-3.[20℄ I. Z. Emiris and E. P. Tsigaridas. Computing with real algebrai
 numbers of small degree. InS. Albers and T. Radzik, editors, Pro
. ESA, volume 3221 of LNCS, pages 652�663. SpringerVerlag, 2004.[21℄ I. Z. Emiris, B. Mourrain, and E. P. Tsigaridas. Real Algebrai
 Numbers: Complexity Anal-ysis and Experimentation. In P. Hertling, C. Ho�mann, W. Luther, and N. Revol, editors,Reliable Implementations of Real Number Algorithms: Theory and Pra
ti
e, LNCS (to ap-pear). Springer Verlag, 2006. also available in www.inria.fr/rrrt/rr-5897.html.
INRIA



Continued fra
tions 17[22℄ I. Z. Emiris, E. P. Tsigaridas, and G. M. Tzoumas. The predi
ates for the Voronoi diagramof ellipses. In Pro
. 22th Annual ACM Symp. on Computational Geometry, pages 227�236,Sedona, USA, 2006.[23℄ P. Henri
i. Applied and 
omputational 
omplex analysis. John Wiley & Sons, New York, NY,1977.[24℄ D. Hensley. The largest digit in the 
ontinued fra
tion expansion of a rational number. Pa
i�
Journal of Mathemati
s, 151(2):237�255, 1991.[25℄ H. Hong. Bounds for absolute positiveness of multivariate polynomials. Journal of Symboli
Computation, 25(5):571�585, May 1998.[26℄ J. R. Johnson. Algorithms for Polynomial Real Root Isolation. PhD thesis, The Ohio StateUniversity, 1991.[27℄ A. Khint
hine. Continued Fra
tions. University of Chi
ago Press, Chi
ago, 1964.[28℄ J. Kioustelidis. Bounds for the positive roots of polynomials. Journal of Computational andApplied Mathemati
s, 16:241�244, 1986.[29℄ D. E. Knuth. Seminumeri
al Algorithms, volume 2 of The Art of Computer Programming.Addison-Wesley, Reading, MA, 3rd edition, 1998.[30℄ W. Krandi
k. Isolierung reeller nullstellen von polynomen. In J. Herzberger, editor, Wis-sens
haftli
hes Re
hnen, pages 105�154. Akademie-Verlag, Berlin, 1995.[31℄ W. Krandi
k and K. Mehlhorn. New bounds for the Des
artes method. JSC, 41(1):49�66,Jan 2006.[32℄ M. Mignotte. Mathemati
s for 
omputer algebra. Springer-Verlag, New York, 1991.[33℄ M. Mignotte and D. Stefanes
u. Polynomials: An algorithmi
 approa
h. Springer, 1999.[34℄ Mauri
e Mignotte. On the Distan
e Between the Roots of a Polynomial. Appl. Algebra Eng.Commun. Comput., 6(6):327�332, 1995.[35℄ B. Mourrain, J. P. Pavone, P. Trébu
het, and E. Tsigaridas. SYNAPS, a library for symboli
-numeri
 
omputation. In 8th Int. Symposium on E�e
tive Methods in Algebrai
 Geometry,MEGA, Sardinia, Italy, May 2005. Software presentation.[36℄ V.Y. Pan. Univariate polynomials: Nearly optimal algorithms for numeri
al fa
torization androot�nding. J. Symboli
 Computation, 33(5):701�733, 2002.[37℄ V.Y. Pan. Solving a polynomial equation: Some history and re
ent progress. SIAM Rev., 39(2):187�220, 1997.[38℄ R. Ri
htmyer, M. Devaney, and N. Metropolis. Continued fra
tion expansions of algebrai
numbers. Mumeris
he Mathematik, 4:68�64, 1962.[39℄ D. Rosen and J. Shallit. A 
ontinued fra
tion algorithm for approximating all real polynomialroots. Math. Mag, 51:112�116, 1978.[40℄ F. Rouillier and Z. Zimmermann. E�
ient isolation of polynomial's real roots. J. of Compu-tational and Applied Mathemati
s, 162(1):33�50, 2004.[41℄ A. S
hönhage. The fundamental theorem of algebra in terms of 
omputational 
omplexity.Manus
ript. Univ. of Tübingen, Germany, 1982.[42℄ D. Stefanes
u. New bounds for the positive roots of polynomials. Journal of UniversalComputer S
ien
e, 11(12):2132�2141, 2005.RR n° 0123456789



18 Tsigaridas & Emiris[43℄ E. P. Tsigaridas and I. Z. Emiris. Univariate polynomial real root isolation: Continuedfra
tions revisited. In Y. Azar and T. Erleba
h, editors, In Pro
. 14th European Symposium ofAlgorithms (ESA), volume 4168 of LNCS, pages 817�828, Zuri
h, Switzerland, 2006. SpringerVerlag.[44℄ J. V. Uspensky. Theory of Equations. M
Graw-Hill, 1948.[45℄ A. van der Poorten. An introdu
tion to 
ontinued fra
tions. In Diophantine analysis, pages99�138. Cambridge University Press, 1986.[46℄ A. van der Sluis. Upper bounds for the roots of polynomials. Numeris
he Mathematik, 15:250�262, 1970.[47℄ A. J. H. Vin
ent. Sur la résolution des équations numériques. J. Math. Pures Appl., 1:341�372, 1836.[48℄ J. von zur Gathen and J. Gerhard. Fast Algorithms for Taylor Shifts and Certain Di�eren
eEquations. In ISSAC, pages 40�47, 1997.[49℄ X. Wang. A method for isolating roots of algebrai
 equations. Number N. 1. 1960. Univ.A
ademi
 Press.[50℄ C.K. Yap. Fundamental Problems of Algorithmi
 Algebra. Oxford University Press, NewYork, 2000.

INRIA



Unité de recherche INRIA Sophia Antipolis
2004, route des Lucioles - BP 93 - 06902 Sophia Antipolis Cedex (France)

Unité de recherche INRIA Futurs : Parc Club Orsay Université- ZAC des Vignes
4, rue Jacques Monod - 91893 ORSAY Cedex (France)

Unité de recherche INRIA Lorraine : LORIA, Technopôle de Nancy-Brabois - Campus scientifique
615, rue du Jardin Botanique - BP 101 - 54602 Villers-lès-Nancy Cedex (France)

Unité de recherche INRIA Rennes : IRISA, Campus universitaire de Beaulieu - 35042 Rennes Cedex (France)
Unité de recherche INRIA Rhône-Alpes : 655, avenue de l’Europe - 38334 Montbonnot Saint-Ismier (France)

Unité de recherche INRIA Rocquencourt : Domaine de Voluceau- Rocquencourt - BP 105 - 78153 Le Chesnay Cedex (France)

Éditeur
INRIA - Domaine de Voluceau - Rocquencourt, BP 105 - 78153 Le Chesnay Cedex (France)http://www.inria.fr

ISSN 0249-6399


	Introduction
	Notation
	Previous work and our results

	Continued fractions
	The CF algorithm
	The complexity of the CF algorithm
	Real root isolation
	Rational roots and PLB (Positive Lower Bound) realization
	Better complexity bounds

	Implementation and experiments

