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Etude des interactions de gros flux TCP dans des réseaux pagés a
haut-débit A I'aide de Grid’5000 et de GtrcNet-10

Résumé :Dans ce rapport, nous étudions le probleme de transfertsifisids données et du partage
de bande passante dans les contextes ou il est requis diee®iemps de transfert bornés. Nous
présentons une étude des interactions de larges flux daréseesix trés haut-débits et ainsi contribuer
a I'évaluation de variantes de TCP, adaptée a ce contexfgopwsant des mesures précises. Nous
donnerons aussi un apercu du comportement de protocadesadifs émulé dans des environnements
expérimentaux a 10 Gbps sous diverses conditions de camgest de latences.

Mots-clés : partage de bande passante, expérimentation de protocttandgort, prédiction de
temps de transfert total, transferts en masse de données
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1 Introduction

The data volumes of future distributed applications sucticda and computing grids, distance visu-
alisation and high-end collaborative environment are adider of terabytes and will likely reach
petabytes in some cases. The movement of these data havadieghperformance requirements
such as reliable and predictable delivery [FRR]. This generates specific challenges on the trans-
port protocol and its related mechanisms. The enhancenid@®/IP is being intensively pursued
to tackle limits that classical congestion control solasi@ncounter in large bandwidth-delay product
environment [WHVBPa05]. A range of solutions is proposed #reir properties have been anal-
ysed by simulation. However, few studies have measureddtermance of these proposals in real
high speed networks [MFVBPO04,'q. It is acknowledged that more real and systematic experisne
are needed to have a better insight on the relevance of metepresentative scenarii for protocol
evaluation and on the potential usage of these protocolariicplar applications [Flo06b].

This report contributes to this challenge by exploring saMaigh data transfer scenarii in two ex-
perimental environments: the Grid5da@stbed and the AIST GtrcNET-10-bad¢estbed [KKT04].
Grid5000, is an experimental grid platform gathering mbant3000 processors over nine geograph-
ically distributed sites in France (see figure 1), interamied by a dedicated private high-speed net-
work [Ca05]. The particularity of this testbed is to providsearchers with a fully reconfigurability
feature to dynamically deploy any OS image or protocol statkny host of the testbed. The other
experimental environment we used is the GtrcNET-10-basedlated and controlled testbed con-
nected within the AIST Super Cluster. Hosts of both testldelse similar hardware and software
configuration.

This report explores how the transport protocol enhancénewuld benefit to high-end appli-
cations in terms of data transfer efficiency and prediatghbih two environments. It is centred on
elephant-like bulk data transfers in very high-capacitsfps, 10 Gbps) networks like grids are sup-
posed to benefit from today. The systematic evaluation optbtocols in our controlled and realistic
environment provides a set of measurements of severalaa@iposed by [Flo06a]. In this context,
we investigate, the different congestion control proposal well as the fair sharing optimisation ob-
jective and their impact on the network resource utilisagmd on individual application utility that
have to be simultaneously optimised.

In cluster interconnection context, hundreds of hosts nigylsaneously generate large flows
through their gigabit interfaces. But as the access linkeiéen cluster networks and wide area
networks currently offer between 1 to 10 Gbps rates, thewtitote a strong bottleneck that may
drastically increase the transfer delays and impact theab\distributed environment performance.
In the Internet, the endpoints’ access rates are generaighramaller (2 Mbps for DSL lines) than
the backbone link’s capacity (2.5 Gbps for an OC48 link). @dding to the law of large numbers,
coexistence of many active flows smoothes the variationaaf,land a link is not a bottleneck unless
the load approaches its full capacity [Rob04]. To curb thesl]ddistributed congestion control pro-
tocols such as TCP statistically share available bandvadibng flows in a “fair” way. In contrast,
for high-end applications, the bandwidth demand of a sieglépoint (1 Gbps, say) may be com-
parable to the capacity of bottleneck link. In such a low mpigking environment, if no pro-active
admission control is applied, a transient burst of load @milycause active transfers have very long
duration, miss their deadline or even fail. In addition, tonplete more tasks before their respective
deadlines, sharing instantaneous bandwidth fairly amdragtive flows is not optimal [GR06]. This

http:/iwww.grid5000.org
2http://projects.gtrc.aist.go.jp/gnet/gnet10p3e.html
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is the reason why researche®} propose to introduce access control and flow schedulings dduld
harmonise network resource management with other gridiress management and serve the global
optimisation objective. The ultimate goal of this reseds;lin different scenarii, to answer questions
such as: which transport protocol to use in a given context® hhany flows to schedule to obtain
minimum interaction and maximum throughput? When startivggn to avoid bad interactions during
slow start phase?...

The rest of the article is organised as follows. Section 2gsome insights on parameter space
and metrics. Scenario and experiments are described os&ctResults are discussed in section 4.
The article concludes in section 5.

2 Methodology

When the 10 Gbps infrastructure has been set up in Grid508§, simple experiments, that any
grid user could do, were run to see how grid applicationsctenefit from the deployed network.
These tests have shown very disappointing results [GHRPSUBE hosts were not able to obtain
correct throughput (45 to 100 Mbps) when competing and tligeggte throughput was very low
(about 3 to 6 Gb/s). We then choose to investigate three tgpsesenario to understand these bad
results and improve them in this 10Gb/s context. This work b@en inspired by the results and
methodologies proposed by [LLS06, Flo06b, HLRX06]. [FIbD#@lentifies several characteristics and
describes which aspect of evaluation scenario determasetbharacteristics and how they can affect
the results of the experiments. This helped us in defininklwads and metrics that are going to be
presented in the following section.

2.1 Traffic characteristics

According to [Flo06b], the aggregated traffic on a link isretderised by:
a) the distribution of per-packet round-trip time

b) the file sizes

c) the packet sizes

d) the ratio between forward-path and reverse-path traffic

e) the distribution of peak flow rates

f) the distribution of transport protocols

Despite no extensive study of grid traffic exists, we assumeespecific context we study here
presents the following specificities:

a) The distribution of per-packet round-trip time is muiiedal. Nodes are generally clustered, con-

sequently, several modes may appear (abw modes forV sites), each mode of the

distribution representing the set of given site to site emtions.

b) File sizes are not exponentially distributed. For exampi Data Grid like LCG (for LHC) file
size and data distribution is defined by the sampling rateatd dcquisition. The traffic profile is
then highly uniform.

INRIA
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c) Packet sizes are also mostly constant, with a large piiopasf packets having the maximum size
(the Ethernet MTU).

d) The ratio between forward-path and reverse-path traffimknown and depends on the location
of the storage elements within the global grid.

e) Distribution of peak flow rates may also be uniform.

f) Today, most of grid applications need reliable transjpod use TCP-based protocols. The distri-
bution of transport protocols is modal.

In the rest of the paper, we call these specific conditiores;'dhid context”. The next section presents
the various scenarii we implemented in this context to sthdyinteractions of large TCP flows.
2.2 Scenarii

We examine two types of features that can help users to ogtaid performance in such context:
parallel streams and TCP variants.
We investigate the two following types of scenarii:

« Range of TCP variants in the Grid5000 real testbed and iAtB&-GtrcNET10 testbed with
Grid5000 latency.

« Range of TCP variants with a range of emulated latency iMIs-GtrcNET-10 testbed.

Different TCP variants have been proposed to improve thmorese function of AIMD congestion
control algorithm in high bandwidth delay product networkgl these protocols are not equivalent
and not suited for every context. We investigate here thelirakiours in our "grid context" in two
different testbeds and we also provide comparison grouatigden our two testbeds.

The following section describes the various parametersnagttics that have been used to char-
acterise the behaviour of the TCP flows.

2.3 Measured parameters and metrics

We design and configure our experimental testbeds to haveet diccess to the following variable
measurements during experiments:

a) Goodput usingperf on the receiver side, that corresponds to the actual amébandwidth that is
available for the high-end applications, i.e. retransioissand headers are not taken into account.

b) Aggregated throughput via the GtrcNET-10 on the 10 Gbpsezhlink.

c) TCP kernel variables with the Web100 patch on sendersemaivers.

The parameters are evolving along the three following axis:

1) TCP variant, among {Reno, BIC, CUBIC, HighSpeed, H-TCH Scalable}
2) RTT, ranging from 0 ms to 200 ms

3) congestion level, the ratio between the sum of sourcegsadink capacity and the bottleneck size
ranging from 0 to 120 %

RR n°6034
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Every test for a given RTT, has been repeated for a given abiogecontrol method and for a
given number of nodes. We took great care of fine measuremeaisipn: 0.5 s foiperf’s goodput,
20 ms for the GtrcNET-10’s throughput and Web100’s varigblEven though we specifperf to
performread()/write()of 8 kB, we still observe burstiness in goodputs due to detaiation between
packets arrivals antead() returns, which explains why we sometimes observe goodpgédahan
link capacity.

To analyse all the data acquired, several metrics have lshto synthetically characterise the
behaviour of different TCP variants. These metrics are:

+ mean goodputy; = = >/ g:(t)
« aggregate goodpu€(t) = >N, g:(t)

standard deviation of goodput: = \/% ST o (gi(t) — 37)2

« goodput distributions{p; , = p(&5 * 1 Gbps < g;(t) < &L « 1 Gbps)|k € [0;100]}

(Z gz
* fairness [JMW84].J = Qi 5
[ =

« aggregate throughpuf (t) = SN, z;(t)

whereNN is the number of nodes involved in the experiment (typicaRyin this report),I’ is the
total duration of the experiment (typically 2800 g)¢) thei* node’s goodput over timeaveraged on
the iperf sampling interval, andj(¢) thei** node’s throughput over timeaveraged on the GtrcNET-
10 sampling interval.

We have now defined the methodology of our research paperduyidig the traffic characteris-
tics, the scenarii that will be explored and the parametedsnaetrics that will help us to characterise
the behaviour of TCP variants. The following section is datkd to presenting the configurations
that were used to perform our experiments.

3 Experiment description

3.1 System and service description

We used two similar experimental systems, composed of gicidsiumbbell topology with twelve
1 Gbps source workstations connected to a 10 Gbps bottldméc&nd twelve sink workstations on
the other side as described in figure 2. In the first testtestbied 1 (Grid5000, France), the backbone
of the Grid5000 platform is composed of a private 10 Gbps atteover DWDM dumbbell with a
bottleneck at 10 Gbps between Rennes and Nancy hubs (see figufhe average RTT is 11.5 ms
that gives a bandwidth-delay product of 1.507 Mbytes for p&tonnections.

The second testbedettbed 2 (AIST-GtrcNET-10, Japan), is fully controlled. It is buéround
the GtrcNET-10p3 equipment that allows latency emulatiate limitation and precise bandwidth
measurements at 10 GbE wire speed. GtrcNET-10p3 is a fullyrammable network testbed, which
is a 10 Gbps successor of a well-established network testBedNET-1 [KKTT04] for 1 Gbps
Ethernet. GtrcNET-10p3 consists of a large-scale FielyRmmable Gate Array (FPGA), three
10 Gbps Ethernet XENPAK ports, and three blocks of 1 GB DDRR8DI. The FPGA is a Xilinx
XC2VP100, which includes three 10 Gbps Ethernet MAC and X&tHrfaces. By re-programming
FPGA configuration, its functions are easily added and maxdifiith keeping 10 GbE wire speed.

INRIA
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10 GbE Links
= = = = 1GbELinks

Bordeaux

,
Toulouse, 7
7

Figure 1: Grid5000 backbone

GtrcNET-10p3 provides many functions such as traffic maimigpin millisecond resolution, traf-
fic shaping, traffic generation and WAN emulation at 10 GbEewpeed. In WAN emulation functions
it adds latency, controls the transmission rate from pamtegates random packet losses at the spec-
ified rate. The step of adding latency is 25.6 ns and maximuemds is 54 seconds. There is no
packet loss if the latency is less than 858 ms. It also cantra transmission rate from 154 Mbps to
10 Gbps by changing IFG (Inter Frame Gap) in proportion tdridme length, so traffic is well paced.

In the testbed 2nodes are interconnected by a layer 2 (Ethernet) switikte on figure 2. As it
shared by all the PCs in the testbed, separate VLANs wereedefill PCs also have a second Eth-
ernet NIC unto which all the control traffic is sent so thatéhis no perturbation on the experiments’
traffic. The output port of the switch acts as the bottlenddke system.

In both testbed, the nodes were all IBM e-server 325 with 2 AMpteron 246 on which we
deployed GNU/Linux 2.6.17 kernels patched with the Web1d®1R03]. The Linux kernels were
compiled withHZ set to 250. The NIC used were all using g8 driver. Tests were performed
using theiperf# utility. We used a large enough buffer size (50 MBytest&stbed 2and 4 MBytes
for testbed ) on both receiver and sender buffersiérf® to provision for the various latencies we
performed experiments with.

We also set the following kernel variables to tune the sizefTCP buffers:

net.core.rmem max = 107374182
net. core. wrem nmax 107374182
net.core.rnemdefault = 107374182
net.core. wem default = 107374182
net.core. optnmem max = 107374182

3Cisco Catalyst 4948 10GE
4version 2.0.2 compiled with gcc 3.2.2
Sthe value used is actually doubled by the Linux kernel

RR n°6034
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PC Switch Switch) PC

1Gbps [1Gbps
| |
| |
| |
| |
| - |
| 110Gbp! |
| |
| |
| / \ ‘

Figure 2: Topology of the experiments, the cloud represeittser the Grid5000 or the AIST-
GtrcNET-10 backbone

net.ipv4.tcp_rmem= 107374182 107374182 107374182
net.ipv4.tcp_wrem = 107374182 107374182 107374182
net.ipv4.tcp_mem= 107374182 107374182 107374182

net. core. netdev_nax_backl og = 1000
net.ipv4.tcp_no _netrics_save = 1

The txqueuelernwas set to 10000 for each network interface card (NIC) to gmeany packet
losses in theydisg as it larger than the number of packets that we can sendgdafRT T period. The
*memwere set to these values accommodate the maximum intendle=l fea the buffers requested
by iperf. Thenetdev_max_backlogariable specifies the maximum length of the input queuethfor
processors. It has an impact on networking performancéedsuffer can only be flushed in a sched-
ule slot. As we are using a Linux timedZ) of 250 and 1500 bytes’ packet size, the max bandwidth
would be about 375 MBps, which is large enough to use 1 GbpsNIQetcp_no_metrics_save
variable specifies that the kernel isn’t supposed to remethkeeT CP parameters corresponding to a
network route and so ensures the Independence of each siwecesperiment.

Please note that, even though we have tried to provide thekgsrimental environment possible,
it appears that there was a bad interaction between the Basd Blanagement controller firmware of
the nodes used at the AIST testbed with the firmware versidheoNICs, which caused extra losses
in the flows and downgraded the results we might have achieithdhis testbed.

With this configuration and these two testbeds, we tried twigde the best situation to perform
our tests, whose results will be detailed in the followingtss.

4 Results analysis

This section presents the results that were obtained daungxperiments following the test plan
given in section 2.2.

INRIA
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4.1 Single flows experiment with TCP variants
4.1.1 Experiment description

In this experiment, we evaluate different TCP variant prote (HS-TCP [Flo03], H-TCP [SL04],
Scalable TCP [Kel03], BIC TCP [XHRO04], CUBIC [RX05]) with éhsame latency: 11.5 ms, both on
the Grid5000 and the AIST-GtrcNET-10 testbed. This willdhes$ in characterising how each protocol
is able to adjust for a given congestion level and how theyabte to take advantage of the available
resources.

For a given TCP variant and a given RTT, the first tests serexe werformed as follows:

« Attime 0, we start the first couple of client-server.

« Aiperf client is started 4 seconds after the correspongieg server to prevent overlap due to
sshconnexion delay.

» Everytimer, we start a new couple till all twelve nodes are started.

» As eachiperf client is set to lasinaz_duration — nb_nodes_already_started x timer, they
gradually stop around timewaz_duration.

The interval between each flow’s start is important to avad/§' interactions during their slow
start phase. In this case, we make sure that flow interactiom®t occur during any slow start phase
by choosing aimer value that is large enough, typically 200 s here. After mbent10 nodes have
been started, we start to have congestion as we have redhbdttleneck’s size.

The next section is dedicated to present the results of ¥ieranent and compare them in the
two testbeds used.

4.1.2 Results

For each protocol, the figures on the left shows all individieav goodputs, while the corresponding
figures at right gives the aggregate goodput value. The twodgyon the top correspond to the tests
performed in the Grid5000 testbed, while the ones on th@bottere done in the AIST-GtrcNET10
testbed. At this latency, all the protocols manage to fule the network as the max aggregate
throughput is close to 9843 Mbps when all the nodes are presen

All the figures are displaying sharp steps (as far as the 0.8aprovided byperf allow us to
see), except for Reno (figure 3), CUBIC (figure 5) and H-TCRufkgr) protocols which are starting
to display heavy perturbations, even though there is noesiran in the system yet, starting from the
arrival of a fifth node. At the arrival of the tenth node, wersta observe a change in the behaviour
of all the protocols even though we aren’t over the nominglaciéty of our network and we enter
a state where the nodes aren’t able to maintain a “stabletdmao which might be caused by the
“background noise” caused by other users and the intecait&ol traffic of the Grid5000 testbed.

We can also notice that some protocols have huge and quiskduodl variations in goodput such
as BIC (figure 4) or HighSpeed (figure 6), which have an impadhe mean aggregate goodput.

HighSpeed(figure 6) and Scalable (figure 8) are the only patéan our benchmark in the AIST-
GtrcNET-10 testbed that displayed a clear unfairness tdettenodes that are started when there is
congestion in the system. For instance, the last node dtertithe AIST-GtrcNET-10 stays stuck at
around 400 Mbps during its whole presence in the system, wiast of the others are emitting at
800 Mbps. Due to the randomness added by control traffic amégitated aspect of the Grid5000
figures, it is less noticeable in the other testbed.

RR n°6034
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Figure 3: Reno, 11.5 ms RTT
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Figure 4: BIC, 11.5 ms RTT
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Figure 5: CUBIC, 11.5ms RTT
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Figure 6: HighSpeed, 11.5 ms RTT
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Figure 7: H-TCP, 11.5 ms RTT
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One of the main differences between our two testbeds is th&rid5000, we can experience
perturbations coming from the control traffic (or even otheers’ traffic), which might account for the
agitation that appears regularly in several figures. It ¢smexplain the differences that were observed
between the AIST-GtrcNET-10 and Grid5000 figures for CUBI@Ure 5), even though the Web100's
logs report more retransmissions than expected in nonested state. But these interferences aren’t
inevitably bad as the CUBIC figure (or the Reno figure) in thel&¥00 seems to yield better intra-
flow fairness and display more stability as seen later inrép®rt, on figure 17.

These results allowed us to observe that we are able to olaynsimilar results with the two
different testbed, showing that an emulated testbed sucdkl@E-GtrcNET-10 can indeed help to
have a acceptable environment/provides a good first appetxin to simulate a real testbed with less
infrastructure cost.

In the following sections, we will compare the behaviourlod TCP variants for different values
of latencies to assert the impact of this parameter on tHenpeance of flows.

4.2 Exploration of TCP variants behaviour in various latengy conditions

We experiment the various TCP protocols by applying the sexperimental procedure we used for
Grid5000 in the AIST-GtrcNET-10 testbed. In this emulatestited, we explore the impact of the
latency on the protocols using this scenario.

4.2.1 Impact of the latency

First, we are going to verify the expected impact of an insirgalatency on the various TCP variants
we tested, which is a deterioration of the performances.

The figures were generated with the GtrcNET-10 logs for 11 mas1®0 ms RTT and so what is
displayed in the figure 9 is the throughput measured aftebtiitteneck of the 10 Gbps link. From
left to right, we present Reno, BIC, CUBIC, HighSpeed, H-T&¥# Scalable TCP variants.

In our case, we can notice that the steps due to the additianather couple of nodes get sloppier
when we increase the latency. The effect is particularlyceable on Reno (first column) and CUBIC
(third column) as these protocols aren'’t able to fill the linkhe deficiency observed for Reno is
the well-known fact that Reno congestion control method edapted to networks with high BDP
product due to the slow evolution of the congestion windawthis condition.

The fact that CUBIC seems to need more time than BIC to acladwd utilisation of the link,
is also a consequence of the construction of this algoritarstated in [RX05], because the growth
of the congestion windows is slower when it gets closer touihyger target value, which might be a
drawback if we want a TCP variant that is able to react fasetavarking conditions and to get quickly
advantage of available resources. CUBIC is less aggrelsive less efficient in such conditions.

4.2.2 Impact of the protocol

The figures in this section display the results we obtainedrfdividual flows and for aggregate
goodput as in the previous section. Figure 11 exhibits symibation effects, large number of flows
are dropping packets at the same time, when there is coogestihe system. This problem might
also explain some of the strange behaviours in the obseaatk§s on figure 17.

Figure 10 confirms the expected bad behaf@irTCP Reno in large BDP environments as it is
unable to achieve a goodput above 3.5 Gbps, when new TCRitgasiach as BIC (figure 11) are able

Sas already stated in section 4.2.1
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to achieve goodputs closer to the capacity of the link. Wectearly see the AIMD mechanism behind
TCP Reno by looking at the individual goodputs, from the sioerease in congestion avoidance to
the sharp decrease when a packet loss occurs.

Figure 12 presents the results for the CUBIC protocol, whit like Reno, isn't able to fill
completely the link before the end of the experiment. We amnthat all the nodes aren't able to
stay around the maximum goodput achievable, even when ihe&re congestion in the system. It
also seems that some of the nodes, for instance, the two thrs¢éd nodes, had difficulties during
their slow-start and were stuck around 300 Mbps for more #@hs. We also notice that some of
the nodes are very conservative, for instance the third ,rasl¢hey slowly decrease the congestion
window as other nodes enter the system, even when there sumd aongestion.

Figure 13 seems to have some difficulties during the eartiasp of the test as the two first nodes
that were started aren’t able to reach the maximum goodpuéwble, which might indicate that
HighSpeed require a certain amount of congestion or cotigpetod start working normally. Figure 14
and figure 15 - respectively H-TCP and Scalable - are quitdasiexcept that Scalable seems to be a
bit more agitated and blurry. They still display, like BICfigure 11, the same kind of steps than with
lower RTTs, which shows that there are still able to readteratjuickly to congestion level changes.

As already stated in section 3, please note that some of theddaviours observed in this section
may have been caused by some firmware incompatibilities anAis T-GtrcNET-10, which cause
extra-losses in the nodes.

The work in this section showed that the different TCP vdsaart behaving differently as soon
as they are used in high BDP conditions. It highlights the flaat one need to choose carefully its
TCP variant according to the current RTT condition, as wétwilto point in the following section.

4.2.3 Individual goodputs and fairness as a function of latecy and protocol

In this section, we tried to aggregate the data acquired fsamprevious experiments to represent
them as function of latency and congestion control methoa udéed the three following metrics:
mean of goodputs, Jain’s index and standard deviation tm#sn of goodputs. In the last part of this
section, we also study the distribution of goodputs as itgoad way to synthesize the three other
metrics.

The figures on the left side correspond to the case when omynfides are emitting, while the
ones on the right are the case with twelve nodes, that is tavghgut and with congestion.

Mean goodput Figure 16 presents the mean of the goodput means on the pdriode where 5

or 12 nodes are active. We can see that RTT has an importact eff the goodput as it can cause a
diminution of more than 50 % of the mean goodput. The globadi¢acy is a decrease of the mean
goodput, even though there are a few exceptions such as HAFh seems to have somehow an
erratic behaviour around the 100 ms RTT value in the non-estimned case or such as Scalable
which seems to take back the lead if the RTT goes above 170 ms d&hnodes are active.

For small values of RTT, the protocols are yielding equintkesults but there are more discrep-
ancies as the RTT increases as we experience more than 160riviam goodput difference between
the different protocols. Most noteworthy, Reno is not abl&eep up with up with the other TCP
variants as soon as RTT is close to 30 ms.

If our criteria was to optimise the mean throughput achigefigdre 16 indicates that if we were in
the non-congestioned case, a reasonable pick would be tset&calable for every RTT lower than
170 ms and perhaps changing to H-TCP afterwards. In the o#tser, the logical choice would be to
pick CUBIC for RTTs ranging from 0 ms to 80 ms, then switchinghy TCP variants among BIC or
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1T e
(a) 5 active nodes (b) 12 active nodes

Figure 18: Mean of goodputs’ standard deviation for TCParad when 5 or 12 nodes are actives in
AIST-GtrcNET-10

HighSpeed as they have very similar results for the 80 msrigRTT values and finally use Scalable
for RTT above 170 ms.

This information could help us determine the most adequéle Variant for a given RTT value,
if the mean goodput is the only criteria we have in mind in ffasticular configuration.

Fairness Figure 17 shows the evolution of the fairness for several V&knts with respect to the
RTT. In the non-congested case, the fairness is decreagiag the RTT is increasing, it is mainly
due to the fact that the flows need more time to increase tr@iughput and that they tend to stay for
rather long times around the same throughput value gengriitid of stratas such as can be seen on
figure 10. In the other case, except for a few exceptions (BiCH:TCP), the fairness remains close
to 0.95 in the congested case, which is a rather good value.

If our main criteria was to maximise the fairness, in the mongested case, the best solution
would be to use Scalable for every RTT values. In the othex,daseems that using CUBIC all along
is the most reasonnable choice.

Standard deviation Figure 18 shows the level of variation of the goodputs ardhednean goodput
achieved, which is an indicator of the stability of a protiooca given situation. Here we can notice
that when there is no congestion and the RTT is low, all thegisoare displaying similar standard
deviations. For medium RTT values (20 ms to 75 ms), the bekavs still very similar, even though
the maximal difference between protocols reaches up to 16psM It gets worse for some TCP
variants for high RTT values as we can reach more than 200 Mapation, even though some
protocols such as BIC are behaving better when the RTT inegedl his last point might be explained
by the fact that with high RTT values, the fifth node is disadaged by its slow start period and
requires more time to join when slow-evolving protocolstsas Reno or CUBIC are used.
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Please note that having a small standard deviation is per@@a good stand-alone criteria, as for
instance Reno is displaying very low standard deviatiorhigh RTTs values, but at the same time, it
is unable to achieve good mean goodput results.

When there is congestion, the behaviour is more errati@ed€ is showing more than 200 Mbps
of variation for low RTT values and is more stable (less tharvibps) in high RTT conditions. Itis
quite hard to find similar patterns in their behaviour, esgdgcwhen the RTT is low, but it seems that
we have two categories of protocols in high RTT conditiohsse with low standard deviation (BIC
and CUBIC) and those with high standard deviation (RenohBjgged, H-TCP and Scalable)

Similar to our previous discussion with the mean goodputuif main criteria were to minimise
this metric, we could easily decide with figure 18 which pomids most suited to a given RTT value.
The reasonable choice in the non-congested case would lektary protocol for RTTs lower than
20 ms, to take HighSpeed for the 20 ms-75 ms range and thachswiReno for the rest of the time.
In the congested case, a good solution would be to choosesHegd on the 0 ms-50 ms RTT range,
CUBIC and finally Reno for the rest of the time.

Goodput distributions  The figures 19, 20 and 21 correspond to the goodput distoibsithat were
created by using thigerf logs on the period where all the 12 nodes were active.

The analysis of goodput distributions shows two flow deasiamong the twelve. The figure 20
is representative of the different behaviours observedLd ins. We can see that the CUBIC dis-
tributions show an important mode close to the maximal gabdghievable (941 Mbps) for more
than 30 % of the time, but there is an heavy tail. HighSpeeiiloligions look more like an Gaussian
distribution, which shows that the HighSpeed goodput tead® less variable than the one obtained
with CUBIC.

When the RTT is low (figure 19), BIC and CUBIC tend to perforrthea well as they are able to
maintain a goodput close the maximum achievable (941 Mimganbre than 40 % of the time, even
though CUBIC shows a more important tail. The goodput diations for HighSpeed look more
like a Gaussian distribution with a peak. When the RTT is Iffiggure 21), the distributions are more
widespread, failing to reveal a dominant mode, which sugbes all the protocols tested in this report
doesn't perform well under high latency with congestion.
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Figure 19: Examples of Goodput distribution for 0 ms RTT wHeéhnodes are active, in AIST-
GtrcNET-10
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5 Conclusion

In this research report, we have explored the real behaeifoGEP variants in the context of grid-like
high-speed networks. We have presented a few metrics thagdchas characterise different variants
of TCP in various RTT conditions and we have proposed a simgthodology that could be easily
reproduced everywhere. This work also permitted to ensaetihe AIST-GtrcNET-10 testbed, even
tough we had some technical difficulties with firmwares, i®sadjapproximation of a real testbed like
the one we used in Grid5000 with interesting extra functitina like precise bandwidth measurement
and latency emulation. Finally, we have provided a set oéarpental measurements that allowed us
to give a first insight of the performance of several TCP vdsiand to provide a few hints if we were
to choose to use one of them in given conditions, accordinegdrTT or the congestion level, even
tough for the moment, there is no universal solution.

In the future, we plan to extend further our work by studyiriigep aspects that could help us to
improve and/or find the most suitable solution for a givero§eetworking conditions and objectives.
To do so, we intend to perform the same kind of tests with prstreams, which is considered to be
an “effective” solution for bulk data transfers [HNAO4] atm conduct the study of the evolution of
transfer time according to our parameters as well as the RiFiigss problem in the “grid context”.
Moreover, we will also need to check the impact of other patans such as reverse and background
traffics to be as close as possible to real networking camditi Not to forget that we are currently
only working on memory to memory transfers and that we wilbateed to tackle the problem of disk
to disk transfers.
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