%I 1N RIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMAIQUE

Investigation of Ethernet switches behavior in
presence of contending flows at very high-speed

Sebastien Soudan — Romaric Guillier — Ludovic Hablot — Yudk®dama — Tomohiro

Kudoh — Fumihiro Okazaki — Pascale Primet — Ryousei Takano

N° 6031
November 2006

Théme NUM

apport
de recherche

ISRN INRIA/RR--LIP 2006-38--FR+ENG

ISSN 0249-6399







%I INRIA

RHONE-ALPES

Investigation of Ethernet switches behavior in presence afontending
flows at very high-speed

Sebastien SoudanRomaric Guillier, Ludovic Hablot, Yuetsu KodamB Tomohiro
Kudoh', Fumihiro Okazaki, Pascale Prim&tRyousei Takano

Théme NUM — Systeémes numériques
Projet RESO

Rapport de recherche n° 603%+ November 2006 — 23 pages

Abstract: This paper examines the interactions between layer 2 (&theswitches and TCP in
high bandwidth delay product networks. First, the behasfa range of Ethernet switches when two
long lived connections compete for the same output porwissitigated. Then, the report explores the
impact of these behaviors on TCP protocol in long and fastords (LFNs). Several conditions in

which scheduling mechanisms introduce heavy unfair baditivéharing and loss burst which impact
TCP performance are shown.

Key-words: ethernet switches, queue management, transport protwosk-layering.

This text is also available as a research report of the Labioea de I'Informatique du Parallélisme
http://ww. ens-lyon.fr/LIP.

* LIP, UMR INRIA-CNRS-ENS Lyon-UCB Lyon 5668
 National Institute of Advanced Industrial Science and Tedbgy (AIST, Japan)

Unité de recherche INRIA Rhéne-Alpes

655, avenue de 'Europe, 38334 Montbonnot Saint IsmiemEea
Téléphone : +33 4 76 61 52 00 — Télécopie +33 4 76 61 52 52



Etudes des interactions entre flux TCP dans un switch Etherne trés
haut débit

Résumé :Ce rapport présente les interactions entre les switchs ulthea? (Ethernet) et TCP dans
les réseaux a haut produit débit-délai. Tout d’abord, nousstiguons le comportement de plusieurs
switches Ethernet lorsque deux connexions se partagen&oremort de sortie. Nous explorons en-
suite I'influence de ces comportements sur le protocole EGfh nous exhibons plusieurs situations
dans lesquelles le mécanisme d’ordonnancement introdyiaittage inéquitable de la bande passante
et des pertes en rafales pénalisant les performances de TCP.

Mots-clés : switchs ethernet, gestion de file d’attente, protocolesatesport, cross-layering.
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1 Introduction

Most transport protocol designers addressing wired nédsvdo not take link layer behaviors into
account. They assume a complete transparency and detgrimghiavior (i.e. fairness) of this layer.
However, Ethernet switches are store-and-forward equigsnevhich have limited buffering capaci-
ties to absorb congestions that can brutally occur, due tetyonature of TCP sources [JD05]. Thus
many Ethernet switches use contention algorithms to resateess to a shared transmission chan-
nel [FKM04, AOST93, McK99]. These scheduling algorithmaaat limiting the amount of data
that a subnet node may transmit per contention cycle. THisshia avoiding starvation for other
nodes. The designers of these algorithms have to find a ffduktween performance and fairness in
a range of traffic conditions [MA98]. Considering the casgrmd environment where many huge data
transfers may occur simultaneously, we explore the intiemas between this L2 congestion control
mechanisms and TCP and try to understand how they inteffeiegoal of this study is to investigate
the way packets are managed in high speed L2 equipmentsligsjtand the implication on transport
protocols under different congestion conditions. The toess to understand how the bandwidth and
losses are distributed among flows when traffic profiles spord to huge data transfers.

After a brief introduction on switching algorithms, the ead section of this paper details the
experimental protocol adopted and the observed paramdtettse third part, we present the steady-
state behaviors of CBR (Constant Bit Rate) flows’ packet dalieg and the switch’s characteristic.
In the fourth section, this report study the impact on thigdkof flows and on TCP. The report ends
by a discussion on the problems of switching algorithms id gontext.

2 Switching algorithms

Switching algorithms are designed to solve contentions riiey occur on output ports of a switch
when several inputs ports intend to send packets on the sarheIp input-queued switches, this
problem is known as head of line blocking problem. There asnip two types of such algo-
rithms. Some use a random approach by choosing randomlefsaaknong contending input ports
as PIM [AOST93] does whereas others (as iSLIP [McK99]) usmderobin. From a global point of
view, both can achieve fairness among input port but froncallpoint of view results can be quite
different [Var05, chapter 13].

A user doesn’t knova priori which algorithms are used in its switches nor if they are @& oh
these two types.

3 Experiment description

In order to observe the bandwidth sharing and loss patter@msamngested output port of a switch, a
specific testbed and a restricted parametric space weraasgglore 1 Gbps Ethernet port behavior.

3.1 Objectives and Test plan

In order to characterize the switches and the impact of B@ftcon TCP, several experiments have
been performed.

The first set of experiments consists of running two contegdliows at different constant rates.
These two flows permit to observe different behaviors of thigch under different congestion level,
to highlights the difference of behaviors of different sshiés using mean and variance of per-flow
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output bandwidth. Fine-grained observation can also beenugthg sequence numbers to observe
per-packet switching behaviors in presence of two flows.

Then as TCP tends to send packets per bursts, experimehtenwetCBR flow and one burst are
run. The number of packets of the burst is observed as a &mofiburst’s length.

And lastly two different variants of TCP (BIC and Reno) aralaated on two different switches.
Performance are measured under different situations: avithwithout SACK as it is designed to
improve TCP performance under specific loss pattern andavithms and 50 ms RTT GigE link as
TCP’s performance are impacted by losses and high latencies

These experiments are run the testbed describe in the retixirse

3.2 Testbed

The topology of the experimental testbed is described ondigu One GtrcNET-4[KKT +03] is
used to both generate traffic and monitor the output flowscN&E-1 is an equipment made at the
AIST which allows latency emulation, bandwidth limitaticemd precise per-stream bandwidth mea-
surements in GIigE networks at wire speed. GtrcNET-1 has & @igerfaces (channels). Tests were
performed with several switches but most of the resultsgmtesl here are based on a Foundry Fast-
Iron Edge X424 and a D-Link DGS1216-T. Firmware version @& Houndry switch is 02.0.00aTel.
“Flow control” is disabled on all used ports and priority ékvs set to 0. According to manufacturer’s
documentation, D-Link has 512 KB and according to commamaliliterfaceshow memcommand,
Foundry switch has 128 MB of RAM but for both the way memory lisred among ports is not
known.

GUCNET-1 |o  (Switch ) flow 1
(8]

****** flow 2
o|GtrcNET-1 |
ey ey
(8] (8]

GtrcNET-1 |m
<
o

- J

Figure 1: Experimental testbed

3.3 Parametric space

We assume L2 equipments do not differentiate UDP and TCPepmcKests that have been made
corroborate this fact. Experiments were conducted with BIDRs as they can be generated easily by
GtrcNET-1 and as they can be sent at a constant rate.

‘http://www. gtrc. ai st.go.jp/gnet/

INRIA



Interaction between Layer 2 equipements and TCP flows 5

The following parameters were explored: flows’ rate, pat&egith and measure interval length.
Different levels of congestion using different flow’s rateere used : 800, 900, 950 and 1000 Mbps.
These rates are transmission capacity (TC) used to gengdbdepackets. Transmission capacity
specify the bitrate (including Inter Frame Gaps and preainiii an emulated Ethernet link. Experi-
ments were strictly included in the period of packet getemnatP packet length are set to 1500 bytes
as high-speed connections use full size packets. In ordasderve output flow bandwidths, packets
were counted on intervals of 400 and 1Q@9(around 33 and 83 packets at 1 Gbps).

3.4 Test calibration

We first compare the flows generated by GtrcNET-1 with and auttswitch to be sure switches do
not introduce too much noise. Here, the observation intésw00 yS.

With 1000 Mbps (wire speed) as transmission capacity, dygagamble and IFG, transmission
bandwidth will be of1000 * (64 + 18)/(64 + 18 + 20) = 803 Mbps with 64 bytes packets and
1000 = (1500 + 18)/(1500 + 18 + 20) = 986 Mbps with 1500 bytes packets. Table 1 summarizes
these values.

GtrcNET-1’s is able to generate packets at the specified.rélthen GtrcNET-1's channel 3 (ch3)
is directly connected to chO and ch3 generates UDP packetsfaored bandwidth on chO is constant.

Then, the measurements with one flow transiting through thuméliry Fast IronEdge X424 switch
was done. Figures 3 represent the output bandwidths olokenvehO when the flow goes through the
switch. In these figures, measured bandwidths are not de stailthe ones obtained without switches
(figure 2) but the obtained rates are nearly the same.

Transmission capacity (Mbps UDP bandwidth (Mbps)

)64 B packets| 1500 B packets
900 724 888
950 764 937
1000 803 986

Table 1: UDP flows bandwidth with respect to transmissioracép used

T T T T T T T T T T
1000 | flow —— | 1000 L flow —— |

800 [ B 800

600 600

bandwidth (Mbps)
bandwidth (Mbps)

400 - 400 -

200 B 200

0 L L L L L L L L 0 L L L L L L L L
0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9

(@) IP length = 64 bytes (b) IP length = 1500 bytes

Figure 2: Without switch, TC = 1000

RR n°6031



S. Soudan, R. Guilllier, L. Hablot, Y.

Kodama, T. Kudoh, F.£2ka P. Primet, R. Takano

1000

8

3
3

6

3
3

bandwidth (Mbps)

200

0

400

T
flow —— |

AN

L L L L L L L L
0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9

(&) IP Iengt“rmf(:S) 64 bytes

bandwidth (Mbps)

1000

8

3
3

600

200

0

T
flow ——

400

0

L L L L L L L
0.1 0.2 0.3 0.4 05 0.6 0.7

(b) IP length = 1500 bytes

Figure 3: Switch, TC = 1000

4 Steady-state behaviors of CBR flows’ packets scheduling

L
0.8

0.9

This section presents some of the bandwidth patterns aibervthe output port of the Foundry Fast
IronEdge X424 switch when two CBR (Constant Bit Rate) flovessnt through this output port. We
only concentrate on 1500 bytes packets as high throughpus flse such packets size (or over with
jumbo frames). Each figure of this section represents thaubuate of the two flows (subfigures (a)
and (b)). Sums of output bandwidths are always constant@&Mi§ps. Measures presented in this
section are made using 1 ms intervals.

4.1 Two CBR flows with same rates

Figures presented in this section use the same input rateddwo flows.
In figure 4, only one flow is forwarded at a time. There are maawgditions between the two

flows but it seems to be completely random. It can be noticattkie aggregated bandwidth is nearly

constant and that one flow can starve for more than 100 msx#onple: flow 1 between 1.6 s and

1.75s).

1000 -

800

bandwidth (Mbps)

200 |

600

400

L L
0 05 1 15 2 25

" fow1 ——

(a) Output banlgi/(vﬂidth of flow 1

bandwidth (Mbps)

1000

800

600

400

200 |

|

" fowz ——

L L
05 1 15 2

(b) Output bandwidth of flow 2

Figure 4: 1000 Mbps + 1000 Mbps (1500 bytes)
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In figure 5, flows do not starve but a real unfair sharing is plesgkfor more than 300 ms. From
time 1.45 sto 1.75 s, one is running at more than 900 Mbps andttier at less than 50 Mbps.

T T T T T T T T
1000 - flowl —— | 1000 - flow2 —— |

800 4 800

600 600

bandwidth (Mbps)
bandwidth (Mbps)

400 400

200 | 4 200 |

L L L L L L L
0 05 1 15 2 25 0 05 1 15 2 25

(a) Output bandwidth of flow 1 (b) Output bandwidth of flow 2

Figure 5: 900 Mbps + 900 Mbps (1500 bytes)

As seen in all the figures shown in this section, sharing amigpgt ports can be really unfair
on “short” time scale, which can have a dramatic impact as rh80may be a very long interval
within TCP’s dynamic specifically at these rates. Around@3800-bytes packets should have been
forwarded at 1 Gbps within 100 ms.

4.2 Two CBR flows with different rates

In figure 6, it can be observed that when the two flows are sgratinifferent rates (with one at wire
speed), instant flow rate on the output port varies among afsetiues. And finally, when none of
the flows is at 1 Gbps and they have not the same rate, as in #igtie sharing of the bandwidth is
closer to what we would expect to obtain as with 1 ms interteeovation the throughput is nearly
constant.

T T T T T
1000 - flowl —— | 1000 - flow2 —— |

T |

600 H 600 H

400 H \ - 400 H
200 4 200 H / /
o . . . . ° . .

0 05 1 15 2 25 0 05 1 15 2 25

(a) Output bandwidth of flow 1 (b) Output bandwidth of flow 2

bandwidth (Mbps)
bandwidth (Mbps)

Figure 6: 1000 Mbps + 900 Mbps (1500 bytes)

As a conclusion of this section, when the two CBR flows haveste rate or one of the flow is
at the maximum rate, the behavior of this switch is unfair shaft” time scale (100 ms) but is not
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T T T T T T
1000 - flowl —— | 1000 - flow2 —— |

800 B 800

600 w ' I

400

600

200 B 200

bandwidth (Mbps)
bandwidth (Mbps)

L L L L L L
0 05 1 15 2 25 0 05 1 15 2 25

(a) Output bandwidth of flow 1 (b) Output bandwidth of flow 2

Figure 7: 950 Mbps + 900 Mbps (1500 bytes)

when none of the two rates is at wire rate. The following s&xdipresent some quantitative measures
on these situations for several switches.

4.3 Sequence number analysis

In this section, instead of monitoring the output bandwitile sequence numbers of forwarded pack-
ets are monitored. Figure 8 shows the situation with two 10@Ps flows and figure 9 with two
400 Mbps flows on Foundry switch. In these figures is the sempiaaomber of a packet at the date it
was observed on the output port represented by an impulsanlbe noticed that on the first figure
(figure 8), only one flow is forwarded at a time most of the timng jike observed in figure 4, whereas
on the second ones (figure 9) output packets are picked atitezty from the two flows (figure 9 (c)

is a zoom-in of a short interval).

uuuuuuuuuu

uuuuuuuuuu
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oooooooooo

) e

7 0 1 1 -

nnnnnnnnnn
uuuuu II | ]I' I

o o

05
time

(a) Sequence number of flow 1 (b) Sequence number of flow 2

Figure 8: Evolution of sequence number of packets on theuvytprt (1000 Mbps + 1000 Mbps
(1500 bytes) on Foundry switch)

On D-Link switch, even when the two input rates are 1000 Mfigsi(e 10), packets on output port
come alternatively from the two port but packets are alt@rely dropped too. Sequence numbers of
forwarded packets are growing by from 1 to 3 (figure 10 (c)hase is only 1000 Mbps of bandwidth
on output port and some of the input’s packets have to be @bpphis is different from the Foundry
switches where packets are dropped by burst. The case wWitM#fs flows and D-link is similar to
Foundry one. This likely means the two tested switches hidfereht queue management strategies.
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(b) Sequence number of flow 2 (c) Zoom with both flows

Figure 9: Evolution of sequence number of packets on theubytprt (400 Mbps + 400 Mbps (1500
bytes) on Foundry switch)
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Figure 10: Evolution of sequence number of packets on theubytort (1000 Mbps + 1000 Mbps
(1500 bytes) on D-Link switch)

4.4 Quantitative measures for CBR flows

Following tables summarize statistical metrics for the fleavs on different switches with different
input rates. The first two columns indicate the input ratddlips for flow 1 and flow 2, the next four
columns show average, maximum and minimum throughput (Mapd its variance (square Mbps)
for flow 1. The next four do the same for flow 2 and finally the Edtumn indicates the interval used
for throughtput measurements.

It can be observed that tables 2, 3 and 4 show a very high e&iand minimum throughput of
0 Mbps when the input rates are equal to 1000 Mbps whereas %all and 7 don’t. The three first
switches are tend to make one of the flows starve for periodsnef longer than 100 ms when the
congestion is severe. These three switches also perforair shiring under high congestion whereas
the three last always split the available bandwith arounél M®ps when the input rates are equals.
In the case of D-Link switch, it occurs even when the inpuesadre different and the output port is
congested.

To conclude this section, it seems switches divide in twéerbht classes. In the first one star-
vation can occur and high variance under severe congestiorbe experienced. In the second one
low variance and no starvation occurs. As TCP connectioms ha knowledge of which switches the
network is made of, it can be guessed that the behavior arfidrpemces of the connections can be
highly and differently impacted as it will be shown in seati.

RR n° 6031
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Input rate chO(flow 1) chO(flow 2)
CH2 | CH3 | ave | max | min | var | ave | max | min | var
1000 | 1000 | 800 | 988 | 666 | 19K | 188 | 323 0 | 19K | 100 ms
800 | 800 | 197 | 197 | 197| O 792 791 | 792 O 100 ms
500 | 500 | 494 | 494 | 494 | 0O |494| 494 |494| O 100 ms
800 | 600 | 569 | 574 | 566 | 4 | 419 422.52| 414| 3 100 ms

Interval

Table 2: Two CBR flows on Foundry Fastlron Edge X424

Input rate chO(flow 1) chO(flow 2)
CH2 | CH3 | ave | max | min| var | ave | max| min | var
1000 | 1000| 525| 988 | 0O | 203K | 463 | 988 | 0O | 203K | 100 ms
800 | 800 | 785| 787 | 635 | 233 | 203 | 353 | 200 | 233 | 100 ms
500 | 500 | 494 | 494 | 494 0 494 | 494 | 494 0 100 ms
800 | 600 | 567 | 575 | 547 | 12 | 419 441 | 413 | 12 100 ms

Interval

Table 3: Two CBR flows on Cisco 4948

Input rate chO(flow 1) chO(flow 2)
CH2 | CH3 | ave | max | min| var | ave | max| min | var
1000| 1000| 172| 988 | O | 113K | 816| 988 | 0O | 113K | 100ms
800 | 800 | 738 | 746 | 735 3 250 | 253 | 242 3 100 ms
500 | 500 | 494 | 494 | 494 0 494 | 494 | 494 0 100 ms
800 | 600 | 577| 586 | 569 | 18 | 411| 419 | 401 | 18 100 ms

Interval

Table 4: Two CBR flows on Cisco 3750

Input rate chO(flow 1) chO(flow 2) Interval
CH2 | CH3 | ave | max | min | var | ave | max | min | var
1000 | 1000 | 494 | 494 | 494 | O | 494 | 494 | 494 | 0 | 100 ms
800 | 800 | 494 | 494 | 494 | 0O | 494 | 494 | 494 | O | 100ms
500 | 500 | 494 | 494 | 494 | O | 494 | 494 | 494| O | 100ms
800 | 600 | 497 | 497 | 496 | O | 491 | 491 | 490| O | 100ms
Table 5: Two CBR flows on D-Link DGS1216T
Input rate chO(flow 1) chO(flow 2) Interval
CH2 | CH3 | ave | max | min | var | ave | max | min | var
1000 | 1000 | 494 | 494 | 494 | O | 494 | 494 | 494 | 0 | 100 ms
800 | 800 | 494 | 495 | 494 | 0O | 494 | 494 | 494| O | 100ms
500 | 500 | 494 | 494 | 494 | O | 494 | 494 | 494| O | 100ms
800 | 600 | 565| 565 | 565 | 0O | 424 | 424 | 423 | O | 100ms

Table 6: Two CBR flows on Huawei S5648

INRIA
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Input rate chO(flow 1) chO(flow 2) Interval
CH2 | CH3 | ave | max | min | var | ave | max | min | var
1000 | 1000 | 496 | 497 | 494 | 1 | 493| 494|491 | 1 | 100 ms
800 | 800 | 492 | 492 | 492 | O | 496| 496 | 496| O | 100ms
500 | 500 | 494 | 494 | 494 | O | 494 | 494 | 494| O | 100ms
800 | 600 | 551 | 551 | 550 O | 437 | 438 | 437| 0O | 100ms

Table 7: Two CBR flows on DELL 5224

4.5 Steady-state Switch’s characteristic for CBR flows

While previous section shown metrics in a small number ofsion for several switches, this section
will present somes metrics for two switches for all inputesat In order to characterize switching
behaviors, the ratio of output bandwidth divided by inpundd&idth were measured for every input
rates (from 0 to 1 Gbps by 20 Mbps). Variance of the flows amompgements were also measured.
Each experiments last 12 seconds, measurements have bez=womd ms intervals and have been
repeated 3 times.

Figure 11 shows the isoline of the ratio of output bandwidtiidgd by input bandwidth of flow
1 (on subfigure (a) and of flow 2 on subfigure (b)) on Foundrya@wilX axis is the input rate of the
first flow and Y axis the one of the second flow. It can be obsetiwatithe isolines tends to join at
one point — (1000,0) for flow 2. When there is no congestioroflehe line joining (0, 1000) and
(1000, 0)), the ratio is equal to 1. Figure 12 shows the gaphtained for the D-link switch. Here,
the behavior is completly different and probably relatethtopacket switching algorithms used. With
this switch, if the input rate of the flow 2 is less or equal t® B0bps, its output rate is always equal
to the input rate regardless of the input rate of flow 1.

We weren't able to find an explanation for strange pattermeiiesl on the bottom right of figures
11 (a) and 12 (a) yet.

Figure 13 shows the standard deviation of the output barttiviiat the 2 flows with the Foundry
switch (with 1 ms measurements’ interval). The standardadiew is quite low in the usual case. But
when the input rates are the same or when one of them is at tkienoma, more deviation can be
observed. The highest standard deviation is obtained wieetwo flows are at 1 Gbps. That is when
alternate complete starvation of one of the flows was obderi#gure 14 is similar to the previous
one but realized with the D-Link switch. Even below the castgm limit, output bandwidth vary
on this switch. However magnitude of standard deviatiorsda® grow as high as with the Foundry
switch.

As variance isolines shown, predictions on the behaviorsaigch are not easy to madaepriori.
Next section will show that the differences between the witches tested in this section impact TCP
performances.

5 Impacton TCP

In the previous sections, strange behaviors of switcheg wibserved when the congestion level is
very high. As TCP uses a congestion avoidance mechanismgcamassume this prevents the oc-
currence of such high congestion level on switches’ outpuisp However in the slow start phase as
the congestion window is doubling at each RTT and during esgive congestion window increase
phases (as in BIC [XHRO04]), flows can face severe congestions

RR n°6031
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Figure 11: Isoline of output bandwidth over input bandwittihthe 2 flows on Foundry switch
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Figure 12: Isoline of output bandwidth over input bandwittihthe 2 flows on D-Link switch
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Figure 13: Isoline of standard deviation of output bandiwialt the 2 flows on Foundry switch

INRIA



Interaction between Layer 2 equipements and TCP flows 13

20 -
1000 10 -
e 000

4 800

e 700

600

500input rate 2 (Mbps)
400

300

200

100

20 -
7 1000 15 -
- 1

800

600

input rate 2 (Mbps)
400

i 200

o E P St st N
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000

input rate 1 (Mbps) input rate 1 (Mbps)

(a) Flow 1 (b) Flow 2

Figure 14: Isoline of standard deviation of output bandvioft the 2 flows on D-Link switch

5.1 Slow start

In this section, we study the impact of L2 packet scheduliggrihms on already established flows
when a new connection starts. The testbed used is similaetorte presented before but the the first
CBR flow generated by GtrcNET-1 was replaced by a burst oflséilength generated tpktgen
linux kernel module. In this experiment, the bandwidthsaoi#d by the CBR flow and the burst were
measured. We assume that the amount of CBR flow’s lost batidwimresponds to a number of
packets lost as in a long run situation, the switch can’tdyudll the packets. Figure 15 represents the
estimated number of loss that the first flow experienced as@tian of the length of the burst with
different switches. It can be seen that generally the bugstpst of his packets going through the
output port, which causes a large dent on the CBR flow. Butnatyed different behaviors can be
observed. Figure 15 (b) shows very regular lines for the DHRALink and Huawei switches whereas
they are very noisy for the Cisco and Foundry switches (fidutrg¢a)) which might indicate these
switches use more sophisticated algorithms.

1600 - 1600 .
Foundry —i— Dell5224 ——
Cisco 3750 ---i-- Huawei S5648 -------

Cisco 4948 -1 | DLINK -+
1400

i 1400
1200 ; ! : & 1200

1000

1000 ":f"rﬁ:

800
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number of burst's packets forwarded
number of burst's packets forwarded

400

T =2

200

200

i
0 500 1000 1500 2000 0 500 1000 1500 2000
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Figure 15: 1000 Mbps CBR flow’s losses
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As switches differently drop packets and it impacts TCP&e section will compare two TCP
variants (BIC and Reno) under two latencies (0 ms RTT and 5BT19, with and without SACK on
D-Link and Foundry switches.

5.2 Transport protocols comparaison on different switches

Experiments presented in this section use four hosts: twibese and two receivers, all running iperf.
The two flows involved share a 1 GbE link of configurable RTT: § on 50 ms. Bottleneck takes
place in the switch before this link. We observe the two flowslos link using the GtrcNET-1 box.
All the experiments share the same experimental protocait ffow is started for 400 s, 20 s later
second flow is started for 380 s.

In these experiments, TCP buffers where set to 25 Mbyteg agdieuel en to 5000 packets to
avoid software limitation on end hosts.

First observation, the first flow manages to fill the link byltsn all situations except for Reno
with 50 ms RTT on D-Link switch where a loss occur during thstfgeconds (figures 28 (a) and 30
(a))-

The two next sections will present graphics for 0 ms RTT aed t60 ms RTT GIigE links.

521 OmsRTT

Figures presented in this section represent flows’ throutghpn a 0 ms RTT GigE link. Some figures
present periods of time where one of the flow is nearly sildf@.can observe such behaviors on figure
17 (a) between seconds 320 and 340, on figure 19 (b) betweendse80 and 50 and between seconds
150 and 175 and finally on figure 25 (a) between 200 and 220. Wetdibserve such starvation on
D-Link switch nor with Reno TCP.

Comparaison clearly shows the interest of using SACK asnitdsths” the bandwidth usage of
the two flows, no more stop and go when packets are lost in thiterswAbsence of SACK is the
worst case for Foundry switch, as in this situation we careokesin figure 17 that only one flow is
forwarded at a time. It can be noticed that TCP default cordiion provided by current linux kernel
(2.6.18) is BIC with SACK.
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Figure 16: Two BIC flows without SACK (0 ms RTT) on D-Link switc

m | " ||' '

Figure 17: Two BIC flows without SACK (0 ms RTT) on Foundry suhit
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Figure 18: Two BIC flows with SACK (0 ms RTT) on D-Link switch
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Figure 19: Two BIC flows with SACK (0 ms RTT) on Foundry switch
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Figure 20: Two Reno flows without SACK (0 ms RTT) on D-Link setit
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Figure 22: Two Reno flows with SACK (0 ms RTT) on D-Link switch
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Figure 23: Two Reno flows with SACK (0 ms RTT) on Foundry switch
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5.2.2 50msRTT

Figures presented in this section represent flows on an &sdB® ms RTT GIigE link. As the latency
is higher, TCP variants are less reactive and losses havepsatt on performance.

We can observe on figure 29 and 31 that Foundry switch is atidefterize some packets from
one RTT to next one. Smoothed RTT estimation (from Web100R@B] variables) in the situation of
figure 29, shows an increase from 52 ms at 75 s to 80 ms justebiéfioe 150 ms, which corroborates
this observation.

BIC
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Figure 24: Two BIC flows without SACK (50 ms RTT) on D-Link swft
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Figure 25: Two BIC flows without SACK (50 ms RTT) on Foundry &k
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Figure 26: Two BIC flows with SACK (50 ms RTT) on D-Link switch
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~ (a) Flow  wFowz

Figure 27: Two BIC flows with SACK (50 ms RTT) on Foundry switch
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Figure 30: Two Reno flows with SACK (50 ms RTT) on D-Link switch
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Figure 31: Two Reno flows with SACK (50 ms RTT) on Foundry stvitc
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5.2.3 Quantitative comparaison

We summarize in this section results of the previous sestiddata presented in this section have
been collected using Web100 Linux kernel patch. Table 8esamts the mean goodput in Mbps of
each flow in the different experiments, table 9 represemtsitimber of retransmission per second and
finally table 10 represents the number of timeouts per second

On table 8, we can observe that mean goodput is higher wheg Bsiundry switch than D-Link
one. We can also notice highest aggregated goodput with 0TiisdRobtained on Foundry switch
with Reno and SACK whereas the best results are obtained bimDwith BIC and SACK. With
50 ms both best results are obtained with BIC and SACK. Tabigllights the fact that there is more
retransmission with D-Link switch than with Foundry with GRTT but the situation is the opposite
with 50 ms RTT. And finally, table 10 shows that more timeouwtsurs on D-Link switch and that there
is more timeouts with 0 ms RTT than with 50 ms.

Figures of previous sections and tables of this sections Bagwn that the behaviors and perfor-
mances of TCP variants on different switches can drambticaty.

. . Mean goodputs
TCP variant| Sack?| Switch 0msRTT | 50 ms RTT
Yes Four_1dry 417 & 543 | 372& 413
BIC D-Link | 468 &491| 168 & 238
NoO Foundry 408 & 471 | 192 & 253
D-Link | 361&394| 118&178
Yes Four_1dry 461 &505| 345& 434
Reno D-Link | 434&461| 141 & 201
No Foundry | 433 & 475 | 254 & 535
D-Link | 364 & 407 | 154 & 198

Table 8: Mean goodputs of 2 flows sharing one port for 400 s @lbp

. . Retransmission per seconds
TCP variant| Sack?| Switch 0ms RTT 50 ms RTT
Yes Foupdry 58.14 & 60.01 | 14.27 & 15.83
BIC D-Link | 206.75 & 227.22| 2.76 & 4.25
No Foundry| 41.17 &53.39 6.28 & 7.67
D-Link | 447.68 & 493.23| 3.91&4.25
Yes Foundry 47.65&50.02 | 0.34&3.25
Reno D-Link | 183.84&192.32] 0.17 &0.59
No Foundry 45.10 & 46.78 0.39&0.46
D-Link | 100.58&89.32| 0.10&0.12

Table 9: Number of retransmissions per seconds for 2 flowsrghane port for 400 s (pkt/s)

6 Discussion
In this present work switches are being evaluated in a exdrsitnation which is likely not to be the

one for which algorithms were optimized as only three pamrtsused (two input ports and one output
port) with a high congestion level.
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. . Timeouts per seconds
TCP variant| Sack?| Switch 0msRTT | 50 msRTT
Yes Four_wdry 0.18 & 0.63 0&0.01
BIC D-Link | 1.60&1.74| 0.007 & 0.01
No Foundry 1.94&2.05| 0.05&0.06
D-Link | 2.37&2.55| 0.09&0.11
Yes Four_wdry 0.14&0.23 0&0
Reno D-Link | 2.22 & 2.33 0&0
No Foundry 149&1.67| 0&0.005
D-Link | 2.34&2.43| 0&0.005

Table 10: Number of timeouts per seconds for 2 flows sharimgpamt for 400 s (timeouts/s)

While IP is the common layer of the Internet, Ethernet candresitlered as the common layer of
grids. For example, grids often use Ethernet over DWDM ag ldistance clusters interconnexion.
In this situation, congestions between flows take place et switches. We can face congestion
on a long latency link or local links depending on which nodes talking together. Papers on IP
router buffer sizing assume that queue are droptail FIFOO{Tbut we observed (section 4) queue
management in switches are not so simple and different fieitcts to switch. There are two design
issues: queue length but also queue management.

This first work on interaction between transport protocold Eyer two equipements highlighted
different behaviors and level of performance of these matunder similar situations. The situa-
tion studied in this report in not so uncommon in a grid contelere large amount of data can be
moved between nodes with a low multiplexing level and a nieifieum distribution of sources and
destinations. Switching algorithms have not been designeblve contention in this context. It is
unlikely switches vendors publish precise descriptiorhefrtproducts. Further investigations are then
needed to understand what really happen in switches anddmowprove protocol in this particular
context. For example, are “uplink” ports managed diffegghtHow is the memory managed? What is
the buffer length of a given port? Is there different switchstrategies applied depending on inputs’
“load”? When are triggered backpressure through EtherAefSE packets? Nevertheless design-
ing switching algorithms and Ethernet equipements taking account future contending large data
movements seems quite important as performances obsameuwbtaoptimal (the output link is not
fully filled), the sharing is not fair and performance are pdictable.

7 Conclusion

Packet scheduling algorithms for Ethernet equipments haea designed for heterogeneous traffics
and highly multiplexed environments. Nowadays Ethernetches are also used in situations where
these assumptions can be incorrect such as grid enviroemehis report shows several conditions
in which these scheduling mechanisms introduce heavy nmefss (or starvation) on large intervals
(300 ms) and loss burst which impact TCP performance. Thesditions correspond to situations
where huge data movements occur simultaneously. It alsesstitat behaviors are different from
switch to switch and not easily predictable. These obsemnsibffer some tracks to better understand
layer interactions. They may explain some congestion pséissituations and why and how parallel
transfers mixing packets of different connections takeaathges over single stream transfers.
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We plan to pursue this investigation of layer two - layer foieraction and explore how to model
it and better adapt control algorithms to fit the new applicet requirements. We also plan to do the
same precise measurements with flow control (802.3x) andesdrased software pacing [TKK5]
enabled which both tend to avoid queue overflows.
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