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We consider the problem of rewriting queries using only materialized views. We first
show that if the views subsume the query from the point of view of the information content,
then the query can be rewritten using only the views, but the resulting query might be
extremely inefficient. We then focus on aggregate views and queries over a single relation,
which are fundamental in many applications such as data warehousing. We show that in
this case, it is possible to guarantee that as soon as the views subsume the query, it can
be rewritten in terms of the views in a simple query language. Our main contribution
is the conception of rewriting algorithms which run in polynomial time, and the proof
of their completeness which relies on combinatorial arguments. Finally, we consider the
materialization of ratio views such as average and percentage, important for the design of
materialized views.

1. INTRODUCTION

The manipulation of aggregate data is a fundamental issue in many applications
such as data warehousing [Wid95, Gup97, MQM97], and OLAP systems [HRU96,
AGS97, GM99b]. In such systems, queries involve aggregation over evolving data
of very large size. The use of materialized aggregate views can strongly increase
the efficiency of query processing.

Moreover, beyond the optimization problem, materialized views constitute some-
times the only data available, while the initial data cannot be accessed anymore.
The practical importance of this problem is increasing for reasons related to data
communication as well as to the type of the data, for instance with applications
involving mobile computing [WSD*95, BI95], which often require to deal with the
locally available data, as well as for instance statistical databases [OOM87, RBT96,
Sho97], where the initial data often do not exist per se, or are made unavailable for
reasons of privacy [MMR91, MM98].

In this paper we focus on the problem of rewriting queries into equivalent ones
using only materialized views. This problem has been widely addressed in the lit-
erature for various classes of queries and views, such as in particular conjunctive



queries [LMSS95, CKPS95], and aggregate queries [SDJL96, CNS99, GRT99]. Al-
gorithms have been designed to rewrite the initial queries against the database into
equivalent queries against the views.

An alternative way to process queries using views makes an explicit use of the
view extensions in addition to their definitions. View-based query answering allows
to retrieve certain answers to the query that comply with any database instance
coherent with the view extensions.

Query answering can in general be more effective than query rewriting. Indeed,
it might allow the user to derive answers even when an equivalent rewriting does not
exist. Equivalent query rewriting though is promising in the present context. First,
the complexity of computing the equivalent rewriting depends only upon the size of
view expressions, and not upon the size of the data, which is supposed to be large
in the applications considered. More importantly, when aggregating, the answer to
a query should be exact. Incomplete answers to queries would lead to approximate
aggregation, a topic of strong interest, but beyond the scope of this paper. Finally,
we focus in this paper on the completeness with respect to the information content
of the views of the rewriting methods we propose, thus restricting to equivalent
rewriting.

To the best of our knowledge, the problem of deciding if views contain enough
information to rewrite a query has not been addressed. Deciding if the views allow
the rewriting of a query is a fundamental question both positively for answering
the query if no other data are available, and negatively, for protecting data with
the guarantee that the views do not permit to derive sensitive information.

We introduce a notion of completeness which is not restricted to any syntactic
type of rewriting. A rewriting algorithm will be said to be complete if intuitively
arbitrarily more complex forms of rewriting would not lead to any improvements.

We characterize the information content of collections of views or queries, by
their capability to distinguish different database instances. We say that a collection
of queries, Q, subsumes another one, Q', if Q has at least the distinguishing power of
@', or, more formally, if for each pair of instances I, I», if they are undistinguishable
by Q (same answers for all queries on the two instances), they are undistinguishable
by Q.

Our first result shows that a query can be rewritten using a collection of views
iff the views subsume the query. The resulting rewritten query might be extremely
inefficient. We then consider rewritings restricted to fixed query languages, as is
usually done. It is easy to see though that in general a restricted rewriting results
in incomplete methods, that fail to rewrite in presence of enough information. In
the literature, weaker forms of completeness are often proposed relative to some
specific query languages in which the rewritten queries are expressed.

We then turn to aggregate queries and views, and focus on a class defined
by one aggregation over one relation. Although this restriction might seem drastic,
these queries are fundamental in many applications in OLAP and data warehousing
[GBLP96, HRU96, GHRU97], where data are first extracted according to specified
criteria and then aggregated along several “dimensions” to analyze. Iceberg queries
and cubes are also based on a similar assumption [FSGM*98, BR99].

We consider aggregate functions such as count, and iterated sum and multiply,
and ratio of them: average avg, and percentage perc. We propose a rewriting
algorithm AggRew, for rewriting queries in terms of count, sum and multiply views.
The rewriting techniques we propose for aggregate queries and views are similar (in
the COUNT and SUM part) to those proposed in [SDJL96, CNS99, GRT99], but



extend them to the processing of percentage and average queries/views.

The main result of the paper is to show that the proposed algorithm is sound
and complete with respect to the information content, thus showing that no better
rewriting can be obtained, no matter how complex and rich the rewriting technique
and the target query language are. So, the algorithm AggRew produces a rewriting
iff the views subsume the query. We believe that this is the first result of this type.
The proof of completeness is the subtle part. It relies on combinatorial lemmas
showing that the possible rewritings are in fact restricted. The complexity of the
algorithm is shown to be linear.

We then consider the case of views with ratio aggregations such as average
and percentage (stored as ratio). In this case, we have shown that, even if some
manipulations may produce an exponential burst of the computation, a polynomial
time algorithm, AggRew2, can be obtained. The strategy used to reduce the
complexity relies on a separation of rewriting rules that are conservative for the
information content, and rules that rewrite views into views with less information
content. The former are shown to produce only a quadratic blow up, while the
latter might produce an exponential blow up. We show that the latter can be used
at the end of the computation, and that one application of these rules is sufficient.

We have shown that the algorithm AggRew?2 is sound, but we were unable to
prove its completeness with respect to the information content. We have demon-
strated a weaker form of completeness with respect to a set of elementary rewriting
rules. The main interest of this second algorithm is the tractability which can
be maintained although the search space has become exponential with the ratios.
Moreover, it is shown that by an increase in the number of materialized views, a
linear algorithm can be obtained.

These results provide insight in database schema design. Indeed, the choice of
the views to be materialized determines how efficient the rewriting process is and
which queries can be rewritten. This can be used to make data accessible, or on
the contrary to protect sensitive data. Note that we consider only the problem of
rewriting queries using views, and that the protection of data has to be addressed
mainly at the level of instances.

The paper is organized as follows. In the next section, we present related work
on query processing using views. We then present two motivating examples with
aggregate views, and analyze the possibility of rewriting queries using the views. In
Section 4, we introduce the concept of subsumption between collections of queries.
In Section 5, aggregate queries are introduced, and the notations are illustrated.
The algorithm for rewriting queries from flat views is presented in Section 6. It is
shown to be complete and to run in linear time. Finally, in Section 7, we consider
ratio materialized views.

2. RELATED WORK

The problem of computing the answer of a query by using some precomputed
(materialized) views has been extensively studied in the literature and has been
generically denoted as the problem of answering queries using views (see for instance
[LMSS95, DG97, Hal00]).

Informally speaking the problem can be stated as follows: given a query () and
a collection of views V over the same schema s, is it possible to compute the answer
of @ by using (only) the information provided by the views in V7



A more rigorous distinction has been made between view-based query rewriting
and query answering, corresponding to two distinct approaches of the general prob-
lem [CGLV00d, CGLV00c, Hal00]. Query rewriting is based on the use of the view
definitions to produce a new rewritten query, expressed in terms of the available
view names. The answer of the query can then be obtained by using the rewritten
query and the view extensions. Query answering is based instead on the exploita-
tion of both the view definitions and the view extensions, trying to determine the
best possible answer, possibly a subset of the exact one, which can be extracted
from the view extensions. More precisely, the goal is to compute the certain an-
swers to the query with respect to the views, i.e. the set of tuples that are in the
answer of the query for every database instance, which is compatible with the view
extensions.

Several authors have studied the query answering problem for various classes of
queries and views, both under the Closed and the Open World Assumption [AD98,
GM99a, CGLV00a, CGLV00b]. Generally speaking, query answering techniques are
preferable in contexts where exact answers are rather unlikely to be obtained (e.g.
integration of heterogeneous data sources, like Web sites), and when requirements
on response times are not very stringent. On the other hand, as noted in [GM99a],
query answering methods can be extremely inefficient, because it is difficult or even
impossible to process only the “useful” views and to apply optimization techniques
such as pushing selections and joins. As a consequence, the rewriting approach
is more appropriate in contexts like OLAP systems, where the amount of data is
very large and fast response times are required [GLO1], and for query optimization,
where different query plans need to be maintained in main memory and efficiently
compared [ALUO1].

Moreover, an important distinction has to be made between algorithms for
equivalent (or exact) rewritings and algorithms to produce maximally contained
(or perfect) rewritings. The former produce a rewritten query, which is equivalent
to the original one, while in the latter case the rewritten query is the best contained
approximation of the original one, which can be obtained from the available views.
The complexity of answering/rewriting queries using materialized views depends
upon the syntax of the views and the queries [DG97, AD98, AGK99].

Several algorithms have been proposed to produce equivalent rewritings when
the query and the views are conjunctive (but do not contain aggregations). Par-
ticularly, the bucket algorithm [LRO96], the inverse-rule algorithm [Qia96], the
Shared-Variable-Bucket algorithm [Mit99] and MiniCon [PL00] (which are both re-
finements of the bucket), and CoreCover [ALUQO1]. The idea of the inverse-rule
has also been used to produce maximally contained rewritings [DG97, AGK99]. In
[LRU96] the authors propose an algorithm for equivalent rewriting in case of an
infinite number of views.

Some algorithms have also been proposed to produce equivalent rewritings, when
the query and the views are conjunctive and they both contain the standard aggre-
gations COUNT, SUM, MIN and MAX [SDJL96, CNS99, GRT99]. Particularly,
the algorithm proposed by Cohen et al. is based on the following technique: (i)
each of an exponential number of “candidate rewritings” is considered; (ii) the
candidate rewriting is unfolded (i.e. the view literals are replaced by their body
expressions); (iil) finally, the equivalence of the obtained query and the query to
rewrite is checked by using known equivalence criteria. The three steps are repeated
until a successful (equivalent) rewriting is detected or the set of candidate rewriting
has been exhausted, thus indicating a failure.



The first algorithm we propose in this paper has some analogies (in the COUNT
and SUM part) with the one proposed in [CNS99], since it is also based on rewriting
count queries using count views and on rewriting sum queries using either sum
or count views. However, the focus of our paper is very different, since we only
consider polynomial algorithms (although obviously assuming a more restricted
form for queries and views), we also consider the impact of ratio aggregations,
namely averages and percentages, and above all we prove that the algorithm for
“flat” views is complete with respect to the information content, i.e. that no better
rewriting can be obtained, no matter how complex and rich the rewriting technique
and the target query language are.

In fact, all algorithms proposed in the literature produce rewritten queries of a
particular syntactic form (typically a conjunction of view literals or a disjunction
of conjuncts), but there is no guarantee that if the algorithm fails, an equivalent
rewriting could not be obtained by considering a more general (or simply different)
strategy and/or language to rewrite.

Let us consider for instance the algorithm presented in [DG97, DGL00], which
generates “maximally contained” rewritings. Given a query () and a collection of
views V, the algorithm produces a rewritten query Q' and it is shown that any other
rewriting " which is contained in @ has also to be contained in @', thus showing
maximality. However, the containment of the arbitrary Q" in @' is proven by using
the containment algorithm proposed in [RSUV89], thus implicitly assuming that
Q" is non-recursive. Containment of recursive queries is known to be undecidable
[Shm87]. Thus, the previous proof technique can only lead to maximality in some
restricted set of queries expressible in some fixed query language where containment
is decidable.

The use of materialized views with aggregations has been shown to be funda-
mental in the context of OLAP systems and data warehousing [GBLP96, AGS97,
CT97, CD97]. In such applications, the efficient use of precomputed views is of-
ten the only way to obtain acceptable (On Line) response times. Several authors
have proposed techniques to select a “good” set of aggregate views to materialize
[HRU96, Gup97, GHRU97, BPT97] and when the query cannot be easily rewritten
in terms of the materialized views, queries are usually computed directly on the
fact table by means of specialized indexing structures [0Q97, CI98, JLO1].

3. MOTIVATIONS

We consider the problem of rewriting queries by using views expressed as simple
aggregations over the same relational expression. The following examples, expressed
in SQL-syntax, illustrate the technical problem.

ExampPLE 1. The data warehouse of a company contains some precomputed
views extracted from its sale database. Among them, we consider the main relation
R in the database of schema:

(Product,Color,State,Date,Qty)

which contains an already aggregated version of the sale database. Consider the
following query.



select Product, Color, sum(Qty)
from R
group by Product, Color

This query can be easily answered by using only the following view, without ac-
cessing the original relation,

create view V1 as

select Product, Color, Date, sum(Qty) as Q
from R

group by Product, Color, Date

the rewritten (equivalent) query being:

select Product, Color, sum(Q)
from Vi
group by Product, Color

It is less obvious however whether the query can be rewritten using the following
views:

create view V2 as

select Product, State, Date, sum(Qty) as Q
from R

group by Product, State, Date

create view V3 as

select Color, State, Date, sum(Qty) as Q
from R

group by Color, State, Date

The fact that the two views have a high level of detail and the presence in the
views of the attributes required by the query may suggest that such extraction is
possible. However, we will prove that it is not the case. O

In the previous example, ) has been obtained by “removing” the attribute
Date from V1. Such an operation is usually called summarization, and also, in the
OLAP terminology, roll-up [Sho97]. In the following we will generally refer to it by
the former term and say for instance that () can be obtained by summarizing the
attribute Date of V1. We next consider an example of percentage query rewriting.

EXAMPLE 2. A mobile phone company maintains a data warehouse containing
the details on the traffic among its customers and particularly a table (relation)
InterCalls on the schema

(Call-id,Cust,Day,Source,Dest,Plan,Dur)

where Call-id is the identifier of the call, Cust is the calling customer, Day is the
day of the call, Source is the antenna to which the customer is connected when the
call starts, Dest, the antenna to which the called customer is connected when the
call starts, Plan is the calling plan of the customer, and Dur is the duration of the
call.

Some aggregations are applied on this table, to compare the use of the antennas,
guarantee an optimal workload, and propose new calling plans, according to the
previous aspects. In particular, the following view has been precomputed:

6



create view V1 as

select
from

Day, Source, Dest, Plan, N/D

((select  Day, Source, Dest, Plan, count(*) as N
from Intercalls

group by Day, Source, Dest, Plan)

natural join

(select Day, Source, count(*) as D

from Intercalls

group by Day, Source))

V1 represents the percentage of phone calls by day, calling plan, source and
destination antennas, with respect to the total number of calls for the same day
and source antenna. We suppose that further studies are required and that the
following queries are posed to the DW system.

The problem we address is whether the queries can be rewritten using only the
view V1 and without accessing the table InterCalls.

Query Q1:

Query Q2:

Query Q3:

select
from

select
from

select
from

Day, Source, Plan, N/D

((select  Day, Source, Plan, count(*) as N
from Intercalls

group by Day, Source, Plan)

natural join

(select Day, Source, count(*) as D
from Intercalls

group by Day, Source))

Day, Source, Dest, Plan, N/D

((select  Day, Source, Dest, Plan, count(*) as N
from Intercalls

group by Day, Source, Dest, Plan)

natural join

(select Day, count(*) as D

from Intercalls

group by Day))

Day, Source, Dest, Plan, N/D

((select  Day, Source, Dest, Plan, count(*) as N
from Intercalls

group by Day, Source, Dest, Plan)

natural join

(select Day, Source, Plan, count(*) as D
from Intercalls

group by Day, Source, Plan))

We show in particular that the queries @1 and @3 can be computed by using
the view V1 and propose an algorithm to rewrite them, while we show that the
information content of V'1 is not sufficient by itself to rewrite the query 2. Finally,
let us consider a new view V2:



create view V2 as
select Day, Source, Dur, N/D
from ((select Day, Source, Dur, count(*) as N
from Intercalls
group by Day, Source, Dur)
natural join
(select Day, count(*) as D
from Intercalls

group by Day))

V2 seems to have no influence on the answerability of the above queries. How-
ever, we show that V1 and V2 together allow us to compute the query Q2. O

4. THE INFORMATION CONTENT

In this section, we formally consider the following question: What information
is contained in a view? and the related problem: Given a collection of views, can
a query be equivalently rewritten using the views? We address the question from
the point of view of the information content.

For that purpose, we introduce a concept of subsumption between collections
of queries. In other words, we characterize the information content of a collection
of queries by its distinguishing power, i.e. by its capability to determine that two
database instances are different.

We first briefly recall the definitions of databases and queries. A (database)
schema s is a finite set of relation symbols together with their arities. We consider
as universe the set of rational numbers Q (in practice, an additional non numerical
universe can be assumed too). An instance I over s is an interpretation of the
relation symbols of s by finite relations of the corresponding arity over Q. A query
(or view) over s is a partial recursive mapping from instances over s to relations
of some fixed arity. We do not make any assumption of genericity on the queries
[AHV95], since we consider for simplicity only a numerical domain. Clearly the
following results can be extended to a framework with a non-numerical domain and
queries generic with respect to the latter universe.

A view is a query to which a name has been given. Its name will generally
be the predicate under which the resulting relation is stored. We will also use the
predicate symbol to denote the view expression, or the mapping defined by the
view. The meaning will be clear from the context.

Let @ = (Q1,---,Q¢) be a collection of queries over some schema s, and let I be
an instance over s. We denote by Q(I) the collection of relations (Q1(I),-- -, Q¢(I)).
We can now define the subsumption between two collections of queries.

DEFINITION 1. Let Q and Q' be two collections of queries over some schema, s.
We say that Q subsumes Q', denoted Q = Q', iff for each pair, I, I, of instances
over s, Q(I1) = Q(I,) implies Q'(I1) = Q'(L2).

The relation of subsumption defines a semilattice over collections of queries.
Let Qs be the set of all queries over schema s, and P(Qjs), the set of all subsets
of Q;. The subsumption relation defines a preorder over P(Q;). We introduce the
corresponding equivalence relation = defined by = A 5.



We consider the structure (P(Qs)/=,=,U), with the relation subsumed-by, =,
defined as follows. Consider two elements S, and S” of P(Q;), and let us denote by
S, and S’ the corresponding elements in P(Q,)/~. Then S = S’ iff S o S’ and
SuUS'=S8US" It is easy to see that the union operation defines the least upper
bound of two sets of queries for the subsumed-by relation. The greatest element is
Q,, while () is the smallest one.

PROPOSITION 1. (P(Q;)/~,=,U) is a join semilattice.

Proof. Consider two elements S, and S’ of P(Q;). Clearly, SUS’ = S, and
SuUS' E S'. Let S” be such that S” | S, and S” | S'. We want to prove that
S" = SUS’. That is for all instances I, I over s, S"(I1) = S"(Iz) = (SUS") (1) =
(SUS(IL).

Assume that Iy, I are such that S"(I;) = S"(I). It follows that S(I;) = S(I2),
and S'(I}) = S'(I,). Therefore for each query q in S, and each query q in S,
q(I;) = q(I,). Since SUS’ = SU S, it follows that for all queries ¢ in SU S,
q(I1) = q(I), and therefore, (SU S")(I;) = (SUS') ().

Proposition 1 plays a fundamental role in the proofs of completeness of the
rewriting algorithms, as it greatly reduces the number of views to be considered.
It is used in particular in the proof of the lemmas for Theorem 4.

We now consider the related view problem. Given a collection of views V over
some schema, s, and an instance I over s, we denote by IV the extension of I to the
views in V, with the views interpreted by their results on I. Two queries q and ¢’
over relation symbols in s UV are equivalent modulo V [CNS99] if for any instance
I over s, g(IY) = ¢'(IY).

DEFINITION 2. Given a collection of views V and a query ¢ over schema s, a
query ¢' over V is an equivalent rewriting of q using V if ¢ and ¢' are equivalent
modulo V.

Note that the rewriting is not related to any target query language. In the
following we only consider equivalent rewritings and we refer to them by the term
rewritings for brevity. We say that a query ¢ can be rewritten using V, if there is
an equivelent rewriting of q using V.

The next theorem relates the problem of rewriting using views to the information
content of the views.

THEOREM 2. Let Q and Q' be two collections of queries over some schema s.
Then the following are equivalent:

(i) for all g € Q', q can be rewritten using Q
(i) QE Q'

Proof. (i) = (ii): there is a query ¢’ over Q which is equivalent to ¢ modulo Q.
Consider two instances I, I, over s. If Q(I;) = Q(I2), then ¢'(I2) = ¢'(I52), and
hence q(I;) = q(I2). If this holds for all ¢ € @', it follows that Q = Q'.

(i1) = (4): Conversely, if Q = Q', let ¢ € Q'. We define a query ¢’ over Q
which for each instance I, maps Q(I) to g(I) as follows. Given an enumeration of

the instances over s, let Ji,:, be the first instance such that Q(I) = Q(Jmin)- The
result of the query is ¢(Jmin)- ¥



The previous theorem shows that if there is enough information in the views,
there is a rewriting. Consider two collections of queries Q, and Q'. The fact
that Q does not subsume Q’', implies that there are instances I;, I which can be
distinguished by @', but are undistinguishable by Q. It follows that (at least some)
queries in Q' cannot be rewritten using Q, since Q'(I;) and Q'(I;) are distinct,
while Q(I1) and Q(I) are identical. On the other hand, if Q subsumes @', Q has
a distinguishing power at least equal to that of @', and it suffices to rewrite the
queries in @'.

A rewriting algorithm is an algorithm which, given as input a collection of views
VY and a query ¢ over schema s, produces as output a rewriting ¢’ of ¢ using V, if
it exists, or a failure message, otherwise.

For a given algorithm «, we will write V I, ¢ whenever the algorithm produces
a rewriting of ¢ using V. A rewriting algorithm is sound if for each collection of
views V and each query ¢, VF, ¢ = V | q. It is complete if for each collection of
views V and each query ¢, V = ¢ = V 4 ¢. (Note that this notion of completeness
should be distinguished from the fact that the rewriting produces a query involving
only the views and no relations of the initial schema as in [LMSS95].) Similarly,
we will consider rewriting systems, and speak of their soundness and completeness,
meaning that there is a derivation producing a rewriting ¢’ of ¢ using V.

Theorem 2 is only of theoretical interest, and in practice, for reasons of efficiency,
rewriting algorithms produce queries of a restricted form. The objective is that (i)
the algorithm is complete, (ii) the rewritten query can be obtained efficiently, and
(iii) it can be evaluated efficiently as well. We consider these aspects in the sequel,
by studying the completeness and complexity of rewriting algorithms, restricted to
queries and views in fixed query languages.

Note that in general if the query language used to express the rewritten query
is restricted, this may lead to incomplete rewriting algorithms. For instance it is
easily shown that, if queries and views are conjunctive with comparison predicates,
then a rewriting algorithm that considers only rewritten queries of the same form
is incomplete: in order to rewrite the query ¢() < r(z) using the views v (z) +
r(x) Az > 0, va(x) + r(x) Az < 0 at least a query language with disjunction is
needed, the rewritten query being ¢'() « vi(z) V vz2(z). In the next sections, we
present classes of queries and views such that a complete rewriting algorithm exists,
even though using a restricted query language to rewrite.

5. AGGREGATE QUERIES

We now turn to a restricted class of queries, that include the queries of Exam-
ples 1 and 2, and can be expressed with the following aggregate operators [GRT99],
defined over multisets which count, sum, and multiply the elements. The operators
sum and multiply are defined over the rationals. Let 1 be a relational expression
(e.g. a relation). We assume that variables correspond to specific attributes of the
relational expression independently of their written position. The correspondence
is made explicit only when necessary.

e count C*y(z,z) is a partial function mapping a tuple a such that Iz(a, z),
to the cardinality ¢, of the set {Z|¢(a, z)}.

10



e sum ¥74(y, Z, Z) is a partial function mapping a tuple @ such that Jyzy(y, a, 2),
to the sum s, of the elements of the multiset! {y|¢(y,a, 2)}.

e multiply sz(y,a‘:,z) is a partial function mapping a tuple @ such that
Jyz(y, a, z), to the product p, of the elements of the multiset! {y|v(y,a,2)}.

For example, based on the relation R(i,c,z, s,y,p, z) introduced in Example 2,
with schema (Call-id,Cust,Day,Source,Dest,Plan,Dur),

count C'*¥P*R(icxsypz) defines a function mapping each day x to the total num-
ber of calls made in that day;

sum Y@%PR(icxsypz) defines a function mapping each customer ¢ to the total
duration (sum) of the calls made by that customer;

We introduce the following abbreviations of operators which can be obtained
as fractions of the initial ones, percentage, Perc, and average, Avg, obtained as a
fraction of two counts and/or sums.

CicsyzR(iczsypz)
Cicsyrz R(icxsypz)
of day/plan (z,p) to the percentage of calls made with plan p in day x with
respect to the total number of calls made in day z;

Perc Perc, ,R(icxsypz) = defines a function mapping each pair

Avg Avg®*YPR(icxsypz) = %ﬁ% defines a function mapping each

customer ¢ to the average duration of calls made by that customer.

The variable y is called the aggregated variable, T the argument of the func-
tion, and Z the multiset parameter. The following expressions (of the form f(Z)
where f is a function and Z is an argument): C*¢(z,2)(Z), £;¢(y,%,2)(Z), and
;4 (y, T, Z)(Z) are (aggregate) terms. The free variables of an aggregate term are
the free variables of ¢ which are neither aggregated nor used as multiset parame-
ter. The arguments of the function correspond to the free variables of the aggregate
term. For readability, we use the overlined notation

C74(z,2)(ZT)

to distinguish between the variables of 1 and the arguments of the function.

The previous setting allows to express complex functions with nested aggrega-
tion and arithmetic. In the sequel though, we consider only queries of a very simple
form, expressible by one aggregation over a single relation, while more complex
functions are necessary for intermediate steps of the rewriting algorithms. We have
seen that such queries are relevant for a wide variety of practical situations (e.g.
Data Warehousing, Data Cubes, Statistical DBs, etc.) and have been extensively
studied [Mal93, GBLP96, HRU96, AAD*96, FSGM™98].

We introduce a convenient shorthand notation for aggregate formulae. We de-
note by Y, A, B, D, N, respectively the set containing the aggregated variable y,
and the sets containing the variables in 74, ZZ, zP, ", all corresponding implic-
itly to all the attributes of a relation R, denoted by V. Note that in each case the
set of all variables V is partitioned into different subsets.

IThe multiplicity is related to the number of z values. More formally, sz is the sum of the
elements of the multiset {y x C*%¢(y, a, 2)|32¢(y, a, 2)}, and similarly for multiply.
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C(A) for c=¥(r)(z4) (AUN=YV)

Sy (A) for =2V (r)(z4) (AUYUN=YV)
My (A) for mz¥ (r)(z4) (AUYUN =V)
— C(A.B) c=" (R)(z",z") _ _
Percap = oA for G R (NUAUB=DUA=Y)
v sV (R)(z*
Avgy (4) = S for CJE’R)((wA)) (AUYUN =V)

We also use this notation to manipulate functions. F' denotes a function symbol.

SN (F(,A)(A) for 52¥ (s=F(zN ,74))(74)

SYN(VAE(Y,N,A)(A) for 577N (s=yxF(y,2V ,34))(24)

In the sequel, we denote queries and views by the corresponding aggregate
function, e.g. we say that the query Sy (A) can be rewritten by using the view
C(Y, A, B).

The query and views of Example 1 are defined by

Q1: Sty (Product, Color)

V1: Sgiy(Product, Color, Date)
V2: Sgiy (Product, State, Date)
V3: Sqiy(Color, State, Date)

while the queries and views of Example 2 are defined by:

Vi: C(Day,Source,Dest,Plan)
. C(Day,Source)

Ql . C(Day,Source,Plan)
' C(Day,Source)

Q2' C(Day,Source,Dest,Plan)
: C(Day)

Q3 C(Day,Source,Dest,Plan)
. C(Day,Source,Plan)

. C(Day,Source,Dur)
V2 E(Day)

6. COMPLETE REWRITING

In this section, we present a first algorithm, AggRew, to rewrite queries using
count, sum and multiply views. More precisely, the algorithm takes as input a query
F(X) of the form C(X), Sy(X) or My (X), Percx,x, or Avgy, to be rewritten
by using views f;(W;) of the form C(X), Sy (X) or My (X) only.

It is easily shown that AggRew correctly computes the query of Example 1 by
using the view V1 and that it does not compute any rewriting using (only) the views
V2 and V3. The algorithm also computes the queries @1, @2 and @3 of Example
2, by using the view V1 stored in flat form (in practice C'(Day, Source, Dest, Plan)
is stored).

The complexity of the algorithm AggRew is rather low as shown by the next
result.

12



‘ The algorithm AggRew ‘

Input: a query F(X) to rewrite (F' = C, Sy, My, Percx x', Avgy) and a
collection of views f;(W;) (fi = C,Su,,Muy,)

Output: a rewritten query F'(X) using only the views or a failure message

switch(F)
case C":
for each count view C(W;)
if X C W; then set F'(X) ==%Wi—X(c(w:))(X) and exit
case Sy:
for each count view C(W;)
if (X UY) CW, then set F'(X) = =Wi—X(v=Cc(W,))(X) and exit
for each sum view Sy, (W;)
if Y =U; and X C W, then set F'(X) = EWi—X(5,, (W;))(X) and exit
case My:
for each count view C(W;)
if (XUY) CW, then set F'(X) =nW:—X(y°™)(X) and exit
for each multiply view My, (W;)
ifY =U; and X C W, then set F'(X) = Vi—X (My, (Wi))(X) and exit
case Perca,p
/¥ F(X) =S5 (X = AUB) ¥/
for each count view C(W;)

. X Wi=(4UB)(C(W;))(A,B .
if (AU B) C W; then set F'(X) = EWi—A(é(E/Vi)))gfal) ) and exit

case Avgy:
for each count view C(W;)

if (XUY)CW, then set F'(X) = % and exit

for each sum view Sy, (W;)
ifYZUj and X C W;
then for each count view C(W;)

if X C W, then set F'(X) =

exit with a failure message
endswitch
/*all attempts to rewrite have failed*/
exit with a failure message

Wi (Sy,; (W) (X)

STX OV ) (X) and exit

PROPOSITION 3. The algorithm AggRew terminates in time linear in the num-
ber of views and their arities.

Proof. Each view function is examined at most once by the algorithm, and the
variables of each function are scanned once to check set containment. Note that the
inner loop that scans the count views does not produce (together with the outer
loop that scans the sum views) a quadratic time: the count views are scanned only
once after a “good” sum view has been detected. If the scan does not detect also
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a “good” count view, the algorithm exits with a failure message. 1

The main result of this section is that the algorithm AggRew is sound and
complete.

THEOREM 4. The algorithm AggRew is sound and complete.

The proof of Theorem 4 relies on a series of lemmas for the completeness part.

Proof of Theorem 4. The soundness is rather straightforward. It suffices to
verify the following equations.

count C(X) =swi-X(c(w:))(X) if X CW;

sum Sy (X) ==Wi-X(yxc(w:))(X) if (XUY)CW;
Sy(X) =32Wi=X (55, wi)(X)if Y =U; and X CW;

multiply My (X) =o%:i—Xycw))(X) if (XUY) CW;
My(X) =0Wi—X(Mmy, ( w:))(X) if Y = U; and X CW;
Wi —(AUP) (C(WL) (A.B) |

percentage Percy p(X) = S A G () if (AUB) CW;

average Avgy (X) = % f(XuYy)cw;

B X (S, (Wy)(X)
Avgy (X) = EWi=X (C(W;))(X)

ifYZUj anngWj and X CW;

The completeness follows from a series of lemmas. The first lemma is devoted to the
rewriting of count queries using count, sum and multiply views. It shows that sum
and multiply views are useless and that summarization is the only operation that
allows to obtain a count query from a collection of count views. The second and
third lemmas show that only summarization and a particular form of aggregation
based on count views can be used to rewrite sum and multiply queries. Finally, the
last two lemmas are devoted to the case of average and percentage.

LEMMA 5. A collection of count, sum and multiply views f;(W;) subsumes a
count query C(X) iff at least one of the f; is of the form C(X,Z'") (Z' possibly
empty).

LEMMA 6. A collection of count, sum and multiply views f;(W;) subsumes a
sum query Sy (X) iff at least one of the f; is of the form C(Y, X, Z") or of the form
Sy (X, Z") (Z' possibly empty).

LEMMA 7. A collection of count, sum and multiply views f;(W;) subsumes a
multiply query My (X) iff at least one of the f; is of the form C(Y, X, Z') or of the
form My (X,Z") (Z' possibly empty).

The proof of these lemmas involve combinatorial techniques. The main difficulty
relies in the construction of two instances such that the query returns distinct values
on the two instances, while all views that are not of the form described in the lemma,
return identical values on both instances, thus showing that they do not subsume
the query. We give a full proof of Lemma 5 and Lemma 6 (The proof of Lemma 7
is analogous to that of Lemma 6).
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Proof of Lemma 5. The < part of the proof is easy. Since the query is a
summarized version of one of the views:

C(X) =57 (c(x,2)(X)

the collection of views certainly subsumes the query.

For the = part it is easily shown that any view (and hence, by Proposition 1
any collection of views) that does not satisfy the conditions of the lemma is sub-
sumed by the following collection of views: C(X _;,7), Sx,(X 4, Z), Sz,(X,Z_;),
Mx,(X_s,Z), Mz;(X,Z_;) (where i =1,...,|X|=N, j=1,...,|Z| = M and by
X_; we denote the set X without the i-th variable).

Indeed, any such view can be computed by summarizing one of the above men-
tioned views, e.g.

C(Xla Z) = EX_{Xl’XN}(C(X—NvZ))(Xla Z)J
SZ1 (XJ ZM) =271 7M1 (Sg, (XaZ—l))(X) ZM)J
etc.

Consequently, if these views are unable to distinguish two instances, then any
other collection of views not satisfying the condition of the lemma is unable to
distinguish them.

We consider a couple of instances I; and I, and show that the view functions
return the same values on both instances, while the query function returns distinct
values on the two instances. The instances are based on a chessboard that is first
illustrated in the case where N = M = 1.

For each variable in X we consider a domain of 6 values d1,ds,ds, ds, ds,dg such
that the equalities dy + d3 + ds = do + d4 + dg and dy * d3 x ds = do * dy * dg hold
(e.g. d1 =16, dx = 10, ds = 15, dy = 20, d5 = 5 and dg = 6). For each variable
in Z we similarly consider a domain of 3 values cj, ¢z, c3 such that the equalities
c1+c3 = co and ¢ * c3 = ¢ hold (e.g. ¢; = 1.5, co = 4.5 and ¢z = 3).

The case where N = M = 1 is illustrated in Figure 1. White little squares
represent tuples of I;, while gray little squares represent tuples of I5.

A:z
|:| tuples of theinstance I;
. tuples of theinstance I,
o« O F O 8 O @3
< B O B O &8 O
o O E O F O &
|
X

d1 dz d3 d4 ds dG

FIG. 1 The pair of chessboard instances

It is easily shown that the query function C(X) returns distinct values on the
two instances, namely C(dy) =2 on I; and C(d;) =1 on L.
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On the other hand all functions not satisfying the conditions of the Proposition
are unable to distinguish the two instances. On both instances we have indeed:

°VZ C(Z)=3

o VZ Sx(Z) =36

o VX Sz(X)=45

o ¥Z Mx(Z) = 1200
o VX Mz(X) =45

The chessboard instantiation outlined above can be generalized as follows.

We consider the set of all tuples that can be built by using the 6 values d; for
the variables in X and the 3 values c; for the variables in Z. Then such set of
tuples is partitioned into the two instances I; and I> as follows.

Given the tuple to = (dy,...,d1,a1,¢1,...,¢1) we consider the distance of any
other tuple from it, defined as the sum of all constant indexes minus (N + M). The
instance I is formed by all tuples having an even or null distance from ty, I> by
all tuples having an odd difference.

It can be shown that the query function C'(X) returns distinct values on the
two instances, e.g. C(dy,...,d1) = [#-‘ on I, while C(dy,...,d1) = [%J on I

On the other hand the view functions are unable to distinguish the two instances.
On both instances we have indeed (we assume the constants have the example values
indicated above):

e VX_,,ZCO(X_;,Z)=3

o VX_;,Z Sx(X_;,Z) =36

o VX,Z_; Sz(X,Z_;) =45

o VX_;,Z Mx(X_;,Z) = 1200
o VX,Z_; Mz(X,Z_;) = 4.5

Thus showing that the considered collection of views (and hence any other collection
of views that does not satisfy the conditions of the Lemma) does not subsume the
indicated query.

Proof of Lemma 6. The < part of the proof is easy and based on the following
identities:

SE(X) =7 (s2"(x,2)(X)

SZ(X) = s (v+0(xX,v,2')(X)

For the = part it is easily shown that any view (and hence, by Proposition 1
any collection of views) that does not satisfy the conditions of the lemma is sub-
sumed by the following collection of views: C(X_;,Y, Z), C(X, Z), Sx,(X_;,Y, Z),
Sy(X_i,Z),Sz,(X,Y,Z_;), Mx,(X_;,Y,Z), My(X_;,Z), Mz,(X,Y, Z_;) (where
i=1,...,|X|=N,j=1,...,|Z] = M and by X_; we denote the set X without
the i-th variable).
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Indeed, any such view can be computed by summarizing one of the above men-
tioned views (see the proof of the previous lemma). Consequently, if these functions
are unable to distinguish two instances, then any other collection of views not sat-
isfying the condition of the lemma is unable to distinguish them.

As in the proof of Lemma 5 we consider a couple of instances I, I and show that
the view functions return the same values, while the query return distinct values
on the two instances. The instances are based on a chessboard that is illustrated in
the simple case where N = M =1 (see Figure 2: the white little cubes represent
the tuples of I, the gray ones the tuples of I5).

X

@ tuples of theinstance I;

€1 €2 €3

@ tuples of theinstance I, y=a; @@@ dg

FIG. 2 The pair of chessboard instances

For each variable in X we consider a domain of 6 values dy,ds, ds, d4, ds, dg such
that the equalities dy + d3 + ds = do + d4 + dg and dy * d3 x ds = do * dy * dg hold
(e.g. di =16, ds = 10, ds = 15, dy = 20, d5 = 5 and dg = 6). For each variable
in Z we similarly consider a domain of 3 values ¢y, co,c3 such that the equalities
¢1+c¢3 =c2 and ¢ *c3 = ¢2 hold (e.g. ¢ = 1.5, ¢co = 4.5 and ¢3 = 3). Finally,
we consider a domain of four values {a;, a2, as, a4} for the variable in Y, satisfying
the condition a; x a3 = a2 *x a4 (€.g. a1 =1, aa = 2, a3 = 6 and a4 = 3).

It is easily shown that the query function Sy (X) returns distinct values on
the two instances, e.g. Sy(di) = Sy(16) = 2a; + a2 + 2a3 + a4 = 19 on I; and
Sy (di) = Sy(16) = a1 + 2a2 + a3 + 2a4 = 17 on I,. On the other hand all
functions not satisfying the conditions of the lemma are unable to distinguish the
two instances and produce the same values on both instances. On both instances
we have indeed:

VW, ZC(Y,Z) =3
« VX,Z C(X,Z)=2
o VY, Z Sx(Y,Z) = 36
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VZ Sy(Z) = 3((11 +as + a3z + a4) =36
VX,Y SZ(X,Y) =4.5

VY, Z Mx(Y,Z) = 1200

VX,Z My (X,Z) = aja3 = azas =6
o VX,Y My(X,Y) =45

The chessboard instantiation outlined above can be generalized as follows.

We consider the set of all tuples that can be built by using the 6 values d; for
the variables in X the 3 values c; for the variables in Z and the four values ay, for
the variable in Y. Then such set of tuples is partitioned into the two instances Iy
and Iy as follows.

Given the tuple tg = (d1,...,d1,a1,c1,...,¢1) we consider the distance of any
other tuple from it, defined as the sum of all constant indexes minus (N + M). The
instance I is formed by all tuples having an even or null distance from %y, I3 by
all tuples having an odd difference.

It can be shown that the query function C'(X) returns distinct values on the

two instances, e.g. C(dy,...,d;) = [g-l (a1 + a3) + [%J (as + a4) on I, while

C(di,...,d1) = [%J (a1 +a3) + [%-‘ (a2 + a4) on I
On the other hand the view functions are unable to distinguish the two instances.

On both instances we have indeed (we assume the constants have the example values
indicated above):

e VX_;,Y,Z C(X_;,Y,Z)=3
o VX, Z C(X,Z) =2
VX ,;Y,Z Sx.(X_:,Y,Z) = 36

VX_i,Z Sy(X—i,Z) =3(a1 + a2 + a3 + as) = 36
VX’ Y’ Z*J‘ SZj (X7Y7 ij) =4.5

VX_:,Y,Z Mx,(X_;,Y, Z) = 1200
e VX,Z',Z My(X,i,Z) = ajaz = axa4 = 6
o VX,Y,Z ; My, (X,Y,Z_;) = 4.5

Thus showing that the considered collection of views (and hence any other collection
of views that does not satisfy the conditions of the Lemma) does not subsume the
indicated query. 1

The two following lemmas are devoted to the average and the percentage.

LEMMA 8. A collection of count, sum and multiply views f;(W;) subsumes a
percentage query F(X) = F(A,B) = Cé‘?f) iff at least one of f; is of the form
C(X,Z") (Z" possibly empty).
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Proof. The < part of the proof is obvious. For the converse, suppose by contra-
diction that none of the f;’s is of the form C(X,Z’) = C(A, B, Z'), but the views
subsume the query. Let us add the view C(A) to the collection of views (if it is
not already one of them). None of the views f;, C(A) is of the form C(A4, B, Z").
However, since C(A, B) = F(A, B) - C(A) and the f;’s subsume F(A, B), C(A,B)
is subsumed by {f;} U C(A4), which contradicts Lemma 5.

LEMMA 9. A collection of count, sum and multiply views f;(W;) subsumes an

average query F(A) = %’(%) iff at least one of the f;’s subsumes Sy (A) and at

least one of f;’s subsumes C(A).

Proof. The < part of the proof is obvious. For the converse, suppose by con-
tradiction that none of the f;’s subsumes Sy (A), but the views subsume the query.
Let us add the view C(A) to the collection of views (if it is not already one of them).
None of the views f;, C(A) subsumes Sy (4). However, since Sy (4) = F(A)-C(A)
and the f;’s subsume F(A), Sy (A) is subsumed by {f;} U C(A), which leads to a
contradiction. The proof that at least one of the f; must subsume C(A) is analo-
gous. 1

7. MATERIALIZED RATIO VIEWS

In this section, we consider the case were ratio views can be materialized. Two
distinct strategies can be pursued: (i) only materialization of views with flat ag-
gregation (e.g. count, sum and multiply), and computation of complex aggregation
(e.g. average, percentage) from the former, as was done in the previous section, and
(ii) materialization of any aggregate views. While the choice might not be visible
to the user who might see logical views, explicitly materialized or derived from the
materialized ones, it has a serious impact on the queries which can be answered,
the complexity of query rewriting, and the incremental maintenance of views after
updates.

In the sequel, we consider an algorithm for rewriting queries and views with
ratio aggregation. As will be seen we obtain a completeness result which is weaker
than in the previous case. For simplicity, we concentrate on the fragment of the
language with only count and sum aggregation, but no product. It is easy to
extend the results to the product since it has little interaction with percentages
and averages, but the rules would be tedious to write.

The following theorems show limitations on the derivability of ratio views.

C(Ny)
C(Dy)

THEOREM 10. A percentage view v :

C(N,) -
oEDq§ iff D, C D, and N, C N,.

subsumes a percentage query q :

Proof. The < part is straightforward and is demonstrated later as a consequence
of the soundness of the E-rules (Proposition 12). For the = part we demonstrate
that if D, € D, or Ny € N, then the view cannot subsume the query. Particularly,
if Ny € N, then the view does not subsume the query even if stored in flat form,
by Lemma 8. Hence, assume that D, Z D,, but N, C N,. It follows that there
exists at least one variable 7 which is in D, (and consequently also in N,) but
not in D,. Let us consider also one variable £ which is not in N, (such a variable
certainly exists because the count removes at least one variable). For simplicity,
let us assume that £ and 7 correspond to the last two attributes of R and let us
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consider a tuple value ¢ for the other attributes, two values 51 and 52 for &, and
three values 71, 72, 73 for the variable 7. Finally, let us consider the two instances

L = {(67§17ﬁ1>a (A €27ﬁ2)}a aqd

I2 = {<57 €27 ﬁ1>7 <EJ £17ﬁ2)7 <E7 527 ﬁ3)}

It is easily verified that v has uniformly value 1 both for I; and I, while ¢ has
uniformly value 1/2 for I} and value 1/3 for I». Consequently v [~ q.

The previous theorem shows in particular that the query @2 of Example 2
cannot be rewritten by using only view V1.

THEOREM 11. An average view v : SCY(—(;)) subsumes an average query q : SC’,’((;))

iff A=B.

The proof is in the same spirit as that of Theorem 10.

Proof. The < part is obvious. For the = part, we demonstrate that if B # A,
the view does not subsume the query. First, if B € A, the view can not subsume
the query even if stored in flat form, by Lemma 9. Hence, assume that B C A. Tt
follows that there exists at least one variable £ which is in A but not in B. For
simplicity, let us assume that ¢ and y are the last attributes of R. We consider a
tuple value ¢ for all attributes but £ and y, a couple of values &; and &, for £ and
some numeric values for the attribute y. Finally, let us consider the two instances

L = {(éa §17 1)5 <57 §2; 2)}7 arld

I2:{(éaglal)a<Ea§230>3<éa€254)}‘ . .

It is easily verified that v(l;) = v(lx) = {{¢,&,1),(¢,&,2)} (where & is the
projection of ¢ on the attributes in A), while ¢(I1) = {{¢",3/2)} and ¢(l2) =
{(&",5/3)} (where ¢&" is the projection of ¢ on the attributes in B). Consequently
vlEG

The rewriting of queries in presence of ratios is much more complex than the
rewriting using flat views, because of the intricacy of the arithmetic computation
involved, and its alternation with aggregation operations. The algorithm proposed
in this section extends the previous ones to the case of views stored as ratios, and
in particular allows the rewriting of the queries 1 and ()3 of Example 2, by having
V1 stored as a ratio.

Although the search space dramatically increases with ratios, the results of
completeness obtained in the previous section together with Theorems 10 and 11
restrict the sound derivations on percentage and average queries and views. We
next introduce a simple and intuitive set of elementary rewriting rules, called, E-
rules, based on summarizations and reductions of ratios, applied to one or two
count, sum, percentage and average functions, which produce one new function of
such types.

Note that we consider rewriting systems in which rules have one or several terms
in the left part (and in the sequel similarly one or several terms in the right part).
A rewriting rule therefore rewrites one or more terms into one or more terms. We
will be mainly interested in applying these rules to sets of terms (view functions).

To each rewriting rule & : [ — r, we associate a non-deterministic operator
©¢ which maps a set of terms (views), V, to ©(V) = (V —1) Ur, that is to the
set obtained by removing the terms “used” in the left hand side of the rule and by
adding the terms “obtained” in the right hand side, much like in proofs of linear
logic.
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|E-rules over ratio views|
El: C(A, B) - C(A) ES: Sg((;‘)’,sy(A) - C(A)
E2: Sy (A, B) = Sy (A) E9: St - 2
E3: C(Y, A) — Sy (A) E10: 20 Gl o )
E4: C(4,B) - %) E11: SB2) Ll o, CLED)
BS: Sy (4), 0(4) - S E12: CALD) _, Sl
E6: <S5, C(4) - C(4, B) E13: S50, COLBD)
E7: 255, C(4) - Sy (4)

To a rewriting system, T', we associate a non-deterministic operator ©p which
maps a set of terms, V, to O7(V) = (V —1)Ur, for somerule £ : [ = rinT.

In the sequel, we will be interested in minimal fixpoints of the operator Ok
associated to K-rules, obtained by iterating from an initial set of views V. We call
such sets of views, fizpoints of O on V.

A derivation from an initial set of views is a sequence of sets of views:

VoarVi—=or - =1V —or

We first prove that the E-rules are sound, that is, they only allow the derivation
of views that are subsumed by the initial views, or more precisely, the views on the
left part subsume the views on the right part.

PROPOSITION 12. The E-rules are sound.

Proof. The proof is based on a simple case analysis:
E1: C(A) = S5 B)(A)
E2: Sy (A) = 5705y (45))(A)
E3: Sy(4) = ¥ @0, (A)

. C(A,B) _ C(A,B)
E4: C(A) ™ XB(C(A,B))(A)

E5: it follows from the definition of average

EG6: it is a simple reduction of ratios

ET7: it is a simple reduction of ratios
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E8: it is a simple reduction of ratios

B9: 554 =5 (eTa(4)

Sy (A
E10: FG = 2 (3L (4)

E11: it is a simple reduction of ratios

B12: SAB) — 5o(e@m0) (4, B)

C(A,B,D)
E13: 9LBD) ey
(A,B) =0 (CABD))(4A,B)

Given a set of views, V, we denote by Vg the transitive closure of V under the
E-rules. The following simple proposition is fundamental.

PROPOSITION 13. For a finite set of views V, Vg is finite, and V = V.

The proof is rather obvious.

We conjecture that E-rules are complete, that is that the transitive closure Vg
of a finite set of views )V contains each view subsumed by V), but the proof cannot
be tackled by the same type of combinatorial arguments as in the flat case.

The next proposition considers the size of Vg.

PROPOSITION 14. The cardinality of the transitive closure, Vg, under the E-
rules, of a set of views V over an initial relation R, is exponential in the arity of
the relation R.

Proof. The number of distinct views definable over R is exponential in the arity
of R (for all subsets of attributes of R). On the other hand, some of the E-rules
produce such an exponential number of derived views. For example, given a view
C(A) the rule E1 produces all the views C(A’) for any A' C A.

Although the previous result might seem harmless, it is in practice inacceptable.
Indeed, aggregate views in statistical databases for instance are derived from initial
census relations of extremely large arity.

A simple non-deterministic algorithm for rewriting queries using views based on
E-rules can be easily designed. The algorithm chooses non-deterministically views
and E-rules, and applies them when possible. It can be shown that one branch of
the non-deterministic computation computes the rewritten query in a number of
steps polynomial in the number of views.

However, the rewriting can be done with a deterministic algorithm, of time
complexity polynomial in the number of views and linear in the arity of the initial
relation, if a less naive strategy is pursued. In the following we consider a strategy
based on a distinct (but equivalent) set of rules. The algorithm is based on the
idea of maintaining a minimal number of “kernel” views during the computation,
delaying the application of rules that produce an exponential growth.

To achieve this goal, we separate rules that produce views having the same
information content as the initial views, called K-rules, and rules that strictly de-
crease the information content of the initial views, called S-rules, that are used only
at the end of the derivation process to produce the query to be rewritten. Note
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|K-rules over ratio views

K1: %(%),Sy(A,D) — C(A), Sy (A, D)

K2: 4, C(4,D) - Sy(4),C(4, D)

K3: S8, C(A,D) — C(4, B),C(4,D)

K4: 528 8y (4, D) - C(Y, 4, B), Sy (4, D)

K5: C(AA.A"B.B) C(AA.A".B.B")

C(A,A") ) C(A,AM)
C(A,A',A" B,B") C(A,A',A" B,B') C(A,A,A" B,B")
CAAT C(A, A7) ] (A, AT

K6: CAEE) Se(LB) g (4, D)~ C(4,B, B'), Sy (4, B),Sy(A,D)

K7: SAEE) S (LB O(v,A,D) —» C(A, B, B'), Sy(4, B),C(Y, A, D)

| S-rules over ratio views|

S2: Sy (A, B) = Sy (A) S7: S0 (where A’ C A) — S5

S3: C(Y,A,B) — Sy(4) S8 Sx(B) CUAUBD) (yhepe 41 C 4) - XA

C(A,B) >~ C(A)

C(A,B . C(A,B,D C(A,B
S4: C(A,B,D) - & )> S9: % (where A' C A) — g( )>

S5: C(V; 4, B) —» %4

(4

that some of the S-rules coincide with E-rules, particularly those which produce an
exponential growth of the number of views.

We first prove that the rewriting system based on the combination of the K-rules

and the S-rules is equivalent to the rewriting system based on the E-rules.
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THEOREM 15. The derivation based on the union of S-rules and K-rules is
equivalent to the derivation based on the E-rules.

Note that it follows from Theorem 15, that K-rules and S-rules are sound.
Proof of Theorem 15. The fact that E-rules are derivable from S-rules and

K-rules follows from Lemma 16. The fact that S-rules and K-rules are derivable
from E-rules is shown below.

s1: ¢(4,B) % ca)
s2: Sy(4,B) & sy(4)

s3: (v, 4,B) "D sv(4,B) D sy (4)

sa: C(4,B,0) Y c(4,B) % YA

s5: O(v, 4, B) % sy (4, B) & 5y (4)
o, 4,8) B o)

E
Sy(4),0(4) ) St

S6: Sy(4,B) & sy(4)
c@,0) ) o)

E
Sy (4),0(4) B S0

C(Y,A,D) (E13) o(v,A,D) (E12) O(y,A) (E9) sy (A
s7: L 5 CEE? o T o B

gg: C(AB.D) (E13) c(A,B,D) (E12) C(A,B)
T C(A) C(A) C(A)

Sy (A,B) C(A,B) (E10) sy(4A)
C(A,B) > C(A) ' C(A)

. C(A,B,D) (E13) ¢(A,B,D) (E12) C(A,B)
89: =5ty = T oA oy

K1: Sy(4,D) ‘% 5y (4)
v E8
S sv(a) B o)

K2: C(4,D) ‘% (4
v (ET)
T, C(4) = Sy (4)

K3: ¢(4,D0) % o)
G o o, By
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K4:

K5:

K6:

K7:

We now state Lemma 16 which is also fundamental for Theorem 20.

Sy(4,D) B sy (4)

C’(é’(ﬁ)B) (E_1>2) CC(%’AA) (Ef;) %/((j))
S sy (4) D o4
cuAB) oa) % o(v, A, B)

C(A,A",A",B,B") (E_1>3) C(A,A",A",B,B")
C(A,AN CUA,AT,A7.B)

C(A,A", A" B,B") (E_1)2) C(A,A',A".B)
C(A,Am) C(A,A"M)

C(A,A',A" B,B') C(A,A',A",B) (@)1) C(A,A',A" B,B")
C(A, AT, A" B) »~ C(A,A") C(A, AT

C(A,B,B") (E12) C(A,B)

c(4) c(4)
Sy (A,B) C(4,B) (E_I)O) Sy (A)
C(A,B) * C(4) c(4)
Sy(4,D) % sy (4)
v (E8)
Sl Sv(4) S 0(4)
(E6)

CUBL) C(4) 'S C(4,B, B

o, B,B) % ¢4, B)

v (E7)
2, C(4,B) "= Sy(4,B)

C(A,B,B") (E_1>2) C(A,B)
Cc(4) Cc(4)

Sy (4,B) C(4,B) (E10) sy (4)

C(4,B)’ C(A) ' TQA)

o, 4,0) " sy (4, D)
E2

Sy(4,D) % sy (4)

(E8)
T, Sy (4) 'S C(4)

(E6)
BB o(4) 2 c(4,B,B)

c@4,B,B) % ¢4, B)

Sy (A,B (E7)
(D) o(4,B) 'S

Sy (4, B)

LEMMA 16. Given a collection of views V, and some fizpoint V' of Ok on V,
any view in the closure Vg under the E-rules, is either (i) directly in V' or (ii)

derivable from V' by applying exactly one S-rule.
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Proof. The proof is by induction on the structure of the derivation that produces
each view in Vg from the views in V and is based on a case analysis.
Base case: for each E-rule we assume that the operands are in V and we demon-
strate that the result view is derived by applying the K-rules (if needed) + one of
the S-rules:

E1: No K-rule + S1
E2: No K-rule + S2
E3: No K-rule + S3
E4: No K-rule + S4
E5: No K-rule + S5
E6: Apply K3

E7: Apply K2

E8: Apply K1

E9: No K-rule + S6
E10: No K-rule + S7
E11: Apply K5
E12: No K-rule + S8
E13: No K-rule + S9

Inductive step: for each E-rule we assume that the property holds for each
operand (i.e. each operand can be obtained by applying the K-rules a finite num-
ber of times + one S-rule) and we demonstrate that the property also holds for the
resulting view.

In practice for each E-rule we assume (worst case) that all operands are not
directly computed by the K-rules, but require an S-rule to be obtained, e.g. if one
of the operand is a percentage Cc(f(%s) the S-rule required to have it may be S4

or S9 and the views already computed by the K-rules are C(A4, B, D) or %,

respectively.

1. C(A,B) (£ C(A) - The operand C(A, B) can only be obtained by S1, i.e.
from a view of the form C'(A4, B, D) (which has been computed by the K-rules
by inductive assumption). Since
C(4,B,D) Y c(4)
the condition is satisfied.

2. Sy(4, B) ) Sy (A) - The operands may be obtained by S2 or S3, i.e. either
from a view of the form Sy (4, B, D) or from a view of the form C(Y, A, B, D).
Since

Sy(4,B,D) ‘% sy (4)

the condition is satisfied.
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. C(Y,A) = ) Sy (A) - The operand can only be obtained by S1. Since
cw,A,D) %Y sy(4)

the condition is satisfied.

. C(A,B) "= Rr CC(:?A?) The operand can only be obtained by S1. Since

c(4,8,D) %)

the condition is satisfied.

. Sy(A),C(A) Y S(}'((“;) Two ways to obtain the first operand, only one for
the second. Since

Sv(4,B),0(4,D0) %

C(Y,A,B) (C(A,D) unused) ) SY((;l))

the condition is satisfied.
. Cé‘?Al)g),C( ) — (£9) C(A, B) - Two possible subcases:

1)

C(A, B, D) (C(A,G) unused) =3 ¢(A, B)

CULED) 0(A,G) (where &' C 4) % ¢(4,B,D) % (4, B)

. %’(;14)),0( ) = = Sy (A) - Four possible subcases

C(Y, A, B) (C(A,G) unused) & sy (4)

Sy(A, B) (C(A,G) unused) 3 8y (4)

C(Y,A,D) ,0(4,6) % (K3) (53) Sy (A)

2 C(Y, A,D) ‘=

(K7) (52)
551‘,;“53’,0‘5‘(5/3’ c(4,6) 'Y ¢(4,B,D),Sy(4,B) D sy (4)

LS 5y (4) B 0(4) - Eight possible subcases
C(Y, A, B) (Sy(A,G) unused) = c(4)
C(Y, A, B) (C(Y, A,G) unused) 23 ¢(4)
Sy (A, B),C(A, D) (Sy(A,G) unused) & c(4)
(Sy (A, B),C(A, D) unused) C(Y, 4,G) ‘%Y ¢(4)

(K4
i, Sy (4,@) "=

ow,A,0) %P o)

(CQAD) unused) C(Y, 4,G) ' ©(4)

v (KS) 51
Sy(Ap) CAED) 5 (4,G) " Sy(4, B),C(4,B,D) % 0(4)

(55&4,35), C(é(’f,’)D ) unused) C(Y, 4, G) (ﬂ) C(A)
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9. C&%‘) (29) *"Z:'((f)) - Two possible subcases

c(, A,B) % S

C(Y,A,B) (5_7)) Sy (A)
can Cc(4)

10. %’(%}g), CC(‘?AL;) (E49) %'(Ef)) - Four (double) possible subcases

C(Y, A, B) (independently of the second operand) (i?) %’(%)

Sy (A, B),C(A, D) (independently of the second operand) (59) %Y(—%)

% (independently of the second operand) (D SCY(—(AA))

%(%g)’ 0%4(’5,’)[) ) (independently of the second operand) (ﬁ) S(}’(%)

11. Cé‘?fg))), C(g?j) (E—1>1) C(&%D) - Four possible subcases

(2) C(A, B, D) (independently of the second operand) (59 %

B.D. (K3) (54) ,B,
sy, C(A,B,H) "=’ C(A,B,D,G) = 455D

C(A,B,D,G) C(A,B,H) (K5) C(A,B,D,G) (59) C(A,B,D)
onB) > O@An . T T o@n . T 0@

C(A,B,D) (E12) C(A,B
12. SEER ST G

- Two possible subcases

C(4,B,D) %Y Sa.5)

C(A,B,D,Q@) (5’:;) C(A,B)
c(A”) c(4)

13. C(g&isD) (E—1>3) O((;?fg))) - Two possible subcases

C(A,B,D) %Y O4.5.0)

C(A,B,D,Q) (S_g) C(A,B,D)
C(AN) C(4,B)

The next two propositions show that the K-rules are conservative for information
content, while the S-rules are strictly loosing information.

PROPOSITION 17. The views on the right-hand side of each K-rule subsume the
views on the left-hand side.

Proof. It follows from the fact that the views on the left-hand side of each K-rule
are derivable (e.g. by using the E-rules) from the views on the right-hand side.

PROPOSITION 18. The views on the right-hand side of each S-rule do not sub-
sume the views on the left-hand side.
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Proof. For the S-rules S1 - S6, this follows from the fact that even if the views
on the right-hand side were stored in flat form they would not subsume the views on

the left-hand side, by Lemmas 5 and 6. For S7, we can note that from the view on
the left-hand side we can derive %,(8147[?)) (by using E13 and E9). If the right-hand

side view could subsume the left-hand side view, then we would obtain that

Sy(4) = Sy(A,D)
c) © @A)

which is absurd by Theorem 11. Analogously in the case of rules S8 and S9 we
would obtain a violation of Theorems 10 and 11, respectively.

We consider now the impact of K-rules on the number of views derived.

PROPOSITION 19. The cardinality of any fixpoint of O g on'V is at most quadratic
in the cardinality of V.

Proof. First of all note that, apart from K5, the application of the K-rules does
not increase the global number of views. Let us consider now the increasing effect of
K5. Since the only K-rule that produces new percentage views is K5, it follows that
the number of percentage views that can be generated by the iterated application of
K5 is bounded by the number of possible combinations of numerators of percentage
views with denominators of percentage views, i.e. by the square of the number of
percentage views in the database.

The next example shows that a quadratic number can be reached.

ExaMPLE 3. Let us consider a database containing p percentage views

C(xla ... 5mp7$1)+1) C(xla LERE xpamp-l-Z) C(mla RN} mp7x2p)

C(a1) ’ C(z2) C(zp)

The rule K5 produces a quadratic number of distinct percentage functions (given
by all possible numerator/denominator combinations). a

We can now introduce the algorithm AggRew2. Note that the set F contains
the currently active functions (views), while A the newly generated ones. Note also
that the actual computation of the fixpoint is not required. Only the description of
the obtained functions needs to be maintained and the actual computation can be
delayed at the end of the rewriting process, when the really necessary functions are
computed. Also, the rewriting could be attempted after each K-iteration, without
waiting for the completion of the fixpoint. For brevity, only two representative
fragments of the fixpoint computation and of the final S-rewriting are shown. The
fragments corresponding to the other K- and S-rules are analogous.

The problems of view usability introduced in Section 3 are solved by the pro-

posed algorithm.

ExAMPLE 4. Consider the following queries and view of Example 2:

Vi: C(Day,Source,Dest,Plan)
' C(Day,Source)

Q]. . C(Day,Source,Plan)
' C(Day,Source)
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‘The algorithm AggRew?2 ‘

Input: a query F(X) to rewrite (F' = C, S, Perc, Avg) and a collection F of
views f;(W;) (fi = C, S, Perc, Avg)

Output: a rewritten query F'(X) using only the views or a failure message

N={}
/* Compute a fixpoint of O on F */
repeat

F=FUN

N={}

for each sum view Sy (4;) in F

. Sw(Aa)
for each average view T4, 0 F

if Y =W and A, C A; then /* K1 can be applied */
Compute C(A,) using K1
Remove 5&54,4)) from F
if C(A,) ¢ F then
Insert C(4,) into N/

until V' = {}
/* Try to rewrite using the S-rules */
switch(F)
case Perc: /* the query is of the form % */
for each count view C(4,) in F
if AguUBg C A, then
Compute the rewriting F’ of F' from C(A.) by S4
return F’
for each percentage view % in F
if A, C Ag and AgU By C A, U B, then
Compute the rewriting F’ of F' from C(AP’BP) by S9
return F’

endswitch
/* all attempts to rewrite have failed */
return a failure message

Q2 C(Day,Source,Dest,Plan)
C(Day)

Q3 . C(Day,Source,Dest,Plan)
C(Day,Source,Plan)

@1 and @3 are rewritten by using the view V1 and applying the rule S9. Obvi-
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ously the query Q2 is not computed, since the information content is not sufficient
(see Theorem 10). Note that the introduction of one additional view

. C(Day,Source,Dur)
V2: C(Day)

makes the rewriting possible and indeed the function is computed by the algorithm
by applying the rule K5. O

We now state the main result on the proposed algorithm.

THEOREM 20. The algorithm AggRew?2 is sound and complete with respect to
the E-rules and its complexity is polynomial in the number of views and linear in
the arity of R.

Proof. The soundness follows from the fact that the derivation based on the
union of S-rules and K-rules is equivalent to the derivation based on the E-rules
Theorem 15, and the fact that E-rules are sound by Proposition 12. The complete-
ness with respect to the E-rules is a consequence of Lemma 16. The complexity
upper-bound follows from Lemma 16 and Proposition 19. At each K-iteration using
K1-K4, K6, or K7, at least either one percentage view is replaced by a count view
or one average view is replaced by a sum view. A new percentage view is gener-
ated by K5. In the first case, it results in an at most linear number of iterations,
while in the second case, with K5, at most a quadratic number of iterations can be
performed. The S-rules are then applied once only.

Note that if the fixpoint of @ ¢ on F is computed and materialized in advance,
a collection of views is obtained, which has the same information content as the
initial one and such that the rewriting can be computed in linear time (by using
only the second part of AggRew2). This is obviously very important, because it
shows that even if some ratio views are materialized in the database, the rewriting
can still be obtained very efficiently, by a limited expense in terms of storage space.
Note also that in practice the quadratic blow up of stored views, produced by the
computation of the fixpoint, is very unlikely and there are conversely several cases
in which the computation may even decrease the number of views.

8. CONCLUSION

We have considered the general problem of deciding if a query could be rewritten
using views, whenever the views contained enough information. We have seen that
in theory this is possible, although of little practical interest.

We have then seen that in the case of views and queries with one aggregation
over one relation and views stored in flat form, we could obtain a rewriting method
which is complete with respect to the information content, and also tractable. This
class of queries is of great practical importance in data warehousing and has already
been extensively studied [Mal93, GBLP96, HRU96, AAD*96, FSGM*98]. To the
best of our knowledge this is the first result of this type.

However, it is not always possible to deal only with flat views. First of all, there
are many examples of pulled data that are in ratio format, and they need to be
managed. Second, the decision to give access only to ratios might be motivated by
privacy reasons. For example, the company of Example 2 would certainly not make
available the view containing the detail of the number of calls by day and state,
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but would probably exchange some data with other companies on the percentage
of calls directed to mobile and wired networks for each day and state.

In the case of materialized ratio views, our result is weaker since the com-
pleteness of the algorithm is only shown with respect to a set of rewriting rules.
Nevertheless, it is shown that, despite a potentially exponential blow up of the com-
putation, the complexity is tractable and, by a limited expense in terms of storage
space, it can even be made linear as in the flat case.

Our results shed lights to the problem of designing materialized views. At
first it might seem that it is preferable to materialize only flat views, and to offer
derived logical ratio views such as average. This leads to a complete linear time
algorithm for rewriting queries. This approach has been pursued by many authors
[GBLP96, Qua96, SDJL96, AAD'96]. However, when the use of materialized ratio
views is unavoidable due to pulled data or motivated by privacy issues, the proposed
algorithm for ratio views provides a good trade-off between limited storage space
overhead and fast responses.

The problem of maintaining materialized views is crucial. The fact that flat
views can be maintained while ratio views cannot advocates the use of a design
with two levels of views.

Finally, we have focused on equivalent rewriting algorithms. It is clear that there
are cases where an equivalent rewriting will not exist, while some data might still be
extracted from the views to provide a partial answer to the query using the views
using less demanding methods. In the case of aggregate data, partial answers would
lead to the use of approximate aggregation functions, with for instance lower and
upper bounds instead of exact values. This is a topic of interest for further research.
Moreover, the notion of information content that we have proposed captures the
exact content, and not a notion of subcontent of the information of the views. This
would also require a different concept of information subsumption, which is also of
great interest.
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