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Abstract: We define a method for synthesizing the asynchronous executives that are
driving the synchronous modules of a globally asynchronous, locally synchronous (GALS)
system. The technique takes as input high-level synchronization constraints, under the form
of multi-clock modular synchronous reactive (S/R) specifications. For each synchronous
module, our technique produces a multi-rate executive that drives the communication and
clock of the component using a mixed static/dynamic scheduling policy. The resulting GALS
system is predictable and functionally correct with respect to the initial synchronous speci-
fication. The approach is based on the theory of weakly endochronous (WE) systems, and
on a notion of atomic reaction which allow us to exploit the concurrency of the specification
to improve the communication efficiency of the executives.
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Synthése d’exécutifs GALS a partir de contraintes
multi-horloges

Résumé : Nous définissons une méthode pour la synthése des exécutifs asynchrones qui
controlent l’exécution des modules synchrones d’un systéme globalement asynchrone, lo-
calement synchrone (GALS). Notre technique prend en entrée des contraintes de synchro-
nisation de haut niveau, sous la forme de spécifications synchrones réactives modulaires
multi-horloges. Pour chaque module synchrone, notre technique produit un exécutif multi-
rythmes qui controle les entrées, les sorties, et ’horloge du module en utilisant une politique
d’ordonnancement mixte statique/dynamique. Le systéme GALS résultant est prédictible,
correct et complet par rapport 4 la spécification synchrone d’entrée. L’approche est fondée
sur la théorie des systémes faiblement endochrones (weakly endochronous systems), qui nous
permet d’exploiter la concurrence de la spécification pour améliorer I'efficacité des exécutifs.

Mots-clés : Synchrone, Asynchrone, GALS, Multi-horloges, Multi-rythme, Endochronie
faible, Répartition automatique
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1 Introduction

Development techniques based on synchronous formalisms are today common in various
fields, such as digital circuit design or (safety-critical) embedded software development [3].
Synchronous specifications are used in these fields to model concurrent reactive systems. The
synchronous model allows the explicit representation of the reaction to signal absence, and
thus supports a notion of deterministic concurrency which facilitates functional modelling
and analysis. Implementing synchronous specifications is often hard. This is mainly due to
the global synchronization mechanisms of the model, which need to be preserved, at least
in part, to ensure that absence information is not lost when it can influence the behavior of
the system.

In this paper, we address the synthesis of the asynchronous executives that are driving
the synchronous modules of a GALS system. The topic draws much attention today, when
distributed embedded systems and complex systems-on-chip (SoC) are commonplace in the
industry. Our synthesis technique is mathematically founded on the theory of weakly en-
dochronous systems, due to Potop, Caillaud, and Benveniste [I6]. Weak endochrony gives
criteria establishing that a synchronous presentation hides a behavior where the absence
information is never needed, so that the synchronous specification can safely be executed in
an asynchronous environment, with predictible results. Weak endochrony extends to a syn-
chronous framework the Mazurkiewicz traces [I2]. Thus, the current paper bridges between
the fields of synchronous language compilation and classical concurrency theory.

The implementation technique is defined as an assisted synthesis technique that takes as
input high-level synchronization constraints structured in a multi-clock synchronous speci-
fication. The transformation is performed in two steps. The first one checks whether the
specifications of the synchronous modules are weakly endochronous. If they are not, intu-
itive diagnostics allow the user to incrementally improve the signalling protocols. When the
specification is weakly endochronous, the second translation step automatically synthesizes
the GALS executives.

Outline. The paper is organized as follows: Section [ intuitively presents our problem,
previous work, and the desired solution. Section Bl defines the formalism that will support
our presentation. SectionHlis on weak endochrony: the original theory of [I6] and algorithms
to determine if a specification is WE. Section [ explains how the asynchronous executives
are generated for WE components. Section [l gives criteria ensuring the correct functioning
of the resulting GALS system, and Section [ concludes.

2 Overview
Our goal is the construction of correct and predictable executives for GALS systems. In this

paper, we consider this problem in an untimed setting. Taking into account or ensuring the
satisfaction of real-time constraints [4] shall be the subject of future work.

RR n° 6021



4 Potop, Sorel and de Simone

2.1 Distributed implementation

Our basic model of distributed system is similar to that of Kahn Process Networks (KPN)
[10]. A system is formed of computing components. The components communicate through
message passing along lossless order-preserving asynchronous lines. For simplicity, our ex-
amples only use simple point-to-point communication lines—asynchronous FIFOs.

Reading or writing a message on a communication line is blocking and non-interruptible.
Blocking reads are part of the basic KPN model. Blocking writes are needed to ensure
flow regulation in the absence of timing or synchronization information on the environment.
With blocking writes, we can use real-life bounded-memory communication lines instead of
the unbounded FIFOs of the basic Kahn model.

2.2 Modular synchronous specification

To synthesize our executives, we start with the set of synchronous modules of the GALS
system: off-the-shelf synchronous IPs or compiled synchronous code, under the form of
software reaction functions. Following the terminology of [5], we call these implementation
modules pearls.

Each pearl is accompanied by a high-level specification of its synchronization properties.
These specifications need not be functionally complete w.r.t. to the pearls. They should
contain enough synchronization information allowing the construction of the asynchronous
executives controlling them. Irrelevant information, such as complex data operations, can,
and should be abstracted away, to facilitate analysis.

The input of our synthesis technique is the modular synchronous specification obtained
by putting in parallel the high-level descriptions of all the pearls. In the formalism which
will support our presentation (a small sub-set of the Signal language [§]), this means that
the specification is the parallel composition of a number of processes.

We use a small, intuitive example to present our problem, the desired result, and the main
implementation issues. The example, pictured in Fig. [l is a simple reconfigurable adder,
where two independent single-word ALUs can be used either independently, or synchronized
to form a double-word ALU. The choice between synchronized and non-synchonized mode
is done using the SYNC signal. To simplify the figure, we compacted both data inputs of each
adder under a single signal name (I1 and I2, respectively).

The carry between the two adders is propagated through the C wire whenever SYNC is
present. The two single-word ALUs are the processes of our specification.

As we shall see later in this paper, the high-level specification of our example can be
functionally incomplete. It can safely abstract away the actual behavior of the adders, and
the integer data.

2.2.1 Synchronous reactions

Like any synchronous formalism, we follow a discrete model of time, where executions are
sequences of reactions, indexed by a global clock. Table [ gives a possible execution of

INRIA
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I1 o1
ADD1
SYNC ¢
ADD2
12 02

Figure 1: Configurable adder: global dataflow

Clock | 1 2 3 4 5 6 7
I @2 L (99 (99 L1 (25 L
oL| 3 L 8 8 1L 7 1
SYNC| L L T L LT 1
cl L 1L 1 L L 0 i

2] L L (00 (00 L (14 (23
o2 L L 1 0 L 5 5

Table 1: Sample synchronous run of the example
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Figure 2: Desired component structure

our example. A reaction is a valuation of the input, output, and internal signals of the
process. We shall denote with V the finite set of signals of a process. In our example,
V ={I1,12,SYNC,01,02,C}.

All signals are typed. We denote with Dg the domain of a signal S. Not all signals need
to have a value in a reaction, to model cases where only parts of the process compute. We
will say that a signal is present in a reaction when it has a value in Ds. Otherwise, we
say that it is absent. Absence is simply represented with value 1, which is appended to
all domains Dy = Ds U { L}. Formally, a reaction of the process is a partial valuation of
its signals. We denote with R the set of all such valuations. The support of a reaction r,
denoted supp(r), is the set of present signals. For instance, the support of reaction 4 in
TableMis {71, 12,01, 02}.

In many cases we are only interested in the presence or absence of a signal, because it
transmits no data, or because we are only interested in synchronization aspects. To represent
such signals, the Signal language uses a dedicated event type of domain Deyent = {T}. In
our example, SYNC has type event.

To represent reactions, we use a set-like convention and omit signals with value 1. In
Fig. [ the signal set is {SYNC : event, O1,02 : integer, 11,12 : integer _pair}. In Table[l]
reaction 4 is denoted (11(9’9), 018, 12(0’0), 02°). The stuttering reaction assigning L to all
signals is denoted L. In Table[I] reaction 5 is a stuttering reaction.

2.3 Structure of a computing component

To interface between the asynchronous communication lines and the synchronous pearls, we
structure our computing components as pictured in Fig. &

We are interested here in the asynchronous executive, also called shell, which controls the
asynchronous I/O and drives the synchronous pearl of the component. The shell is basically
an asynchronous automatonll. It takes as input the asynchronous FIFOs transmitting the
inputs of the pearl, and it can also take additional control inputs added by the synthesis
process to ensure correct synchronization. When enough input signals are present, the shell

1But its implementation can be synchronous, like in [5], or simply sequential.

INRIA
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I (1,2) (9,9) (9,9) (2,5)
o1 3 8 8 7

SYNC TT
C 10
2| (00 (0,0) (1,4) (23)
02 1 0 5 5

Table 2: Corresponding asynchronous run. Correctly reconstructing synchronous inputs
from the asynchronous ones is impossible.

triggers a synchronous reaction of the pearl. To do this, the shell provides the pearl with
the needed inputs, and marks all other pearl inputs as absent (L) even if values have been
received for them. Then, it triggers the computation of the reaction. In software, this
amounts to calling the reaction function. In hardware, the pearl clock is enabled. Once the
pearl completes its computation: In hardware, the pearl clock is disabled; In software, the
state update protocol is performed. The outputs computed by the pearl are transmitted
onto the output FIFOs. The input values used in the reaction are acknowledged as read, so
that new ones can be accepted from the corresponding FIFOs.

2.4 The synthesis problem

We need to synthesize the (hardware or software) shells that will drive the execution of the
the pearls on the components of the architecture.

The main task of the shell is to construct in a consistent way inputs for the synchronous
pearl. The input of a reaction must assign a value, or declare absent, every input of the
pearl. With this hypothesis, code generation for the pearl is highly simpliﬁecﬂ, for it does
not have to infer or enforce input presence or absence, nor buffer inputs or outputs to match
the asynchronous transmission protocols.

Reconstructing reactions from asynchronous messages must be done in a deterministic
fashion, regardless of the message arrival order. This is not always possible. Assume, like
in Table Pl that we consider the inputs of Table [ll without the synchronization information.
The module ADD1 will then receive the first value (1,2) on the input channel I1 and T
on SYNC. Depending on the arrival order, which cannot be precised, any of the reactions
(11(1’2), 013, SYNCT,CY) or (11(1’2), 01%) can be triggered, leading to divergent computa-
tions. The problem is that the two reactions are not independent (they do not commute),
yet the choice between them cannot be done over the value of a message on a given channel,
so a shell has no means of choosing between them. A similar problem occurs in ADD2.

Our approach is to transform the synchronous specification in such a way as to make
reaction reconstruction deterministic upto commutation of independent reactions. One such
implementation of our example is presented in Fig. Bl with an execution trace in Table H

2The code can be ezochronous, in the sense of [I4].
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Transformation is done by adding communication lines. To discriminate between the non-
idependent transitions of ADD1, we introduce the Boolean signal SYNC1. Value 1 on SYNC1
indicates that the two adders synchronize, so that SYNC and C are present. Value 0 indicates
an independent computation on ADD1. Symmetrically, SYNC2 is added to ADD2. Note that
signal SYNC becomes useless, as it corresponds to choices over SYNC1 and SYNC1. Therefore,
we can delete it from the dataflow scheme. Note, in Table B, that the two processes can be
now safely run on separate clocks in the GALS implementation.

2.5 Previous solutions

A particular class of solutions to our problem has already been thoroughly studied: The
case where every pearl reads all inputs and writes all outputs at each reaction (none can
be absent). We shall call this the mono-clock case, for reasons that will become clear in
Section Bl In this case, implementations have been given in both software and hardware:

e In SynDEx [7], mono-clock synchronous specifications are the input of optimized multi-
processor scheduling algorithms. The computations of the pearls are statically sched-
uled on each processor.

e In Latency-Insensitive Design (LID) [B], the model serves as basis for the synthesis of
technology-independent on-chip communication protocols.

Putting our example in mono-clock form would consist in explicitly transmitting over the
asynchronous lines the absence of signals, i.e., transmitting all the symbols in Table[ll This
may be inefficient when we need to minimize communication, or when we want to allow
multi-rate computation.

The first extension towards multi-clock pearls were the endochronous systems [2, 8] and
the related hardware generalized latency-insensitive systems [I7]. Here, we assume that the
presence and absence of all signals can be incrementally inferred starting from the state and
from signals that are always present. Table Bl presents a run of an endochronous system
obtained by transforming the SYNC signal of our example into one that carries values from
0 to 3: 0 for ADD1 executing alone, 1 for ADD2 executing alone, 2 for both adders executing
without synchronization (C absent), and 3 for the synchronized execution of the two adders
(C present). Note that the value of SYNC determines the presence/abence of all signals. The
compilation of the Signal language is currently founded on a version of endochrony [IJ.

The problem with endochrony is that it does not allow concurrency inside synchronous
modules. The reaction reconstruction process is fully deterministic, and the presence of all
signals is synchronized w.r.t. some base signal(s) in a hierarchic fashion. If we refer to
our example, an endochronous component cannot allow concurrency between independent
computations of the two adders. Thus, we cannot allow implementations where both ADD1
and ADD2 are implemented on the same pearl without removing all independence between
them through added signalling, even though this is not functionally necessary. This leads
to over-synchronizing the implementation, and to potential inefficiency. As a side-effect,

INRIA
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Clock | 1 2 3 4 5
nm @2 99 99 (@5 L
01 3 8 8 7 1
SYNC 0 3 2 3 1
C 1 1 1 0 1
27 L (00 (00 (1,4 (23)
02 1 1 0 5
Table 3: Endochronous solution
Clock1l 1 2 3 4
m| (L2 (99 (99 (2,5)
o1 3 8 8 7
SYNC1 0 1 0 1
C | 1 0
SYNC2 1 0 1 0
12 (0,0) (0,00 (L,4) (23)
02 1 0 5 5
Clock2 1 2 3 4

Table 4: Weakly endochronous solution

endochrony is not compositional, which makes the definition of incremental development
processes difficult.

2.6 Our approach

In this paper, we explain how to allow both synchronized and non-synchronized (indepen-
dent) computations to be realized by a single component. In this approach, the user can
decide at pearl synthesis time (maybe through an exploration process) how to group the
processes onto the distributed components, while knowing that efficient shells are automat-
ically generated. For instance, the two processes of our example can be implemented by
separate pearls, or by a single one.

The main contribution is given in Section Bl We explain there how to determine whether a
process is weakly endochronous. This is based on determining a minimal set of reactions that
generate all other reactions. The process is weakly endochronous when all generators satisfy
an atomicity hypothesis — they are either asynchronously distinguishable, or non-interferent.
When a process is not weakly endochronous, we need to constrain it further by eliminating
non-confluent choices that are not determined by a signal value (not by absence). Given
the complexity of this step, which adds supplementary communication lines, we do not fully

RR n° 6021



10 Potop, Sorel and de Simone

I1 o1

SYNC |

12 02

Figure 3: Weakly endochronous solution

automate it. Istead of providing solutions that might not match the global architecture of
the system, our analysis algorithm simply points out through intuitive error messages why
the system is not weakly endochronous. Once the assisted transformation step is completed,
the asynchronous shells are automatically generated, as explained in Section

2.6.1 Stateless abstraction

To keep the presentation simple, we present here a simple version of the technique, which
does not take into account the process state. The approach can be extended to deal with
specifications where each process has a state.

3 Synchronous Dataflow in Signal

We use a small sub-set of the high-level synchronous language Signal to formally present
our technique. The Signal multi-clock constraint language allows a simple representation
of the synchronization constraints we use. However, the results can be simply applied to
any synchronous dataflow specification accompanied by synchronization constraints. In
particular, SynDEx [7] and the latency-insensitive design [5] could be extended using our
results.

3.1 Process structure

A Signal process is a hierarchical dataflow specification. Fig. Bl gives the Signal process
corresponding to the configurable adder of Fig. [l

A process is formed of a header defining its name, an interface specification, a dataflow
specification, and local declaration section. In our example, the top process is named
EXAMPLE. Its interface defines 3 input signals (SYNC, I1, and I2), identified with “?”, and
2 output signals (01 and 02), identified with “I”. Given a process P, we denote with Z(P)

INRIA
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process EXAMPLE =
(? event SYNC ; event I1,I2 ;
! event 01,02 ; )
(I (01,C) := ADD1 (SYNC,I1)
| 02 := ADD2 (SYNC,I2,C) |)
where boolean C ;

process ADD1 =
(? event SYNC ; event Il ;
! event 01 ; event C ; )
(| I1 == 01 | SYNC ~< I1 | C == SYNC |) ;

process ADD2 =
(? event SYNC ; event I2 ; event C ;
! event 02 ; )
(| I2 ~= 02 | SYNC ~< I2 | C ~=SYNC |) ;
end ;

Figure 4: The Signal process of the configurable adder in Fig. [

its set of input signals, with O(P) its set of output signals, and with V(P) the set of all its
signals. By definition, Z(P) N O(P) = () and Z(P) U O(P) C V(P).

The dataflow specification of EXAMPLE consists of two equations, which define the inter-
connections between ADD1, ADD2, and the environment. The local definition section defines
the internal signal C, and the processes ADD1 and ADD2.

Our synthesis technique will only refer directly to the first two levels of the process
hierarchy. The unique top-level process is the specification, and it only contains the global
dataflow. Its children are the specifications of the synchronous modules, which can contain
more complex behavioral Signal definitions. Lower-level processes cannot be distinguished
from the specification of the module that contains them.

3.1.1 Finite abstraction

As explained in section Section 22 complex data operations that are irrelevant to the
synthesis of the shells should be abstracted away in the synchronous specification. For
instance, we model the integer inputs and outputs of the two adders with event signals.
Data abstraction is mandatory for all infinite types (e.g., integer, float), to make decidable
the analysis of the weak endochrony. We say that the synchronous specification is a finite
stateless abstraction of the corresponding pearl behavior.

RR n° 6021



12 Potop, Sorel and de Simone

3.2 Dataflow specification

The dataflow specification of a process is formed of equations defining constraints between
the signals of the process. Any reaction satisfying all the equations of a process P is a
valid reaction of P. We denote with R(P) the set of all the reactions of P. Some of
the constraints (such as assignment) are often used to represent the actual flow of data in
the implementation. We do this only in the top-level process of a specification. In sub-
processes, the assignment operator := is manipulated according to its basic semantics: an
equality constraint with no causality information.

The use of a constraint language allows us to easily manipulate functionally incomplete
specifications. For instance, we do not need to represent the full behavior of the adders
ADD1 and ADD2. We only specify the synchronization information that is necessary for the
synthesis of the communication protocols.

3.2.1 Clocks. Clock Constraints

The clock of a signal S is another signal, denoted S, of type event, which is present whenever
S is present. Clock signals are used to specify clock constraints.

The most common clock constraints are identity, inclusion, and exclusion. Line 11 of
Fig. B which gives the constraints of ADD1, illustrates clock equality and inclusion. The
equation “I1”=01" specifies that signal I1 is present in a reaction iff 01 is present. In other
terms, whenever inputs arrive, the adder produces an output. The next equation requires
that I1 is present in reactions where SYNC is present. Otherwise said, “SYNC is included in
A11. The last equation states that the carry value C is emitted by ADD1 whenever SYNC is
present.

The definition of ADD2 is similar. The difference is that the carry signal C is here an
input, and not an output like in ADD1.

The equation “S1°#S2” specifies the exclusion between the clocks of the signals S1 and
S2, i.e., the fact that both signals cannot be present in a reaction.

3.2.2 Stateless Signal primitive language

The following statements are the primitives of the Signal language sub-set we consider.
The delay primitive of the full language is missing, because in this paper we only consider
stateless specifications.

The assignment equation “X:=f(Y1,...,Yn)” states that all the signals have the same
clock, and that the specified equality relation holds at each instant where the signals are
present. Equation “X:=Y" is a particular case of assignment. It specifies the identity of X
and Y. Signal Y can also be replaced with a dataflow expression built using the operators
defined below.

The operator when performs conditional downsampling. The signal “X when C” is equal
to X whenever the boolean signal C is present with value true. Otherwise, it is 1. The
shortcut for “C when C” is “when C”. For instance, in Fig. Bl “when SYNC1=1"is a signal of
type event that is present when signal SYNC1 is present with value 1.

INRIA



Multi-rate GALS executives 13

process EXAMPLE_RESULT =

(? boolean SYNC1,SYNC2; event I1,I2 ;
! event 01,02 ; )

(I (01,C) := CTRL1 (SYNC1,I1)
| 02 := CTRL2 (SYNC2,I2,C) |)

where boolean C ;

process CTRL1 =
(? boolean SYNC1 ; event I1 ;
! event 01 ; event C ; )
(] SYNC1 == I1 == 01 | C "= when SYNCi=1
| (01,C) := ADD1(when SYNC1=1,I1) |)
where process ADD1 = ... end ;

process CTRL2 =

(? boolean SYNC2 ; event I2 ; event C ;
! event 02 ; )

(] SYNC2 ~= I2 ~= 02 | C = when SYNC2=1
| 02 := ADD2(when SYNC2=1,12,C) |)

where process ADD2 = ... end ;

end ;

Figure 5: Weakly endochronous process corresponding to Fig. Bl Processes ADD1 and ADD2
are copied from Fig. @

The operator default merges two signals of the same type, giving priority to the first.
The signal “X default Y” is present whenever one of X or Y is present. It is equal to X
whenever X is present, and is equal to Y otherwise.

A Signal process can instantiate other Signal processes inside its dataflow. In Fig. H
EXAMPLE instantiates ADD1 and ADD2. In Fig. Bl CTRL1 instantiates ADD1.

3.3 Notations

A synchronous trace of a process P is any finite succession of reactions of P. The set of
traces of P is T(P) = R(P)*.

On the values of any signal S, we introduce a partial order, given by 1 < v, for all
v € Dg. The order on signal values induces a product partial order < on reactions. Note
that m < rg if and only if supp(ri) C supp(re) and 71 (v) = ro(v) for all v € supp(ry).

We say of two reactions r; and ro that they are mon-contradictory, written rq > ro, if
r1(v) = ra(v) for all v € supp(r1) N supp(re). Otherwise, we say that the reactions are
contradictory, written r1 4 ro. Given a set of reactions K, we shall say that it is non-
contradictory, denoted 1 K if any two reactions of K are non-contradictory. In this case,

RR n° 6021



14 Potop, Sorel and de Simone

we can define VK = \/, _, r. Two reactions r; and ry are non-interferent if supp(ri) N
supp(rz) = 0.

On non-contradictory reactions, we define the union V and intersection A operators as
the least upper bound and greatest lower bound induced by <. We also define the difference
71 \ 72, which has support supp(r1) \ supp(r2) and equals r1 on its support.

4 Weak endochrony

4.1 Basic theory

The theory of weakly endochronous (WE) systems [16], gives criteria establishing that a syn-
chronous presentation hides a behavior that is fundamentally asynchronous and determinis-
tic. Absence information is not needed, which guarantees the deterministic implementability
of the synchronous specification in an asynchronous environment. Weak endochrony extends
to a synchronous framework the Mazurkiewicz traces [12].

Weak endochrony is defined in an automata-theoretic framework. We simplify it here
according to our stateless abstraction:

Definition 1 (stateless weak endochrony) We say that process P is weakly endochronous
if for all ri,75 € R(P)

71 l><l7°1:>T'1\/7‘2,T1\’r‘2,7‘1/\7‘2,7‘2\7“1ER(P)

We already saw, in Section 4], that running a synchronous process in an asynchronous
environment may be a non-deterministic process. Weak endochrony gives very general suf-
ficient conditions ensuring that the execution of the process always gives the same result,
regardless of the asynchronous input arrival order.

The intuition behind weak endochrony is that we are looking for systems where (1) all
causality is implied by the sequencing of messages on communication channels, and (2) all
choices are visible as choices over the value (and not present/absent status) of some message.
As explained in [T5], the axioms of weak endochrony can be traced down to the fundamental
result of Keller [I1] on the deterministic operation of a system in an asynchronous envi-
ronment. From a different perspective, WE systems are synchronous Kahn processes, with
similar determinism results.

4.1.1 Atoms

From our point of view oriented towards code generation, the most interesting consequence of
these axioms is that any behavior of a WE system can be decomposed into atomic transitions,
or atoms. Formally, the set of atomic reactions of P, denoted Atoms(P) is the set of the
smallestf] reactions of R(P) different from L.

3In the sense of <.

INRIA
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Atomic transitions have very nice properties. Two atoms a; and as are either non-
interferent (of disjoint support, cf. Section B3), or contradictory. Furthermore, any transi-
tion of the system can be uniquely decomposed into a set of non-interferent atoms.

Theorem 1 (Generation) Let P be a weakly endochronous stateless process, and r €
R(P). Then:
=\ a

a€Atoms(P),a<r

4.2 Checking weak endochrony

In this section we explain how to check the weak endochrony of the process corresponding to
a synchronous module of the GALS system. The analysis is based on the identification of a
set of reactions which generate by union all other reactions. The generator set is computed
incrementally from the equations of the specification. The process is WE when the generator
set has the properties of an atom set. If the process is WE, then the atoms we computed
will directly serve in Section Bl to generate the asynchronous shell.

4.2.1 Partial reactions

The domain of signal valuations, defined in Section ZZT], allows the representation of com-
plete reactions of processes, as well as the manipulation of reactions of weakly endochronous
processes, where absence information is not needed. However, they do not allow the rep-
resentation of absence synchronizations constraints, such as clock exclusion. To represent
such constraints, we enrich the domain D& of each signal with a new value 1L. Thus,
DL = DL U{L}, with L < L.

A partial reaction r is any valuation of the signals over their extended domains. We
denote with R the set of all such valuations. All the operators of Section are extended
over R, according to the new domain structure. The support of a partial reaction is the
set of signals with value different from L.

A partial reaction r sets signal S to 1L to represent the fact that values of other signals
force S to be absent. For instance, if “S™"#T” and r(S) € Dg, we need r(T) = 1. The
partial reaction (S?,T*) cannot be united (using V) with other partial reactions where T
is present. This is different from (SV,T+), which can be composed, for instance, with (7).

Any reaction is a partial reaction, and any partial reaction r has an associated reaction
[7] which changes all 1L values of r into L values. We denote with R(P) = {r € R |
[r] € R(P)}

4.2.2 Generators

In this section, we define the non-interferent generator set of a process, and we explain how
to compute it. Non-interferent generators of the reactions of a process can be compared with
the prime implicants of a logic formula — they are reactions of smallest support that generate
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16 Potop, Sorel and de Simone

all other reactions. The main difference is that our algebraic structure is richer than that of
the Boolean logic (it has a domain structure), allowing us to exploit concurrency to preserve
fewer generators (exponentially fewer, in certain cases). Also, it must be noted that L is
always a solution, in our case.

Definition 2 (Generator set) Let P be a process. A set C C R-(P) of partial reactions
is a generator set of R(P) if R(P) = {[V,cx7] | K SCAK}.

Definition 3 (Non-interferent generator set) Let P be a process. A generator set C is
called a non-interferent generator set of P if:

Vri,m2 €C: ;11 z: :z } = supp([r1]) N supp([rz]) =0 (NT)

Non-interference implies a strong form of minimality for a generator set, also facilitating the
manipulation of the generators.

Theorem 2 Any process has a unique non-interferent generator set. When the process
is weakly endochronous, the non-interferent generator set defines the set of atoms of the
process.

This result shall be proved inductively, by construction of the unique non-interferent
generator set. We shall denote the non-interferent generator set associated with a set of
equations p of a signal process P with G(P,p). In the notation, process P is needed to
specify the signal set over which p specifies constraints.

The following are non-interferent generator sets for the primitives.

G(P,X:=Y default Z) =

= {(X",Y",Z%) |ve Dx,we DxU{l}}U
{(x",Y4,2°) |veDx}U
{(W®) |v e Dx,W € V(P)\ {X,Y, Z}}

G(P,X:=YwhenZ) =

= {(X",Y",ZY |veDx}uU
{(X+, Y, Z2%) |veDx U{lL},w € {1.,0}}U
{W?) [veDx,WeV(P)\{X,Y,Z}}

G(PX =1(Y,,....Y,)) =

— {(Xf(m,...,vn)’y'lm’”.7ann) | Vi:v; € DYi}U
{(x+ vty hru
{(W") |veDx,WeVP)\{X,Y;|1<i<n}}

INRIA



Multi-rate GALS executives 17

We also give here generators sets of other, non-primitive equations:

GPXx:=Y) = {(X")Y")|veDxU{lL}}U

{(W?) |veDx,W ¢ {X,Y}}
XU YY) |v,weDx}U{(XLvi)u
W) |veDx,W&{X,Y}}

(
G(PX"=Y) = {(
(
(X, v, (XL YY) |ve Dx}U
(
(
(

G(P, X" #)
WYY |0 e Dy W ¢ (X,V}}
XYY lveDxU{lL},we Dy} U
{(W*)|veDx,W ¢{X,Y}}

Il
e e N e N NN

G(PX"<Y) =

Theorem 3 (Merging) Let P be a process and p and q be sets of equations of P. Then:

1. If p is a single equation, then G(P,p) defined above give the non-interferent generator
set of p in P.

2. Procedure [ (MergeGeneratorSets) computes G(P,p | q), the unique non-interferent
generator set of p | ¢ in P.

Procedure M (MergeGeneratorSets) computes in G(P,p | ¢) all the minimal reactions of
p | g. It explores every minimal combination of compatible atoms in p and ¢ until either a
common reaction is found, or no continuation is possible. The search proceeds by construct-
ing two compatible partial reactions, one of p, another of ¢q. The support of the two partial
reactions is enlarged, in alternate reactions, only if it is necessary.
Proof of Theorem For a single statement p, G(P,p) is clearly the non-interferent
generator set. We need to prove the induction step.

First, we prove that G(P,p | q) satisfies the non-interference property (NZ). Assume
91,92 € G(P,p | q) such that g; < go. Then:

.92 € {\/ r| K CG(P.p)Am K}
reK

Let ¢} € G(P, p) part of the decomposition of g1, assigning a signal v € supp(g1) N supp(gz).
Then, there exists g5 € G(P,p), part of the decomposition of go, assigning v. Since g; < go,
we have ¢} > ¢g4. From the construction, we have v € supp([g1]) N supp([gs]) # 0. Then,
by applying the induction hypothesis (NZ on G(P,p)), g1 = g5- We can conclude that any
generator of g; or g, touching the intersection of g; and g, is completely included in the
intersection. Therefore, g1 A ga, g1\ g2, and g2 \ g1 are partial reactions in p. Similarly, they
are partial reactions in ¢, meaning that they are partial reactions in p | ¢. If more than one
of them is non-empty, we have a contradiction with the construction process, which results
in minimal reactions. When only one set is non-empty, we retrieve the non-interference
property.

It remains to prove that G(P,p | q) is a generator set. Any reaction of p | ¢ is covered
(by the maximal common reactions included in the reaction itself). ¢
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18 Potop, Sorel and de Simone

Procedure 1 MergeGeneratorSets
Input: G(P,p), G(P,q): reaction set
Output: G(P,p | q): reaction set
Gp—=05G,0;
for all g € G(P,p) do
if [g] = L then G «— G, U{g}
else G, — G, U{g}
Gg—05G, «—0;
for all g € G(P,q) do
if [g] = L then g; — g; U{g}
else G, — G, U{g}
for all g € G, do
while 3¢’ € G, with g>ag’, ¢’ £ g, and supp(g) N supp(g’) # L do
g—gVvyg
for all g € G, do
while 3¢’ € G, with g ¢, ¢’ £ g, and supp(g) N supp(g’) # L do
g—gVvyg
G(Ppla)—G UG,
for all g € G, do
MergeGenerators(g,-L, G,,Gq, G(P,p | q))

Procedure 2 MergeGenerators
Input: rq,r2 partial reactions, G1,G2 partial reaction sets
Reference-passed: G: partial reaction set
if [’I"Q] \ [7‘1] 7& 1 then
for all g € G; do
if grary and g>xrg and [g] A ([r2] \ [r1]) # L then
if [r1 Vg] =[re] then G — GU{r1VraVg}
else MergeGenerators(ra,r V g,G2,G1,G)
else MergeGenerators(ry,r2,G1,G2,G)
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4.2.3 Weak endochrony check

A process is weakly endochronous as soon as we do not need the forced absence information
to distinguish between elements of G(P,p).

Theorem 4 (Weak endochrony) Let P be a process and let p be the set of its equations.
Then, P is WE iff for all p,q € G(P,p), p # q:

supp(p) N supplg) # 0 |
pp 1[9p]7 o ;ij_q } = 35 :Dg 3 p(S) # q(S) € Dg (WE — atoms)

In this case, the atom set of P is:

Atoms(P) = {[g] | 9 € G(P,p), 9] # L}

Proof sketch: If P is WE, then its atoms determine the generators. Each atom is a
reaction, and therefore generated. Also if an atom is decomposed into more than one 1
generators, I have a contradiction with the minimality of atoms. Therefore, for each atom I
can build the corresponding generator (which assigns other signals to 11). These generators
have the needed properties.

If G(P,p) has property (WE — atoms), then R(P) is generated by {[g] | g € G(P,p)},
and the properties of generators imply weak endochrony. ¢

Checking the weak endochrony of a generator set is therefore easy. Moreover, when
a system is not weakly endochronous, intuitive diagnostic messages are readily available.
If a,b € G(P,p), a # b, with supp(a) N supp(b) # O and supp([a]) N supp([b]) = 0, then
[a] and [b] are reactions of P that are not independent, but cannot be distinguished in an
asynchronous environment. The user must change the signalling protocol to make them
contradictory, for instance by addition of supplementary communication lines or messages.
Automatic synthesis of weak endochrony is possible, but doing it well is a difficult problem.

4.2.4 Examples

The generator set of the process in Fig. H is:

{17,017, ¢t syNcHt), (127,027, ¢ sy NCt),
(117,017,127, 02", CT,SYNCT)}

As expected, the process is not weakly endochronous because [(IIT, o17, 127,027, SYNCT)]
and [(I17,017,SY NC*)] are neither conflicting, nor of disjoint support.
The generator set of the transformed process in Fig. [l is:

{17,017, ¢t SYNC1°), (127,027, C, SYNC2Y),
(", o017, 12", 02",CT,SYNC1t, SYNC2)}

The process is weakly endochronous.
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5 Executive generation

Once we determined that a process is weakly endochronous we can generate for it the shell
(executive) described in Section Bl We shall present here a simple technique for generating
the shell directly from the atom set.

To further simplify code generation, we also assume here that the weakly endochronous
process P describing our shell is I/0 deterministic A Formally, we shall assume that for any
two different a,b € Atoms(P) we have:

athb= a/I(P)r4b/I(P)

where r/Z(P) is the restriction of r on the input signals.
The executive we generate for P takes advantage of atom independence properties. For
each atom a, independently, we generate a function that cyclically:

1. Awaits the arrival of a new value a(.S) for each signal S € supp(a/Z(P)).

2. When all needed input arrived, trigger a reaction of the pearl, with a/Z(P) as input,
and then output the values of a/O(P).

The actual executive is formed of all the functions associated with the atoms, running in
parallel. In practice, parallelism can be simulated using a simple event-driven approach,
where each incoming event SV,v € Dg triggers computations in the functions associated
with the atoms a having a(S) = v.

The actions of step 2 above are complex, and must be executed atomically. In a purely
asynchronous shell, no two atoms must be executing step 2 at the same time (it is a mutual
exclusion region). The operations performed during step 2 are the following;:

1. Enter the mutual exclusion region.
2. Feed the data in a/Z(P) to the pearl.

3. Trigger the computation of the pearl by enabling the clock (in hardware) or calling
the reaction function (in software).

4. When the reaction is completed: In hardware, disable the clock. In software, update
the pearl state.

5. Send the data in a/O(P). This may block the computation until output communica-
tion lines are free.

6. Signal the fact that the data in a/Z(P) has been read. Remove these messages from the
await list of other atoms. New signals can arrive on the input ports of supp(a/Z(P)).

7. Exit the mutual exclusion region.

4In general, weakly endochronous systems can be I/O non-deterministic, allowing for instance the speci-
fication of tests over infinite input data, abstracted as event.

INRIA



Multi-rate GALS executives 21

Module = Pearl + Signal program
(stateless finite-data)

' Assisted
| translation

v
WE program
Atom list

Executive
synthesis

Implementation = Pearl + Shell

Figure 6: Assisted implementation flow

The previous operations can be easily be implemented in either software or hardware (using
mutexes, semaphores, etc.). In both cases, mutual exclusion must be ensured to avoid races
between the various functions. In hardware, such races may lead to metastability, or simply
to erroneous functioning. In software, they can lead to deadlocks.

With the definition of the executives, we have completed the definition of the shell
synthesis flow, which has the structure presented in Fig. Bl

Many implementations of the previously-defined executives are possible, in both hard-
ware and software. Many optimizations and extensions are possible, too, which will be the
subject of future work. We mention here only three:

e Hierarchize the waiting process, exploiting exclusiveness between atoms using succes-
sive tests over the input values. This corresponds to constructing a DAG structure
having a similar function to the clock tree of Signal [I].

e Take into account some state information in the executives (some simple over-abstraction
of the pearl state space).

e Mutual exclusion can be relaxed in implementations where the AFSM is actually imple-
mented using synchronous technology, like in generalized latency-insensitive systems
[T7]. One possibility is to allow successive atoms to be pipelined in certain cases.

6 Composition issues

Consider the GALS system formed using the executives defined in the previous section. To
ensure its correctness w.r.t. the specification, we still need to ensure some global synchro-
nization properties, presented in this section.
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6.1 Causality and completeness

In our approach, the causality of computations is determined by the pearl reactions, and
by the ability of the shells to control the pearls. In a reaction of the pearl, all input must
come before the computation takes place (clock enable/disable cycle in hardware, reaction
function call in software), and before any output can be produced. The finest reactions,
which give the causal dependencies, are the atoms.

By consequence, some reactions of the synchronous model may be unfeasible in the GALS
implementation. Consider, for instance, the GALS system synthesized from the following
specification:

process EXAMPLE2 =
(? event I ; ! event 0 ;)
(I (A,B) := P1(I) | 0:=P2(A,B) |)
where event A,B ;
process P1 =
(7 event I,A ; ! event B ;) (| A ~=B ~=1 |);
process P2 =
(? event A ; ! event B,0 ;) (| A~=B ~=01|) ;
end ;

Each of the two sub-processes representing our modules has exactly one atom: a; =
(AT, BT, IT) for P1,and az = (AT,BT,07) for P2. A synchronous reaction of EXAMPLE2
isa; Vay = (AT,BT,I",07), but the GALS system cannot perform it, because the de-
pendency on signal A requires that a; is executed before as, whereas the dependency on B
requires the inverse dependency.

We need to ensure that the GALS implementation indeed implements all the functions of
the synchronous specification. To do this, we need to ensure that the atom system is acyclic
in all possible input configurations. This problem is similar to the separate compilation
problem of other synchronous languages such as Lustre [9], to the correctness check of cyclic
definitions [13] (and the sub-case of constructive causality checks in Esterel).

In our case, a simple criterion ensuring the correctness of the GALS implementation is
the acyclicity of the global atom system. More complex analyses are possible, but they will
be the subject of future work.

6.2 Weak isochrony

The weak endochrony of the components ensures deterministic operation of the system. The
acyclicity ensures that all specified behaviors of the system are indeed feasible. We want to
ensure now that no other behaviors are feasible than those specified. More precisely, that
any execution of the GALS implementation is a sub-set of a synchronous behavior of the
specification.

This is not always the case. Consider, for instance, the GALS system synthesized from
the following specification:
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process EXAMPLE2 =
(? boolean I ; ! event 0 ;)
(I (A,B) := PROD(I) | 0:=CONS(A,B) |)
where event A,B ;
process PROD =
(? boolean I ; ! event A,B ;)
(| A:=when I=0 | B:=when I=1 |);
process CONS =
(? event A,B ;) (| A™=B |) ;
end ;

The atoms of PROD are (I°, A7) and (I',BT). The only atom of CONSis (AT,BT). The
only behavior of process EXAMPLE2 is |. Therefore, it has no atom.

However, if PROD and CONS are compiled using the technique of Section B, the resulting
GALS system has non-void asynchronous behaviors. For instance, after reading I° and I,
it produces O . This is due to the fact that the events AT and BT are produced in different
reactions of PROD, but read by CONS in a single reaction. The reverse can also happen, where
signals produced synchronously are read in different instants.

The criterion ensuring that such stray behaviors cannot occur is weak isochrony. After
a few notations, we give the basic definition of Potop, Caillaud, and Benveniste [I6], as
simplified by our stateless framework.

Definition 4 (asynchronous prefixes) Let P be a process. Then, Head(P) is the set of
all h € R such that there exists t € T (P) with h(S) being the first value on signal S in t, or
L, if no such value exists.

In other terms, Head(P;) is the set of all asynchronous prefixes of depth 1 of executions of
P. With this notation:

Definition 5 (weak isochrony) Let P be a process with sub-processes Py, ..., P,. We say
that the processes P, ..., P, are weakly isochronous if, by definition, any execution of the
GALS implementation can be started with a synchronous reaction.
Formally, for all r; € Head(P;), such that any two r;, v; are equal on V(P;) N V(P;) we
have:
T ST
ar; ER(H),ISZSR \/;;171' ER(P)
\/?:1 Ti 7 L
Checking weak isochrony in its basic form is decidable, but can be very complex, due

to the computation of Head(P;). We propose here a sufficient property adapted to our
atom-based approach.

Theorem 5 (sufficient conditions) Let P be a process with sub-processes Pi,...,P,.
Then, a sufficient condition for Py, ..., P, to be isochronous is that the input of no atom of a
component can be covered by atoms of other components, unless these atoms are independent.
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Formally: We denote with A; the union of all Atoms(P;) with j # i. Then, Py,..., P,
are isochronous if: For all 1 <i <n, and all a € Atoms(P;), if a1,...,ar € A; such that for
all S € supp(a/Z(P)) there exists j with a;(S) = a(S), then supp(a;) are mutually disjoint.

Proof sketch: Consider r; € Head(P;),1 < i < n satisfying the hypothesis of Definition bl
There exists ¢ and a € Atoms(P;) such that a < r;. Using the hypothesis of the theorem,
we can incrementally build a common reaction by appending atoms to one or the other of
the P;. o

Note that the criterion offered by Theorem [ offers a simple computational criterion
based on the atoms already computed in previous sections. Determining isochrony is done
through a simple traversal of atom covers. The criterion is an over-approximation of weak
isochrony. It can be improved, for instance by taking into account causality information.

7 Conclusion

We have defined a method for synthesizing the asynchronous executives that are driving
the synchronous modules of a (GALS) system. The technique takes as input high-level
synchronization constraints. The resulting GALS system is predictable and functionally
correct and complete with respect to the initial synchronous specification, and regardless of
the size of the communication lines. The technique allows the synthesis of executives for all
specifications whose modules are stateless weakly endochronous.

Future work. The current paper only concerns correctess in an untimed setting. Our
long-term objective is to take into account and/or guarantee real-time requirements, such
as periodicity, end-to-end, or throughput constraints. This involves the definition of timing
analysis and scheduling techniques compatible with our executives. On the other hand,
the executives could be simplified under specific timing hypothesis (for instance, the FIFO
protocols can be simplified if the reader is faster than the writer).

The various steps of our technique can be improved and extended in a variety of ways,
already mentioned in Sections B and B
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