N

N

On the numerical approximation of first order Hamilton
Jacobi equations
Remi Abgrall, Vincent Perrier

» To cite this version:

Remi Abgrall, Vincent Perrier. On the numerical approximation of first order Hamilton Jacobi equa-
tions. [Research Report] 2006, pp.11. inria-00113948v3

HAL Id: inria-00113948
https://inria.hal.science/inria-00113948v3
Submitted on 7 Dec 2006 (v3), last revised 7 Dec 2006 (v4)

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00113948v3
https://hal.archives-ouvertes.fr

ZIINRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

On the numerical approximation of first order
Hamilton Jacobi equations

R. Abgrall

N° 2?77
Décembre 2006

Théme NUM

apport
derecherche

ISRN INRIA/RR--????--FR+ENG

ISSN 0249-6399







% I N RIA

FUTURS

On the numerical approximation of first order Hamilton Jacobi
equations

R. Abgrall*

Théme NUM — Systémes numériques
Projets ScAlApplix

Rapport de recherche n° 77?7 — Décembre 2006 — 17 pages

Abstract: We review some methods for the numerical approximation of time dependent and steady first
order Hamilton Jacobi equations. Most of the discussion focuses on conformal triangular type meshes
but we show how to extend this to the most general meshes. We review some first order monotone
schemes and also high order ones specially dedicated to steady problems

Key-words: Hamilton Jacobi equation, high order numerical schemes, unstructured meshes.

* Mathématiques Appliquées de Bordeaux, Projet ScAlApplix Université Bordeaux I, 341 Cours de la Libération, 33
405 Talence Cedex and Institut Universitaire de France

Unité de recherche INRIA Futurs
Parc Club Orsay Université, ZAC des Vignes,

4, rue Jacques Monod, 91893 ORSAY Cedex (France)
Téléphone : +33 1 72 92 59 00 — Télécopie : +33 1 60 19 66 08



On the numerical approximation of first order Hamilton Jacobi
equations

Résumé : Nous présentons quelques méthodes numériques permettant 1’approximation d’équations
d’Hamilton Jacobi stationnaires ou non. La majeure partie de 1’éxposé traite de ce qu’ on peut faire
pour des maillages non structurés de type triangulaire (ou tétrahédriques), mais on montre comment
traiter les cas les plus généraux. On présente des schémas monotones du premier ordre mais aussi des
schémas d’ ordre élevé spécialement adaptés au cas stationnaire.

Mots-clés : Equation d’Hamilton Jacobi du premier ordre, schémas numériques d’ordre élevé, maillages
non structurés.



1rrrdpeitesel ef dtd sqyations on non Cartesian meshes 3

This paper describes some of the schemes that are currently used to compute approximated solutions of
first order Hamilton Jacobi equations, namely the steady Dirichlet problem

H(z,u,Du)=0 z€QCR?
U= x € 00

or the Cauchy problem

%—I—H(g@u(xLDu) =0 zeRLt>0

u(z,0) = up(x).

In many problems of physical interest, one needs to compute the solution of such an equation. One of
the simplest examples is the computation of a distance function, more sophisticated examples consist in
evaluating the arrival time of a front (wave front, flame front, etc) in a non homogeneous media. Similar
problem also exist in control theory, thermodynamics, etc.

We will concentrate on the numerical approximation of these equations on conformal triangular type
meshes. This is a more general situation than the standard Cartesian meshes where this problem was
considered originally, but still less general than the case of non conformal meshes. However, we sketch
how to extend the schemes we describe here to the most general case. Indeed the situation we consider
is an intermediate one, it is general enough to be obliged to imagine solutions that are generic enough
and not too specific so that the structure of the mesh does not play a too rigid role.

In the first part, we quickly recall the notion of viscosity solution for HJ equations, either for the
Cauchy problem or for the steady one with Dirichlet boundary conditions. Then, in two particular cases
we recall the exact solution. The next section is devoted to the numerical approximation of the Cauchy
problem. In the third section we discuss the approximation of the Dirichlet problem. The fourth section
considers a general formulation for high order discretisation. The bridge between Cartesian meshes and
non conformal meshes is sketched in the fifth section. The last section is devoted to some numerical
applications.

As we have already said, our point of view is quite biased. There are basically two classes of ap-
proximation techniques. The first one tries to directly use the notion of viscosity solution, see section 2,
this our point of view. In the second class of methods, one tries to exploit the formal link between some
systems of conservation laws and the HJ equations. The link is that if one differentiates the equation

ou
S+ H(Du) =0

ou
with respect to = and y, denoting p; = 3 and p = Du, we have
;

8pi O0H
o T ar @)

This is the point of view of the papers that extend finite volume or Discontinuous Galerkin methods, see
[1] for an example.

=0.

2 Short review on the HJ equations and viscosity solutions

We consider the Cauchy problem : find u € C°(Q2), the space of continuous function on the open subset
Q C R, such that
H(z,u,Du) =0 z€QcCR?

u=g x € 0N} (1)

in the viscosity sense. In (1), (z,s,p) € 2 x R x R? +— H(x,s,p) is uniformly continuous.

RR n° 0123456789



4 Before going further, let us briefly review the notion of viscosity solution for (1). For anﬁftf%ﬂ@ﬂ
z, we consider the upper semi—continuous (u.s.c) and lower semi—continuous (l.s.c) envelopes of z with
respect to all the variables. They are defined by

z*(z) = limsup z(y) and z.(z) = ligljgf z(y).
T—Y

Following [2], we introduce the function G

Glas.p) = {

The computation of G, and G* is easy and we have:

Gi(z,s,p) = G*(x,s,p) = H(zx,s,p) ifx e

H(z,s,p) x€Q
s—g(z) xe€dq.

Gi(z,s,p) = min(H(z,s,p),s —g(x)) if x € 0Q (2)

G*(z, s,p) = max(H (z,s,p),s — g(x)) if z € N

A locally bounded u.s.c function u defined on Q is a viscosity sub-solution of (1) if and only if, for
any ¢ € C1(Q), if 7o € Q is a local maximum of u — ¢, then

G (xo,u(z0), DP(x0)) < 0. (3)

Similarly, u, a locally bounded, l.s.c. function defined on Q is a viscosity super-solution of (1) if and only
if, for any ¢ € C1(Q), if 9 € Q is a local minimum of v — ¢, then

G* (zo,u(zo), Do(x0)) > 0. (4)

A viscosity solution is simultaneously a sub— and a super-solution of (1). This can be generalized to
other types of boundary conditions such as Neumann, etc.
In the case of the Cauchy problem,

Oou B d
E—FH(@u(x)Du)—O reRYt>0 (5)

u(z,0) = up(x)

where 1 belongs to the set of bounded and uniformly continuous functions, BUC(R?). One can adapt
easily the arguments raised for the steady problem. Here, G is simply

G(z,s,p) :pt+H(x7s7p$),xERd,seRd,p: (pt, Pz) € R x R?

so that G. = G* = G. Subsolutions (resp. supersolutions) are elements of BUC(R? x [0,7]) where
T > 0, so that inequality (3) (resp. (4)) holds.
All this can be extended to the Cauchy—Dirichlet problem

%—i—H(x,u(m),Du):O reQCRYLt>0
u(z,0) = uo(z) x € (6)
u(z,t) = g(z,t) x €N t>0

Under standard assumptions on the open subset {2, g and H and ug, one can prove existence and
uniqueness of the viscosity solutions of (1), (5) and (6), see [2]. In particular, this is true if the Hamil-
tonian H is convex in p € R? and if 9Q lipschitz continuous.

In this paper, we assume that (1) has a uniqueness principle, that is any sub—solution u and any
super—solution v of (1) satisfy

Vo € Q, u(z) < v(x) (7
and
Vo € RY ¢ >0, u(z,t) <wv(z,t) (8)

in the case of the Cauchy problem.

INRIA



Arrr&yatier ek trwétrrtiong Cortesian meshes 5

Two examples are considered. Either we look for the steady problem (1) with a convex Hamiltonian,
or we look for the Cauchy problem (5) with either a convex (or concave Hamiltonian) or a convex (or
concave) initial condition.

The main tool is the Legendre transform. If f is a convex function such that

10 _ oo )

llzl[—+oo [|z]|

we define the Legendre transform of f by

fHp)=sup (p-y—f(y)).

yeR?
If the supremum is reached at y*, we have the relation
o)+ fy)=py"

This shows that f*(p) can be seen as the abscissa of the tangent of the graph of f at y*. This graphic
interpretation helps to see that, if f is regular enough, the graph of f is the envelope of its tangent, so
that

(f =1
Of course this relation is generalizable to a convex f when it satisfies (9).
All this generalizes to a concave functions (since —f is convex),

fp)=—=(=f)*(p)= inf (—y-p—f(y)).

yERY

3.1 For the steady problem

We assume that the Hamiltonian is given by

H(z,u,p) = sug {=b(z,v).p+ Iu— f(z,v)}
veE

where the space of controls V is compact, and we have standard assumptions on b, f and A > 0, see [2].
For the Dirichlet condition, the solution of (1) is given by the dynamical programming principle, for any
T >0,

min(T,7)
u(z) = inf [ / Flys(t), v(t))e= M dt
0 (10)

+ Lrerpu(ya(T)e ™ + 1ips ryo(ya(7))e

The trajectory y.(.) satisfies y,(0) =z € Q and

d

%ym(t) = b(y.(t),v(t)) for ¢ > 0.

They are defined if f is regular enough, say Lipschitz continuous. The exit time 7 is
T =1inf{t > 0,y,(t) € Q}.

Details can be found in [3, 2]

RR n° 0123456789



8.2 For the Cauchy problem R. Abgrall

The analytical expression for the solution of (5), when H only depends on p € R?, is given in [4],

1. when H is uniformly Lipschitz continuous and ug convex,

uest) = sup [0 = i)~ e110)| (1)
peRA
when wug is concave,
u(z,t) = in {—a:-p—kug(p) —tH(p)} (12)
peERA

2. when wug is uniformly continuous, we have for a convex Hamiltonian

u(z,t) = inf [uo(y) +tH* (u)] ) (13)
peRd t
and for a concave Hamiltonian
[ T—Y
u(z,t) = sup |uo(y) +tH (—) . (14)
pERd t

The formula (11) and (12) reflect the Huygens’s principle, while (13) and (14) are consequence of the
dynamical programing principle (10).
Note that if ug is linear in z, ug(z) = A+ p - =, we have

u(z,t) = ug(x) — tH(p).

These results are only valid for special initial conditions or particular Hamiltonian. We have the more
general results

Lemma 1 (Bardi-Osher[5]). If ug = u§®™" + u§®™ where ui™ (resp. ui’™°) is convex (resp. concave),
then the solution u of (5) satisfies

V(x,t) € RY x [0,T7, Ya(z,t) <u(zx,t) < i(z,t)
with
a(ent) = int s (25~ (167)" () = (57)" (@) = 10— )
geR pERC
and

Yo(x,t) = sup inf ( —x-q— (u§™) (p) — (uE™) " (q) — tH(q — p))

peRd gER?

Proof. The proof uses the fact that u§®"(z) = sup,,cga <x “p— (ug"”c)*(p)) so that for any p,

(@) 2 vpo(@) = p — (u6”) (p):

Then we solve the Cauchy problem for vy + ug which is convex, use the comparison principle (8), and
take the maximum. This gives the first inequality. The second one is obtained in a similar way. O

Lemma 2 ([6]). If H = Heony + Heone where Heony (T€Sp. Heone s convex (resp. concave) uniformly
continuous, the solution of the Cauchy problem (5) satisfies

Dy (z,t) < ulx,t) < Py(z,t)

INRIA



Anprozimation of HJ equations on non Cartesian meshes 7

—x
&1 (z,t) = inf sup |uo(y) +tHL,,,(q) +tHL, . (y_ + q)
geR? yER t

. T—y
D) (33, t) = sup inf U()(y) + tHgonc(Q) + tHgonv< + Q>
pcRd yER? 3

The proof is similar and is given in [6].

4 First order approximation of the Cauchy problem

In order to simplify the text, we assume from now on d = 2, but all the results can be easily generalized
to other dimensions, in particular d = 3. We consider a triangulation of R?, the vertices are {M,}i—1n.,
the triangles are {T};—1,,. We denote by T" a generic triangle. The vertices of T} are M;,, M;, and
M,,, for simplicity we often denote them by i1, i2, i3 or by 1, 2, 3 when there is no ambiguity. The
family of triangulations we consider is shape regular.

Up to our knowledge, the first paper to discuss in detail the approximation of (5) is [7]. As in this
reference, (5) is approximated by
uP =l — AtH;, i=1,---ngnc N*

K4

K2

(15)

where A¢ > 0 is the time step and «[ is an approximation of u(M;, nAt), and the numerical Hamiltonian
H; depends on u; , the values of u] where j € V; (V; is the set of neighbors of M; including M; by
convention), and if necessary on M;,

Hi = H(M;, ui', {ug }jev,)- (16)

In this reference is introduced the notion of consistency. The numerical Hamiltonian H,; is consistant
when, if v; = A+ p- OM;, then what ever M; and s € R,

H(M;j,s,{vi}jev,) = H(M,s,p). (17)
A less restrictive definition, which is helpful for the proof, is given in [§],

Definition 1. We say that the Hamiltonian H is weakly consistent if for all z € Q and ¢ € C°(Q) (the
set of C* bounded functions),

limsup ~ H(y, d(y) + &, ¢ +¢) < G (z, ¢(x), Do(x)) (18)

h—0,y—z,6—0

and
liminf  H(y, ¢(y) + &, 6 + &) > Gu(z, ¢(x), Do(x)). (19)

p—0,y—x,£—0

A scheme that satisfies (17), H is strongly consistant. A strongly consistent scheme is weakly consistent.

The structure of the solution of (5) was first used in [5, 1]. In particular, they used the results of
Lemma 1 to define a Godunov-like scheme. In [6], it is shown that, in general, for non structured meshes,
the generalization of the Godunov-like scheme of [5] leads to a non consistant Hamiltonian. However,
Lemma 2 provides a solution.

Assume that {u?};=1 .. n, is known and denote by uj the piecewise linear interpolation of this data.
For any mesh point M;, we consider set {€;};=1 ... ., of angular sectors at M;, see figure 1. Each angular
sector €); corresponds to one of the triangles that share M; and we denote by U; the gradient of u} in
that triangle. The functions ®; and ®, evaluated at = M; are

Oy (M;, At) = ul — At min max sup <Ui cz—H{(z—q) — Hg*(q)>

q€ER? 1<k<wi zeQ,

P (M;, At) = ui — At max | min Jnf (Ui 2= Hi(z—q) — Hj (q))

RR n° 0123456789



8 R. Abgrall

Dupia,,,,, = Uit1/2

Figure 1: Tllustration of the angular sectors 2;, 6; and the vectors 7i; /5 that are needed in numerical
Hamiltonians definitions.

The key remark is that any of the terms multiplied by At, say min max sup <Ui-z—H T(z—q)—Hj (q)) ,
qER? 1<k<wk zeQ,,

reduces to H(p when U; = p Vi. Hence, any of these terms defines a consistant numerical Hamiltonian,
for example,

Hi=max min inf (Ui -2 = H{(z — q) — H3(q)), (20)
the dependency in v}, j € V; appears in the gradients U;. This formula can easily be extended to the
more general case H = H(x,u, Du) and simplifies when H is convex, for example

= e e (02 ) e

A second remark is that, by construction, H; defined by (20) or (21) is monotone, that is

Definition 2 (Monotone Hamiltonians). We say that H is monotone if, whatever M; € ¥, u; < v;, and
for any s € R,
H(Mi, s,{u;}jev.) = H(Mi, s, {vj}jev.)-

The Hamiltonian (20) is monotone by construction if At/hmaxpy, (.. <z [[DpH (P)|lsc < 1/2 : this is
a consequence of (8) and the inequalities

Another key remark is that the value of H; defined by (20) or (21) does not depend on the structure
of the mesh, but on the interpolant u™. In other words, if one splits an angular sector €2 in two, without
changing the value of Uy, the numerical Hamiltonian is not modified. We say that the scheme is intrinsic
and we have the following error estimate,

Theorem 1 ([6]). Let H : R? — R? be continuous and ug € BUC(R?) and Lipschitz continuous
(with constant L). Let T be a triangulation where h is the largest radius of the circles of center M;,
i =1,--- ,ns and contained in all the triangles having M, as a vertex.. We assume the mesh shape
regular, i.e. the minimum angle o of the triangles T is uniformly bounded from bellow.

Let u be the viscosity solution of (5) and {ul'}j=1.... n, be defined by (15). Then there exists a constant
¢ which depend only on o, L, T > 0 and H such that for any M, and n with 0 < nAt < T,

ul —u(M;,nAt)| < VAL

INRIA



ApProgpisets An Al Aouatign oo B des BT 4eh some technicalities (in particular for showing
that the time step only depend on wug) specific to unstructured meshes. We refer to [6].

The practical evaluation of the Legendre transform is not always an easy task, so other numerical
Hamiltonians exists. The simplest one is the Lax Friedrichs one, which is inspired by the Lax Friedrichs
scheme for conservation laws. It has several versions. The first one is

HEF (Duyjay, - Dusge, ) = H(O) — < ]{ fun (M) — un(Mo)]di, (222)
Ch

where C}, (resp. Dy) is a circle (disk) of center M; and radius h,

/ D, Duy, dxdy
Th? ’
and e is larger than any Lipschitz constant of H divided by 27. This defines a monotone scheme provided
that At/h < &
A different version of the Lax Friedrichs Hamiltonian, that is monotone under the same constraint,
is the following :

ﬁ:

H(Duh)
€
HﬁF(DuMQN e 7Duh|Qki) = D’LT — E . [uh(M) — Uh(MZ)]dl (22b)

This version can be rewritten as

9 .
HEF (Dunja,, -+ Dupja,,) = Y ﬁH(DUh|Q;)+€ > tand;
0<1<k; 0<I<k;

) + 7
1-1/2 5 1+1/2 . Dujjey.
The vector 77,412 is the unit vector of the edge that separates the angular sectors €; and €211, the angle
07 is the angle of the angular sector at M;, see Figure 1. The parameter ¢ is the same as in the previous
version.
A third version is

> TIH(Dupr) + o Y (ui — uy)

T>M,; MjeT

> I

T>M;

H (Duyjq,, - - s Dupjo,. ) = (22¢)

and a > hpmax, ||D,H|| where hr is the largest edge of T'.

The main difference between these different formulas is that (22a) and (22b) are intrinsic in the sense
given in [6] while (22¢) is not. Hence, following the same reference, (22a) and (22b) are convergent and
the error estimate is O(h'/?). For (22c), such an error estimate is not available (at least when following
the technique of [6], but it is convergent : this is a simple application of [8].

The advantage of (22c) over the other two versions is its simplicity in coding compared to (22a) and
(22b).

5 The Dirichlet problem

The approximation of the Dirichlet problem is not as simple as it looks. An illustration is to find
u :[0,1] — R such that

[v/|-1=01in 2z € [0,1], u(0) =1 and u(1) =2

which has no classical solution, but which viscosity solution, defined only in [0, 1] is u(x) = z. We have
lim u(z) =1 # 2. In other cases, say u(0) = u(1) = 0, we have u(z) = |z —1/2| which matches strongly
rx—1—

the boundary conditions.
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10 Tn order to define a scheme, we start from (10), and consider a triangulation of ) . First We Abgrald
that M; € 09. In (10), the set of controls can be splitted into two parts: the set V3 for which 7' < 7,
and V5 for which T' > 7. Hence,

u(z) = min(viélél [--] ,vien‘z [--]).

Let 7 be the interior normal to  at € . Since T is arbitrary, it can be chosen as small as
possible. In the limit 7" — 0, the set V7 would be the set of controls for which b(z,v).7 > 0, i.e. the
control for which the trajectory goes into 2. The dynamical programing principle inf ey, [---]—u(z) =0
corresponds to the Hamiltonian

Hy(x,t,p) = su‘I/) {b(z,v).p+ M — f(z,v)}.
veVy

We also have the relation H, < H.
The “inf” on V5 can be approximated, if T is small, by ¢(y.(7)). Since T' < 7, and if we can choose
controls for which T' ~ 7, we get

(Y2(7)) = ()

because ¢ is continuous. We see that (10) can be approximated, at a boundary point, by
0 = max(H?, u() — o))

where H’ is a consistant approximation of Hj.
When M; & 09, taking T small enough, we can see formally that the boundary plays no role so that
we can take any consistant Hamiltonian, for example those defined in the previous section.
The scheme is then
S(Mi, Uq, {Uj}jeyi) =0 Vi (23)

with
H(x,s, {uj}tjev,) if x & 00
Sz, s, {uj}jev,) = (24)
max(Hp(x, s, {uj}jev,), s — p(x)) else.

The scheme (23)—(24) cab be extended to other types of boundary conditions. There is an implicit
dependency of S with respect to h. We extend the definition of S to any y € by saying that
S(x,s,{u;}jev,) = S(M;,s,{u;};cv,) if x belongs to the dual control volume associated to M;.

We have the following result

Theorem 2 ([9]). Assume that
1. H, < H,
2. H, H® are monotone and the solutions of (23) are uniformly bounded,

3. for all ¢ € C3°(Q), we have
For any o € Q, lim — H(y,¢(y) + & +&) = H(z,¢(z), Do(z)) (25a)

h—0,y—z,6—0

For any z in a neighborhood of 99, . lim HO(y, p(y)+E€, o+&) = Hy(x, po(x), Dp(z)) (25b)

—0,y—x,£—0

4. The equation (1) has a uniqueness principle,
Then the family up, defined by (24) converges locally uniformly to the solution of (1) in Q.

Proof. The key argument of the proof is a convergence result by Barles and Souganidis [§]. |

INRIA
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beginning of the section, a regular mesh (1/Axz = N + 1), the Godunov scheme that reduces here to

Hi = H(wi—1,u;, Uip1) = max <|u”1 — U] uio — Ui|) 1

Az ’ Az

and Hjp = —oo. This amounts to setting ug = 0, uy = 2. Theorem 2 applies but numerical experiments
indicate that the gradient of the solution is not bounded so that there is no hope to have a convergence
like Az® with a > 0 reasonable.

In [9], this problem is studied and it is shown that if H is convex, if the Godunov scheme constructed
on the boundary Hamiltonian H, is constructed, and if a coercivity assumption holds for H, H; and
the associated numerical Hamiltonian, then one can control Du, and it is shown in [10] that the error
behaves like h~1/2. Similar error estimates (for Cartesian meshes) were obtained in [11].

6 High order extension

Up to now, all the examples we have given are only first order accurate schemes. There are several ways
constructing high order schemes.

One possible construction is a consequence of the following fact. The “Du” dependency in the
Hamiltonian comes form the term “{u;,j € V;}” in (16). More precisely, in all the known examples, this
dependency occurs through differences, u; — u; for j € V;. These terms can be rewritten in terms of the
gradients of u in the triangles surrounding M; (this remark has already been used in (22a), (22b) and
(22c)). One can exploit this remark, as in [1] for example, by modifying the evaluation of the gradients
in the triangles. Instead of linear interpolant, one can use higher degree polynomials thanks to the
ENO/WENO methodology, [6, 12, 13].

A other solution is the Discontinuous Galerkin strategy [14, 15, 16]. We do not detail this technique
here.

A last method is a blending strategy, [17]. The idea is to blend a low order, monotone Hamiltonian
(H) with a high order Hamiltonian consistent Hamiltonian (#?). By high order we mean that if u is
a smooth solution of (1), then

HY (M, w5, {us}jev,) = O(h"Y) (26)

for £ > 1. The scheme writes
H(Mi,ui, {ugjev,) = GHY (Mi,ui, {ug}jev,) + (1= )R (Mi, ui, {u;}jev,) +e(h) (27)
where ¢(h) = Ch* for some positive constant C' and /; is chosen such that, if r; := Z—Z, we have
i+ (1= £)r; >E'(h). (28)
where ¢’(h)~te(h) = o(1). We have the simple lemma which proof is immediate,

Lemma 3. If HM and HY are strongly consistent, H defined by (27) is weakly consistent.

The justification of (28) comes from the simple relation
M s g )sev) = (64 (1= 60 ) Ol yev) + 1) (29)

from which, using once more the technique of the convergence result of [8], one can show for the scheme
(23)-(24) where H is given by (27) the following result
Theorem 3. [17]] We consider the scheme (23) where, in (24) H is defined by (27). We assume that

1. HM, HH and H, are strongly consistent

2. HM and H, are monotone Hamiltonians,
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129 p, < H, R. Abgrall

4. The blending parameter ¢ belongs to [0,1] and satisfies

_ HE (2, un(z), up)
HM (2, up(x),up)’

r Uz)+ (1= L(z))r > €' (h)

where the parameters £(h) and £'(h) satisfies €'(h)~te(h) = o(1),
5. There exists a unique solution up, of (23) that satisfies L>° bound that is uniform in h,
6. The equation (1) has a unigqueness principle.
Then the family uy defined by the scheme converges locally uniformly to the solution of (1) in Q.

Examples of the blending parameter are, given constants «— > 1, a4 > 0 and 3 > 0, £*

min(1, a_|r|) ifr<o0
0= 0 ifo<r<p (30)
min(l, ay(r — ) else.

This the one we have chosen in practical applications with 3 = 0 and oy = 1. Implementation details
can be found in [17].

7 Links between Cartesian and non conformal meshes

It is not difficult to construct numerical Hamiltonians that work on general non conformal meshes. The
only key point is to construct monotone Hamiltonians. The convergence results of [8] and Theorem
2 can easily be adapted : a close inspection of the proof shows that the structure of the mesh plays
no role. What matters is to define, for any mesh point M;, a local interpolation, 7 that operates on
Us := {u;}jecy, onto the space of piecewise linear functions, and such that if u; < v;, j € Vj, then
w(U;) < w(V;).

Consider Figure 2.The neighbors of M; are {P,};1.... s, from which we construct a local triangulation
(dotted lines) that is used to define a piece—wise linear interpolant. It does not need to be continuous.
Then we can use our Hamiltonians to define schemes that are clearly consistant, monotone. The tricky
part is the choice of the neighbors. Figure 2 shows an extreme case. A probably better choice would
have been to choose only { P, P3, Py, Ps, Pr} because the aspect ratio of the triangles is larger.

Note that the Hamiltonians of [1], thanks to this set of remarks, are particular cases of our formula.

8 Numerical results

In general, it is difficult to compute analytically the solution of a first order Hamilton-Jacobi equation,
and the situation is even worse when the Hamiltonian is not convex (nor concave) because the analogy
with hyperbolic systems becomes looser in general. Hence, it becomes more difficult to judge the quality
of numerical results. To overcome this difficulty in a special case, we consider H(p) = (||p|| — 1)? and
the problem

H(Du)=0 on €,

u=0 on I'y, (31)

u =10 on I's

where ( is depicted in figure 3. Since t — ¢® is monotone increasing, u is solution of (31) if and only if
it is a solution of
[|[Dv]|—1=0 on 9,
v=0 onI'j, (32)
v =10 on I's.

The solution of (31) and (32) is the distance to I'y.

INRIA
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Figure 2: Case of a non conformal mesh.

Figure 3: Computational domain for problem (31. T'; is the inner circle of center (0,0) and radius r = 1,
I'; is the outer circle (center (0,0.5), radius r = 3).

In order to discretize (31), we write H = H; + Ho with Hy(p) = max(|p|| — 1,0)3 and Hs(p) =

min(||p|| — 1, 0)3. These functions are respectively convex and concave. The numerical Hamiltonian is
the Lax Friedrich’s and the boundary Hamiltonian is Godunov’s. The numerical solution is displayed on
Figure 4-(a). The solution of (32) with the Godunov Hamiltonian is provided on Figure 4-(b). A close
comparison show that they are (almost) identical.

RR n° 0123456789
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(a)

Figure 4: (a) : Solution of problem (31), min=0, max=1.48. (b) : Solution of problem (32), min=0,
max=1.504

An other application of the boundary conditions is given by the approximation of the following
problem, on the same geometry,

H(Du)=0 on (),
u(z,y) =0 (z,y) €T, (33)
u(z,y) = 3cos(2mz) (x,y) € I's.

Since H is non convex, it is difficult to know a priori what would be the value of the solution on the
boundary. The computed solution is given on Figure 5-(a). It can be seen that the solution satisfies
strongly the boundary condition on I'; and only weakly on I'y (contrarily to the previous example). Note
however that they have been numerically weakly imposed on I'; and I's. The solution is also in very good
agreement with the one obtained from the discretization of

[|[Dv]|-1=0 on ),
v(z,y) =0 (z,y) €T, (34)
v(z,y) = 3cos(2mx) (z,y) € I's.

which is displayed on Figure 5-(b).

We also show how the high order extension of section 6 works when the Godunov solver with P2
interpolation for the high order scheme. The zoom is displayed on Figure 6. Clearly, a very large
overshoot exists where u is not C!, there the solution of the blended scheme is monotone and is very
similar to the first order one. In the smooth part of the solution, the second order and the blended
scheme are very similar (the results by the blended scheme is slightly more dissipative than those of the
second order unlimited scheme).

The last Figure show that our implementation of the boundary conditions is effective. If we impose
strongly the boundary conditions, as in Figure 7—(a) This has to be compared with Figure 5. The
Figure 7 show that there is a strong boundary layer on parts of the outer boundary (where the isolines
agglomerate). This is not true for the Figure 7—(a). In fact, on some parts of the outer boundary, the
compatibility condition of [3] is true, so that one can impose the boundary conditions strongly, and on
other parts this is not true and we have to apply them weakly. This partition of the boundary is not
known a priori : our implementation take this into account automatically.

9 Conclusions

We have describe several technique for the solution of first order Hamilton Jacobi equations. We have
tried to explain the hidden details and the origins of the schemes. Several theoretical results are provided,

INRIA
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Figure 5: (a) : Solution of problem (33), min=-3, max=—1.53. (b) : Solution of problem (34), min=-3,
max=-—1,47

Figure 6: Comparison of the solution of problem (34) with several schemes. In blue: the first order
scheme (min = —3, max = —1.993), in green : second order unlimited scheme (min = —3, max = 23.25),
in red : second order blended scheme (min = —3, max = —1.996).
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Figure 7: (a) : Solution of problem (34) when the boundary conditions are imposed strongly, (b) : mesh

the proofs are given in the references. Once more, there are many other methods for solving these
problems, some are very general, some are specially tuned for a specific example such as computing a
distance function which is one of the key ingredient of the level set method.
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