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Travelling-wave analysis and identification
A scattering theory framework

Taous-Meriem Laleg, Emmanuelle Crépeau and Michel Sorine

Abstract— This article presents a new travelling waves ana- [11], [16]. They have been proposed initially by Gardner et
lysis and identification method based on scattering theoryThis  g| [5] to solve a Korteweg-de Vries equation (KdV) and have
inverse scattering technique consists on solving the speat  oen 5o0n generalized to many other nonlinear evolution
problem associated to a one-dimensional Schrodinger opeia . . .
perturbed by a potential depending upon the wave to analyze, equations thanks to_ the Lax formalism [12]. Thls_ theory
and optimized in order to approximate this wave by an isos- based on the resolution of a spectral problem associatéd wit
pectral flow in the sense of Lax. In this method, the interacihg ~ a one-dimensional Schrodinger operator, constitutesrimeso
components of an N-soliton are the elementary travelling wees  sense an extension in a nonlinear context of the operational
for the approximation. These N solitons play an analogous e .5\ |us based on the Fourier Transform [2]. Solitons with

to linear superpositions of sinus and cosinus in the Fourier ts int fi I lit lav h
analysis of standing waves. In the proposed analysis of tralling ~ COMPONents interacting nonlinearli¥¢solitons) play here, a

waves, low and h|gh frequency Components are rep|aced by low Similar r0|e to ”near SuperpOSitiOI’lS N Sinus and COSinus
and high velocity components. in the Fourier analysis of standing waves.

Two applications of the method are presented. The first one  The concept of soliton refers to a solitary wave emerging
concerns the identification of an N-soliton and is illustraed unchanged in shape and speed from the collision with

with N = 3. The second one consists on the analysis of the . . o .
Arterial Blood Pressure waves during the systolic phase (pse other solitary waves. Since their discovery in 1834 by Scott

transit time) and diastolic phase (low velocity flow). Russell [2], [15], they fascinate the scientists with their
Key-words : Solitons, identification, scattering theory,Very interesting coherent-structure characteristiceyTare

schrodinger operator, arterial blood pressure. used in many fields for modelling natural phenomena. The

simplest example of a soliton is a travelling pulse solution

I. INTRODUCTION of a dispersionless linear wave equation. They are also

Travelling waves are particular linear or nonlinear wavego!ution of nonlinear dispersive equations like the utious
arising in many phenomena in physics, chemistry or biologycdV equation arising in a variety of physical problems, for
They have been studied in deep as particular solutions §ka@mple to describe wave motion in shallow canals. This
some nonlinear partial differential equations (NPDE) used third order NPI_DE includes both nonlinear and dlsp_erglve
models in these fields [20]. They have some spatio-tempor%ﬁfe‘:ts and solitons result here from a stable equilibrium
coherence during their propagation, being composed af.int€tween these effects [17], [22]. S
acting elementary waves that keep the same kind of shapes' Ne new travelling wave analysis and identification me-
in some moving frames : pulse-shaped waves for the sg10d we propose here is based on the scattering theory for
called “solitons” or front-shaped waves for the “kinks”. the KdV equation. It consists on solving the spectral pnoble

From a mathematical point of view they may arise from Afssociated to a 9ne-dimen§ional Schrodinger operatarrpert
complex interplay between nonlinearities and dispersion ¢€d by a potential depending upon the wave to analyze, and

dissipation of waves by the propagation media : amplitudéPtimized in order to approximate this wave by an isospéctra
dependent velocity and dispersion for solitons in fluidsflow in the sense of Lax. In this method, the interacting
reaction and diffusion for the travelling action potergial COmMpPonents of N-soliton solutions of KdV equation are the
in electrophysiology or combustion wavefronts in reactivélémentary travelling waves for the approximation. _
flows. They can be observed in many signals and their In the next section, we recall elements of the scattering
analysis may give some insight in the underlying complef'€ory used later in the paper : the Lax formalism and the
phenomena, but there is a lack of adapted signal analysis @htral notion of isospectral flows [11], [12], [17]; the DST
identification techniques. and IST techniques that will be our basic computational
In this paper we propose to use some techniques from tffP!S- Section Il focus on the scattering theory ahd

theory of solitons for the analysis and identification ofgia ~ Slitons of the KdV equation. Section IV describes how
ling waves. We consider the scattering-theory framewoak th {0 US€ the scattering technique as a signal analysis and
offers interesting tools to solve some NPDE of evolutioe, thidentification technique. Section V presents an exampe, th

Direct and Inverse Scattering Transforms (DST and IST) [2jdentification of an N-soliton. We illustrate the procedure
numerically with N = 3. In section VI, the previous results

The authors are with INRIA-Rocquencourt, B.P. 105, 7815%hesnay ~ are used to revisit the analysis of the arterial blood pmessu

Ce?ggu’:sf?r,‘&; iEé%réﬁ’Sf“é is@a'?‘? }Ngh FYSQ, France. (ABP) proposed recently in [4], [9], [10]. In particular i i
Ermanuel | e. Cr epeaﬂ@ nria fr shown how the decomposition of the wave into fast and slow

M chel . Sorine@nria.fr parts can be used to analyze the systolic and diastolic phase



a technique that may have interesting clinical applicationthen we get the KdV equation (11) for which the scattering

Finally a conclusion summarizes the different results. theory has been first developed by Gardner et al [5].
Il. THE SCATTERING THEORY FRAMEWORK 9y _6 dy @ —0 (11)
We recall the scattering theory framework introduced to ot Vor " 03 '

solve some NPDE and that will be used for signal analysiThe N-solitons described later are travelling wave sohgio

A. Lax formalism and isospectral flows of (11) that will be used as our basic isospectral flows.

We consider solutiong of a nonlinear wave equation : B. The Direct Scattering Transform

dy(xz,t) oy 0%y 3y 1 Let V be a function in the Schwartz spaSéR) of regular
ot (y’%’W’ﬁ’”')’ @) and rapidly decreasing functions dd. The DST of the

where D is a nonlinear function ofy and its successive potentiall” is the solution of the spectral problem fb(V) :
derivatives with respect to € R. We suppose the existence 52¢
of two linear operatord.(y) and M(y), the so-called Lax a2 TV =M 1Y lrem=1 (12)

pair, defined on an appropriate Hilbert sp&¢everifying : _
The spectrum of this operator has two components : a

oL . . . - . .
OL(y) _ [M(y),L(y)] =0, M(y)+M*(y)=0, (2) discrete spectrum with negative eigenvalues and a contswuo

ot spectrum including positive eigenvalues [2], [5].
where M *(y) denotes the adjoint operator 6f(y) and Denoting the positive eigenvalues By= k2, the conti-
B nuous spectrum is characterized by the following asymptoti
[M(y), L{y)] = M(y)L(y) — Ly) M (y). ) boundary conditions wher&" (k) and RV (k) are respec-
The main property is thak(y(.,t)) is unitarily equivalent to tively the transmission and reflection coefficients asgedia
L(y(..0)) (y(..t) denotest — y(x,1)) : toV:
U*(t)L(y(., 1)U (t)=L(y(.,0)) with U*()U(t)=1. (4) U(x,k) — TV (k) exp (—ikz), = — —oo, (13)

So, althoughL(y) changes with time according to equation v,z k) — exp (—ikz+RY (k) exp (ikz), z — +oo. (14)
(2), its eigenvalues are independent of time [11], [12], [17].

It follows from (2) and (4) that Conservation of energy leads to :
WO e, vo-1 @ GO

The discrete spectrum ha¥" negative eigenvalues and

The discrete eigenvalues and eigenfunctions@f(., ¢)) can
g g o, 1) normalised eigenfunctions. We not = —(xY)?2, and :

be computed from those di(y(.,0)), using :

—f_ (V)2 \4 _1...NV
19 |22 =1l ¥0) [|2(r) The eigenfunctiong)”” behave as)y (z)~cY exp (kY z) in

the limit of largex where the coefficients! are defined by :
A flow y verifying (4) is said isospectral. v . vV ov v
For our purpose, a convenient choice will be a Schrodinger ¢» = zﬂ{{loo exp (K, ©)¢y, (), n=1,---,N".  (15)
operator or{ = L?(R) with a time-dependent potential:

) The DST ofV is the collection of date' (V') defined by :

0
L) =gz *v D 5B~ T = 5@ x @ xR
In this operator notation, the time is a parameter and V — S(V)=(RY, k), ¢y, n=1,---,N") (16)

L(y(., 1) : ¢ — =% +y(., 1) for ¢ € H2(R).

A first example forM () is C. The Inverse Scattering Transform

The IST is the transformatiofi—! () reconstructing a po-

M(y) = —cg, (8) tential inS(R) from the scattered dai@a = (R, kp, cn,n =
) Oz 1---N) e 7. It proceeds in three steps [5]. We first define
then, equation (2) leads to : the functionB :
Oy 9y N
=0, 9 1 [t
En +ec o ©) B(z) = 2—/ exp (ikw)R(k)dk—i—Z 2 exp (—knpz). (17)
which is a transport equation that has travelling wave solu- T J—oo n=1
tions Y (z — ct) moving to the right with the speed The first term inB(z) is the inverse Fourier transform of the
Another important example fak/ (y) is : reflection coefficien®? and represents the contribution of the

53 9 continuous spectrum. The second term is the contribution of
M(y) = —d55 +3y5— +35-v, (10)  the discrete spectrum in the potential.



Next, we consider the Gel'fand-Levitan-Marchenko |V. SCATTERING THEORY AND SIGNAL PROCESSING
(GLM) integral equation wherei(z, z) is the unknown  Ag we have seen, the scattering theory framework of-

which is determined uniquely. Herg, is a parameter. fers a tool, the DST, for associating a spectral description
+oo , o S(V(.,t)) to each value of a time-dependent poteniial
K(z,2)+B(x+2)+ | K(z,2)B(z + 2')dz =0, For isospectral flowsy = —y, and S(—y) evolves linearly

x

for » > z. (18) in time, with constar_1t eigenva_lues. Reflectionless isasakc
flows are theN-soliton solutions of KdV and are good

Finally, V' is given by the simple formulae : candidates to approximate flows “looking like travelling
OK (2, z) pulses” (“pulse” meaning here that they are in the Schwartz
Viz) = —27- (19) class) and to associate to such a flpva potentiall’(y) and

D. Case of a reflectionless potential then a spectral description.

The case of a reflectionless potenfiabf the Schrodinger A. Problem formulation
equation (12) corresponds 8" = 0. It is of particular  The main step in this procedure is to determiiesuch
interest asV’ can be computed analytically knowing thethat the reflectionless part of this potential,
parameterg) andc?,n=1,---,NV.Infact—V is anN-
soliton solution of the KdV equation (11) [5] and is descdbe ya(V,y)) =V o S ollgo SoV(y) (26)

in the next section. It furthermore verifies : is closed toy, whereTl, is the projector zeroing thek-

NV component ofS(V'). Using X4(V'), we have, with (20) :
V=43 k() (20) o
n=1 =1 V() (., V(y)\2
= 4 Y t ) 27
To summarize this section, we have introduced the scatte- va(Voy) =V nz::l i () (27)

ring theory which gives a correspondence between a potentia

V and its spectral transfortfi(V). The DST ¥ — S(V))  Therefore, a problem formulation is to fiid minimising
and the IST §(V) — V) involve the solution of respectively, _ _

the spectral problem associated with a Schrodinger operato JV) =l yaVoy) =y llz2m - (28)
L(V), and the GLM integral equation associated with th&. Determination of the ordeN"

scattered data. Reflectionless potentials are N-solitd- SO Tha main idea here, is based on results of T. Kato [8]

tions of KdV equation and are known explicitly. analysing the spectrum af(xq) as a function ofy. For

ll. SCATTERING THEORY AND N-SOLITONS OFKDV & Square-well potentiaj of depth —1, the numberN (x)
The solutiony of (11) can be constructed using the DSTE‘c ud;g_r\(/avt;b(elgﬁ n]:/;:lrebs g]r(]:;(ra]ais:s VI\('TZ tggg%?figfrggse
and IST. This procedure is a nonlinear version of the tech g » DY ging., P

nigque of resolution of linear PDE via the Fourier transformOIISCrete eigenvalues to and from the continuous spectrum.

This construction proposed in [5] can be summarized by th‘ghe. s_|tuat|on 'S quite similar here and the idea is then to
. ' optimise J(V') in the class
following formula :

y(t) = 5L o L(t) 0 S(y(.,0)), (21) V) = =X + ymin). (29)

wherey...,, is a constant such thgtt-y,,,:», > 0, so thatV is

like a well of variable depth. In the numerical experimenés w

L(t)a = (R(.,t), kn, cn(t), n=1,--- N) (22) have done, it has been sufficient to fjx;, and to optimise

over . So, to simplify the notations, we suppogg;, = 0

and write J() instead ofJ(V). The constanf will then

R(k,t)=R(k,0)(k)exp(8ik3t), c,(t)=cn exp(4r3t) (23) be used to determine the number of the solitons components

and hence the order of the isospectral flow approximation.
As L(—xy) is linear iny, its eigenvalues\,(x), n =

where, fora = (R(.,0), kn, ¢p, n=1,--- N),
with :

Remark the linear evolution of the scattered data in (21).

If th_e potential is reflecuonless_ at= 0 then it remains | .. n(y) are decreasing branches of algebraic functions
_reflgctlonless for alk_and the solution of_ the KdV equation ¢ \ having constant multiplicity [8]. Furthermore, the num-
is given by an N-soliton and can be written as follows [5] ber of negative eigenvalues df(—yy) is a nondecreasing
0? function of the parametey and there is an infinite unboun-
y(z.t) = 253 log det (I + A(z,1)), (24)  ded sequences of values gfat which the number of the
eigenvalues is incremented by one, the new eigenvalue being
born from the continuous spectrum [8], [14].
exp (— (Fm+rn)T + 4(K3, +K2)t). (25) In practice, this technique enables to express the wave
Fm+Fn in a soliton base. Therefore, the method can be seen as a
The x2 and ¢, characterise respectively the speeds andonlinear Fourier Transform where solitons play the role of
positions of the soliton components. the sinus and cosinus and the paramgtean be considered

whereA(z,t) is an Nx N matrix with coefficients given by :

CmCn

Amn =



as the analogous of the frequency. Heras proportional to
the speed of the solitons components. Hence, low and high
frequency components are replaced by low and high velocity
components. The next sections will illustrate this techeiq

V. IDENTIFICATION OF AN N-SOLITON

The scattering theory is used here to identify an N-soliton
initial conditiony, of the KdV equation (11).

We suppose thaj, is measured anf(y,) unknown. The
formula (24), (25) for an N-soliton are used to generate
the test data. In order to determine the evolution of this N-
soliton, we compute the spectrum bfy,). Several methods
have been proposed to solve the spectral problem of a Schro-
dinger operator. Recent codes, SLEIGN2 [1] or MATSLISE
[13] based on CP method [6], [7] are adapted to laige
values. HereN remains small and we use a finite difference
method. The potential is defined &fy equidistant points
(x1,22, - ,xn,) Of the interval[—A, A] [18]. We notey©
this approximation ofy in [—A, A] then the Schrodinger
spectral problem becomes :

A

(—D§) + Yo)u© = M, / () (x)dz = 1.  (30)

—A
where Dﬁi is the second order differentiation matrix in
space and) the following diagonal matrix :

) yo(‘TNL))

Note thatA must be chosen large enough to avoid harmful
effects of truncation errors. The determination of the para
metersx,, andc,, is severely affected by the truncation, even
in this case of rapidly decreasing N-solitons. To solve this
problem, we use an optimisation procedure to determine the
¢n, SO thatS(yo) is well approximated by the isospectral flow.
We have used the Nelder-Mead simplex method implemented
in Matlab (fminsearch command).

The proposed method was tested with the 3-soliton shown
in Fig. 1, which is defined by the following parameters :

Yo = diag(yo(z1), yo(x2), - -

I€1:97 /€2=7, I<63=5, 81:2, 8222.05, 83:2.1 (31)

where the parameters, determine the relative position of
each component of afiv-soliton and are given by :

Cn = \/2Kn exp (265,8,), N. (32)

With the procedure described above the eigenvalues were
recovered with a high precision and the initial potential
estimated using (27) is in good agreement with real data
as shown Fig. 2. Using equation (24), we get the evolution
of the potential and the results are illustrated in Fig. 3 and
Fig. 4.

n:17...’

VI. SOLITON-BASED DECOMPOSITION OFABP WAVES

The scattering theory is now used to analyse a measured
ABP signal, P(t). This example is based on [4], [9], [10]
where, following a suggestion made in [21], a KdV equation
is used as a physical model of the arterial flow.

We solve the spectral problem @&f(—yP) as described
before, while optimising the parametgrto tune the speeds

1200

100F

Fig. 1.

A 3-soliton at three successive timgst1, t2
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Fig. 3. Estimated and real potentialstat ¢1
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Fig. 7. Measured and reconstructed pressures at the AdhaVviolitons.
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Fig. 6. The evolution of the forth first eigenvalues with

of the soliton components. The approximation of the mea-
sured pressure by an isospectral flow is then :

P=—x"'S" oIl 0 S(—xP). (33)

The influence of the parametey on spectral properties
of L(—xP) is illustrated Fig. 5 and Fig. 6 (evolutions of i.
N (x) and of the forth first eigenvalues with respectively). “
The results confirm the theoretical description given secti

IV : N(x) is nondecreasing witly and the eigenvalues are
decreasing branches of algebraic functiongof ]

Fig. 7 and Fig. 8 compare measured and estimated pr(%%
sures P and P respectively at the aorta and at the finger
levels for different values of, and hence of the ordéY ()
of the solitons. Only 5 to 8 components are sufficient for a
good approximation of the ABP. In Fig. 9 several beats of This decomposition of the ABP into fast and slow parts
measured and reconstructed pressures are shown. complete the results in [3], [4], [9], [10].

Now, we exploit the relation betweep and the speed of ~ This approach has to be compared to the standard descrip-
the soliton components to separate the ABP into fast aripn of the ABP waves as linear superposition of harmonic
slow components. We define the projectdfs zeroing R Wwaves using the Fourier Transform [19]. The promising
and theN.. largest (respN(x) — N, smallest)s2 of S(V) results obtained here lead us to consider clinical apbinat
fori = s (resp.i = f) for 0 < N, < N. Then, the following ©f this technique.

ure (mmHg)

. 8. Measured and reconstructed pressures at the FiripeMasolitons.
m Left to Right :N =3, N =5 (Up). N =7, N =9 (Down)

P = _X;ViS_l oll; 0 S(—xn.P), i=f,s. (34) VIl. CONCLUSION

are good candidates to represent the fast (f) and slow A new signal analysis method based on scattering theory
(: = s) phenomena in the ABP. This is confirmed by thehas been presented. A discrete spectrum is associated to
experimental results. FaV, = 2 and N = 10, Fig. 10 and the signal through an iso-spectral flow approximation using
Fig. 11 show thaf’; and P; are respectively localised during N-solitons. The two examples studied show that travelling
the systole and the diastole, as expected. pulses are well estimated. A decomposition into fast and slo
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Fig. 11. Ps and slow diastolic phenomena

components has been proposed. This analogue for travelling
waves of the high and low frequency decomposition for
standing waves seems promising, in particular for some
biological signal analysis. Many theoretical as well as ex-
perimental questions remain to investigate along this line
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