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Abstrat: In this paper the existene and uniity of a stable periodi orbit is proven, for a lass of pieewisea�ne di�erential equations in dimension 3 or more, provided their interation struture is a negative feedbakloop. It is also shown that the same systems onverge toward a unique stable equilibrium point in dimension2. This extends a theorem of Snoussi, whih showed the existene of these orbits only. The onsidered lassof equations is usually studied as a model of gene regulatory networks. It is not assumed that all deay ratesare idential, whih is biologially irrelevant, but has been done in the vast majority of previous studies. Ourwork relies on lassial results about �xed points of monotone, onave operators ating on positive variables.Moreover, the used tehniques are very likely to apply in more general ontexts, opening diretions for futurework.Key-words: periodi solutions, pieewise-linear, monotone operators
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Solutions périodiques de modèles a�nes par moreaux de réseauxgénétiques : le as d'une boule négative de retroationRésumé : Dans e rapport l'existene et l'uniité d'une orbite périodique stable est démontrée, pourune lasse d'équations di�érentielles a�nes par moreaux en dimension 3 et plus, pour les systèmes dontla struture d'interation est une boule négative. Il est également démontré que es mêmes systèmesonvergent vers un unique équilibre stable en dimension 2. Cei étend un résultat dû à Snoussi, qui assuraitl'existene seule de es solutions. La lasse d'équations onsidérée est ouramment utilisée omme modèle deréseaux de régulation génétique. Les taux de dégradations ne sont pas supposés égaux entre eux, hypothèsebiologiquement injusti�ée, mais e�etuée dans la plupart des travaux sur le sujet. Ce travail s'appuie sur desthéorèmes lassiques de point �xe d'opérateurs monotones et onaves, ave variables positives. De plus, lestehniques développées sont très ertainement appliables à des situations plus générales, ouvrant une voiepour de futures reherhes.Mots-lés : solutions périodiques, linéaire par moreaux, opérateurs monotones



Periodi solutions of pieewise a�ne systems 31 Preliminaries1.1 Previous worksAmong reent biologial onepts, gene regulatory networks is a partiularly intriguing one. Coarsely said,it refers to a set of genes oding for proteins being able to ativate or inhibit the expression of other geneswithin the same set. Sine suh systems are likely to involve large numbers of genes, and sine moreovergene expression is known to be a non-linear mehanism, mathematial models are, though a required tool,faing a major hallenge. This fat has impelled a large amount of work, giving birth to numerous models,see [2℄ for a review. Among di�erent types of models, a speial lass of pieewise linear di�erential equationshave been proposed in the early 1970's [5℄. This lass has the advantage of being mathematially muhmore tratable than more lassial, smooth non-linear equations, nonetheless o�ering a omparable varietyof behaviours.Sine its introdution, the lass of pieewise-linear models has thus been studied in various fashions. Perioditrajetories, or limit yles, of these systems have been espeially investigated. The �rst results onerneda partiular ase, haraterized by the equality of all deay rates of the system. Under this assumption,trajetories are straight lines in regions where the system is a�ne, and the whole analysis beomes muhsimpler. Notably, an expliit Poinaré map is possibly derived, whih is a frational linear map. It is thenpossible to redue the problem of existene and stability of periodi orbits to an eigenanalysis. This methodwas introdued in [6, 7℄, and subsequently improved by di�erent authors [12, 8, 9℄.To our knowledge, only one study did not require this uniform deay rates assumption, but onerned on theother hand systems whose interation struture onsists in a single, negative loop [14℄. Biologial examples,suh as the repressilator [4℄ make this type of interation struture relevant. For suh systems, the existene,but not uniity, of a stable limit yle in dimension > 3, and of a stable fous in dimension 2 is provenin [14℄. This proof relies on Brouwer's �xed point theorem, and is not entirely self ontained.Our main result is a omplete proof of the existene and uniity of the mentioned attrators in feedbakloop systems. Moreover, the mathematial tools involved to prove this result seem to have been ignored inthe ontext of pieewise linear gene network models, and o�er a very promising framework.More preisely, the result on whih we mainly rely is a �xed point theorem for monotone, onave operators,where monotoniity and onavity are de�ned with respet to a partial order. There exists atually a well-developed orpus about operators satisfying suh properties, espeially for systems with positive variables.These results have the advantage of being generi, and the hypotheses on whih they rely are on the otherhand naturally satis�ed in the ontext of pieewise a�ne models of gene networks. In order to give a morepreise foretaste of the rest of this paper let us state now the main result. To make it understandable, let usjust say that C is a periodi sequene of regions, rossed by the trajetories of any pieewise a�ne model ofgene networks onsisting in a negative feedbak loop. Also, Z1 is a partiular subset of one region, or 'zone',whih is a well de�ned Poinaré setion, and T is a �rst return map on Z1.Theorem 2. Let T : Z1 → Z1 be the Poinaré map of C.� If n = 2, then ∀x ∈ Z1, T
mx→ 0 when m→∞.� If n > 2, then there exists a unique nonzero �xed point q = Tq.Moreover, q ∈ Z̊1 and for every x ∈ Z1 \ {0}, T

mx→ q as m→∞.A rapid overview of the tools and referenes we rely on is given in setion 1.2. Then, the lass of piee-wise a�ne models we fous on is presented in setion 2. Some general observations about monotoniity andonavity for this lass of systems are made in setion 3. These remarks lead to fous on negative feedbakloop systems in setion 4, where the main results are stated and proven.1.2 Useful mathematial resultsThe main result of this paper strongly rely on one theorem, that we reall here. It is a �xed point theoremof monotone, onave operators. Both monotoniity and onavity shall be understood with respet to somepartial order, see below for de�nitions and notations. Operators with both these properties have lead tovarious results on existene and uniity of �xed points. Among early studies, Krasnosel'skii has providedRR n° 0123456789



4 Farot & Gouzéimportant results [11℄. Here, we use a more reent presentation of suh results, due to Smith [13℄, whoseformulation is well adapted to our purpose and ontext. Namely, we use theorem 2.2 of [13℄.Before stating the latter, let us introdue some notations (whih are similar to those in [13℄). We denote
x < y and x 6 y if these inequalities hold for eah oordinate (resp. entry) of vetors (resp. matries) x and
y. Then, we denote x � y if x 6 y and x 6= y. For x 6 y, [x, y] = {z |x 6 z 6 y}, and (x, y) = {z |x < z < y}.For any set A, Å denotes the interior of A, and cℓ(A) its losure. Now, we an state the following,Theorem 1. Let p ∈ R̊

n
+, and T : [0, p]→ [0, p] ontinuous, C1 in (0, p).Suppose DT (0) = lim

x→0
x>0

DT (x) exists. Assume:(M) DT (x) > 0 if x > 0, x < p.(C) DT (y) � DT (x) if 0 < x < y < p.Assume also Tp < p.Suppose that T0 = 0, and de�ne λ = ρ(DT (0)), the spetral radius of DT (0). Then,
λ 6 1 =⇒ ∀x ∈ [0, p], T nx→ 0 when n→∞.
λ > 1 =⇒ There exists a unique nonzero �xed point q = Tq. Moreover, q ∈ (0, p)and for every x ∈ [0, p] \ {0}, T nx→ q as n→∞.The ase T 0 6= 0 leads to either a unique �xed point, or to diverging orbits. However, this ase will notappear in our ontext, and thus it is not detailed in the theorem above.One may remark now that in the ase when T is twie di�erentiable, the onavity ondition (C) admits asimple su�ient ondition. The map Ti : [0, p]→ R+ denotes the ith oordinate funtion of T : [0, p]→ [0, p].Proposition 1. Suppose that for all i, j, k ∈ {1 · · ·n}, and for all 0 < x < p,

∂2Ti

∂xk∂xj
(x) 6 0,and for all i, j there exists a k suh that the inequality is strit.Then T satis�es ondition (C) of theorem 1.Atually, it is lear that under this ondition eah term ∂Ti

∂xj
of DT is a dereasing funtion of eahoordinate xk. It is moreover stritly dereasing in at least one of these oordinates, and (C) thus follows.Observe by the way that the notion of onavity (w.r.t a partial order) we deal with here is weakened bythe fat that it onerns only ordered pairs (x, y) of variables.Remarkably, theorem 1 relies on Perron-Frobenius theorem, whih will be used at some point in the proof ofour main result. It usually says that any matrix with positive entries admits a positive, simple eigenvalue,assoiated to a positive eigenvetor. Here, we will only need the following orollary: if A is a real n × nmatrix suh that A > 0, then A admits a positive real eigenvalue.2 Pieewise a�ne models2.1 FormulationThe general form of the pieewise a�ne models we onsider here may be written as:

dx

dt
= κ(x)− Γx (1)The variables (x1 . . . xn) represent onentrations in proteins or mRNA produed from n interating genes.Sine gene transriptional regulation is widely supposed to follow a steep sigmoid law, it has been suggestedINRIA



Periodi solutions of pieewise a�ne systems 5that idealized, disontinuous swithes may be used instead to model these omplex systems [5℄. Aordingly,
s+(· , θ) : R→ {0, 1} denote the inreasing step funtion, or Heaviside funtion:

{
s+(x, θ) = 0 if x < θ,

s+(x, θ) = 1 if x > θ,whih represent an e�et of ativation. Also, s−(x, θ) = 1− s+(x, θ), is its dereasing version, and representsinhibition.Then, κ : R
n
+ → R

n
+ is a pieewise onstant prodution term that an be expressed in terms of step funtions

s
±(xi, θi). Γ ∈ R

n×n
+ is a diagonal matrix whose diagonal entries Γii = γi, are degradation rates of variablesin the system.Sine eah variable xi is a onentration (of mRNA or of protein), it ranges in some interval of non-negativevalues denoted [0,maxi]. When this onentration reahes a threshold value, some other gene in the network,say gene number j, is suddenly produed with a di�erent prodution rate : the value of κj hanges. Foreah i ∈ {1 · · ·n} there is thus a �nite set of threshold values, whih serve as parameter of step funtions :

Θi = {θ1
i , . . . , θ

qi−1
i }, (2)where the thresholds are ordered: 0 < θ1

i < · · · < θ
qi−1
i < maxi. The extreme values 0 and maxi are notthresholds, sine they bound the values of xi, and thus may not be rossed. However, a onventional notationwill be : θ0

i = 0, and θ
qi

i = maxi.Now, at a time t suh that xi(t) ∈ Θi, there is some j ∈ {1 · · ·n} suh that κj(x(t+)) 6= κj(x(t−)). It followsthat eah axis of the state spae will be usefully partitioned into open segments between thresholds. Sinethe extreme values will not be rossed by the �ow (see later), the �rst and last segments inlude one of theirendpoints :
Di ∈

{
[θ0

i , θ1
i ), (θqi−1

i , θ
qi

i ]
}
∪
{
(θj

i , θ
j+1
i ) | j ∈ {1 · · · qi − 2}

}
∪Θi (3)Eah produt D =

∏n
i=1 Di de�nes a retangular domain, whose dimension is the number of Di that are notsingletons. When dim D = n, one usually says that it is a regulatory domain, or regular domain, and thosedomain with lower dimension are alled swithing domains [3℄. We use the notation D to represent the setof all domains of the form above. Then, Dr will denote the set of all regulatory domains, and Ds the set ofall swithing domains.A onvenient way to represent regular domains makes use of a disrete map, whose range we write as:

A =

n∏

i=1

{0 · · · qi − 1}. (4)The map in question is then de�ned as d : Dr → A, and sends eah regular domain to the supersript of its�lower-left� orner: d
(∏

i(θ
ai−1
i , θai

i )
)

= (a1 − 1 . . . an − 1). In the following, we will often identify regulardomains and their image in A, talking for example about some 'domain a'.The dynamis on regular domains, alled here regular dynamis an be de�ned quite simply, due to thesimple expression of the �ow in eah D ∈ Dr. On sets of Ds on the other hand, the �ow is in general notuniquely de�ned. It is anyway possible to de�ne solutions in a rigorous way, yielding what will be mentionedas the singular dynamis, at the prie of onsidering set-valued solutions. The latter's de�nition rests onFilippov's theory of di�erential equations with a disontinuous right-hand side, and its formulation in thepartiular ase of equations (1) an be found in [1, 10℄, among others. Sine we will only enounter systemsfor whih the Filippov solutions lead to single valued trajetories, we shall only desribe the regular dynamiswith some detail.2.2 Regular dynamisRegulatory domains are of partiular importane. They form the main part of state spae, and the dynamison them an be expressed quite simply. Atually, on suh a domain D, the prodution rate κ is onstant,and thus equation (1) is a�ne. Its solution is expliitly known, for eah oordinate i :
ϕi(x, t) = xi(t) =

κi

γi
− e−γit

(
xi −

κi

γi

)
, (5)RR n° 0123456789



6 Farot & Gouzéand is valid for all t ∈ R+ suh that x(t) ∈ D. It follows immediately that
φ(D) = (φ1 · · ·φn) =

(
κ1

γ1
· · ·

κn

γn

)is an attrative equilibrium point for the �ow (5). Hene, if it lies inside D, it is an atual equilibrium ofsystem (1). Otherwise, the �ow will reah the boundary ∂D in �nite time, unless φ(D) lies exatly on theboundary of D. However this situation is learly not generi, and we assume in the rest of this paper it neverours. At the time when the �ow reahes ∂D thus, the value of κ will hange, and that of φ aordingly.The point φ(D) is often alled foal point of the domain D. Then, the ontinuous �ow an be redued to adisrete-time dynamial system, with a state spae supported by the boundaries of boxes in Dr.Hene, the state spae of this disrete-time system is part of Ds, whih may seem problemati at �rst sight.In fat, it is atually not always possible to de�ne disrete-time trajetories on domains of Ds having dimen-sion n − 2 or less. On any n − 1 domain D, on the other hand, suh a de�nition may always be properlyprovided, in terms of the �ow lines in the two regular domains separated by D. If these �ow lines bothpoint towards, or away from D (whih is expressed formally using the �ow oordinate whih is normal to
D), the latter is alled respetively blak wall or white wall. Otherwise, i.e. when �ow lines both ross D inthe same diretion, one usually refers to D as a transparent wall. In the two �rst ases, the Filippov theoryis required, providing set-valued trajetories on the walls, the so-alled sliding modes [10℄. On transparentwalls, trajetories are simply de�ned by ontinuity, from the �ow lines on both sides. We shall enounteronly this third kind of wall in the rest of this paper.Note that if D ∈ Dr is represented by a ∈ A, i.e. d(D) = a, one shall most often denote by φ(a), or φa, thefoal point assoiated to this domain.One the �ow (5) is given in a box Da, it is easy to ompute the time and position at whih it intersetsthe boundary of Da, if ever. The possibility for eah faet to be enountered by the �ow depends uniquelyon the position of the foal point : {x |xi = θai−1

i } (resp. {x |xi = θai

i }) an be rossed if and only if
φi < θai−1

i (resp. φi > θai

i ). Aording to this observation, we denote I+
out(a) = {i ∈ {1 · · ·n}|φi > θai

i },and I−out(a) = {i ∈ {1 · · ·n}|φi < θai−1
i }.Then, Iout(a) = I+

out(a) ∪ I−out(a) is the set of esaping diretions of Da.Also, it will be pratial to point out the lower and upper thresholds bounding a box, thanks to the pairs offuntions θ±i : A→ Θi, θ−i (a) = θai−1
i and θ+

i (a) = θai

i . These funtions will learly only be useful notations,and bring no further information about the system.When it is unambiguous, we will omit the dependene on a in the sequel.Now, in eah diretion i ∈ Iout the time at whih x(t) enounters the orresponding hyperplane, for x ∈ Da,an easily be shown to be:
τi(x) =

−1

γi
ln

(
min

{
φi − θ−i (a)

φi − xi
,
φi − θ+

i (a)

φi − xi

})
. (6)Taking the minimum τ(x) = mini∈Iout

τi(x), and reinjeting it in equation (5), we get the exiting point of
Da when starting at x. Sine this proess is intended to be repeated along trajetories, x will generally lieon the boundary of the urrent box, exept for the initial ondition, whih may however be hosen on a faetwithout loss of generality. We then get a transition map T

a : ∂Da → ∂Da :
Tax = ϕ (x, τ(x))

= φ + α(x)(x − φ).
(7)where α(x) = exp(−τ(x)Γ). The latter depends on a, as seen from (6).Now, the initial system (1) may been redued to a disrete time dynamial system, as mentioned earlier. Itonsists in iterates of a global map T on a domain DomT . As already mentioned, DomT must be ontainedin the set of n − 1 domains of Ds. Sine T has to be iterated on this domain, all points whih reah some

n− 2 dimensional (or less) domain after applying T a �nite number of times, must be exluded from Dom T .Furthermore, whereas T is readily de�ned on transparent walls, blak and white walls are muh less obviousto deal with. We thus suppose from now on that DomT entirely onsists of transparent walls. A moredetailed disussion about the topology of this domain an be found in [9℄. A simple riterion to ensure thatINRIA



Periodi solutions of pieewise a�ne systems 7all walls are transparent is the absene of auto-regulation, in the sense that no prodution term κi dependson xi.At eah point of suh a domain, it is possible to onsistently apply a unique loal map Ta. Atually, eahwall is either on the boundary of the whole domain ⋃a Da, and thus of a single regular domain Da, or anbe written as an intersetion ∂Da ∩ ∂Db of two regular domain boundaries. It is lear that on transparentwalls there is always exatly one of the two domains, say Da, suh that Ta is not the identity. Applying Tais then onsistent with the orientation of the �ow lines. Yet, we only are here with forward trajetories,sine T
−1 is not properly de�ned on the full domain Dom T .Suppose now that there is a wall W ⊂ DomT , and a sequene a1 . . . aℓ of regular domains suh that

(Taℓ

◦ Taℓ−1

· · · ◦ Ta1

)(W ) ∩W 6= ∅. Now, it is tempting to study the dynamis of this iterated map on W .In partiular, any �xed point of this map determines a periodi trajetory of the ontinuous time system (1).3 Regions of �xed monotoniity and onavityIn order to apply theorem 1 to an iterate of the transition map, as de�ned in previous setion, it is neessaryto hek whether it is monotone and onave, in the sense of properties (M) and (C). In this setion itis shown that these onditions annot be satis�ed by the transition map on a whole wall, and that somere�nement should be done. To this aim, one should ompute the jaobian of a omposite map, of the form:
D(Taℓ

◦ Taℓ−1

· · · ◦ Ta1

). This requires the omputation of an arbitrary DTai .Let W be an arbitrary wall. One has seen in previous setion that T = T
a, for some uniquely de�ned

a. Let moreover x ∈ W suh that there exists a unique s ∈ Iout(a) suh that τ(x) = τs(x), and denote
W ′ ⊂ {x |xs = θs} the wall suh that Tx ∈W ′. Then there exists an open neighbourhood of x in whih thefollowing holds:

Tix = φa
i + (xi − φa

i )αi(x), (8)where Ti is the ith oordinate funtion of T. To abbreviate omputations, we have denoted αi the ithdiagonal entry of the diagonal matrix α(x) de�ned in previous setion:
αi(x) =

(
φa

s − θs

φa
s − xs

) γi
γs

. (9)Then it is rather straightforward to ompute the partial derivatives at a point x:
∂Ti

∂xj
=





(αs(x))
γi
γs if i = j

−
γi

γs

φa
i − xi

φa
s − xs

(αs(x))
γi
γs if j = s

0 otherwise. (10)It appears from (10) that the partial derivative are of onstant sign if, and only if, sign (φa
i − xi) is �xed.Atually, all degradation rates γi are positive, and αs(x) = exp(−γsτ(x)) ∈ (0, 1) sine τ(x) is non-negative.Now make two observations on the sign pattern of φa−x in general. The �rst one onerns its invarianewith respet to time evolution:Proposition 2. From the expression (5), one an observe that the quantities sign (φa

i −xi) are preserved bythe �ow, in the sense that sign (φa
i − xi) = sign (φa

i − ϕi(x, t)) for any t > 0.In partiular, sine the wall W hosen at the beginning of this setion is inluded in a hyperplane of the form
{x |xj = θj}, the above observation yields sign (φa

j − Tjx) = sign (φa
j − θj).Similarly, for any x whih esapes via the wall W ′ ⊂ {x |xs = θs}, one has sign (φa

s − xs) = sign (φa
s − θs).A seond fat onerns the in�uene of the di�erent oordinates on sign (φa − x).Proposition 3. For any esaping diretion i ∈ Iout(a), one has either xi < θ+

i (a) < φa
i , or φa

i < θ−i (a) < xi,and in both ases sign (φa
i −xi) is onstant in the whole losure cℓ(Da) of the domain. If θi ∈ {θ

−
i (a), θ+

i (a)}is the esaping threshold, this sign equals sign (φa
i − θi).RR n° 0123456789



8 Farot & GouzéFor the non esaping diretions on the other hand, sign (φa
i − xi) is not onstant on W , sine θ−i (a) < φa

i <

θ+
i (a).Thus, ondition (M) annot be valid on the whole wall W , unless all diretions are esaping.Sine a di�erential of the form D(Taℓ

◦ Taℓ−1

· · · ◦ Ta1

) is a produt of di�erentials of loal maps D(Tai

),and sine the latter may only be positive in a region where the vetor φai

− x has a �xed sign pattern, itseems relevant to restrit the study to suh regions.Now, ondition (C) onerns the variations of the terms in (10). As shown by proposition 1, the seond-orderderivatives are informative in this ase. They an be expressed as:
∂2Ti

∂xm∂xj
=





γi

γs

(αs(x))
γi
γs

φs − xs
if i = j, m = s or j = s, m = i

γi

γs

(
1 +

γi

γs

)
φa

i − xi

(φa
s − xs)2

(αs(x))
γi
γs if m = j = s

0 otherwise. (11)Here again, these derivatives are of �xed sign only if φa− x has a �xed sign pattern. Hene, both �rst orderand seond order derivatives are of onstant sign in the same regions. One is thus naturally led to onsiderretangular regions partitioning the wall W i, de�ned by the sign of φa−x, or in other words by the position(in terms of the partial order) of points with respet to the foal point.It will be shown in the following setions that in the speial ase of negative feedbak loop systems, onlyone suh region ontains the long-term dynamis, on eah wall of a periodi sequene of domains in statespae. Before proving this, let us disuss a slightly more general ase than feedbak loop systems. Our hopehere is that this disussion give some intuition of the basi fats that will serve afterwards. It also suggeststhat tools from positive operators theory might be e�ient in a broader ontext than the sole feedbak loopsystems.Namely, suppose given a periodi sequene of domains a1, . . . aℓ, aℓ+1 = a1, suh that there exists a uniqueesaping diretion for eah box ai. This ase is atually the simplest one when studying periodi orbits, sineif there are several esaping diretions for one box in the sequene, then some trajetories esape the yleat this box. The set of points remaining in the periodi sequene a1 . . . aℓ is not easily de�ned in general,though under the uniform deay rates assumption it may be expressed by a list of a�ne inequalities [8, 9℄.Then, eah wall reahed by suessive iterates of the transition map has to be partitioned into 2n−2 regionsin general. Atually, on suh a wall points have n− 1 oordinates whih are not onstant: in one diretionit equals a threshold value. Among these n − 1, one exatly is the esaping diretion si−1 of the previousbox, ai−1. Thus aording to proposition 2, the following is �xed
sign (φai

si−1
− xsi−1 ) = sign (φai

si−1
− θm

si−1
),for some m, and any point x on a trajetory rossing the onsidered sequene of domains.Thus if one assumes si 6= si−1, then n− 2 diretions remain for whih two signs are possible. At eah wall,the images of these 2n−2 region may interset several regions among the 2n−2 partitioning the next wall.Hene, one may re�ne the partition of the latter, and iterating this proess, obtain a partition of a wall intoregions suh that all partial derivatives of iterates, of the form ∂T

k
i

∂xj
, for k ∈ {1 · · · ℓ} are of �xed sign, and theseond order derivatives as well. This proess would lead to onsider a high number of regions in general,eah of whih may satisfy the hypotheses of 1. This seems far from trivial in the most general ase, butwould ertainly be fruitful in some more partiular ases.Hene, let us look for suh speial ases of equations (1). For two suessive boxes ai−1 and ai, one has, asseen from (8):

φai

j − Tjx = φai

j − φai−1

j + (φai−1

j − xj)αj(x), (12)and if the foal points are `aligned`, in the sense that φai

j = φai−1

j , the sign of the quantity φj − xj remainsunhanged after applying T. Atually one as seen already that αs(x) ∈ (0, 1), and applying T implies thatINRIA



Periodi solutions of pieewise a�ne systems 9the foal point must be replaed by that of the following box. This geometri ondition should thus avoid usto re�ne the partitions of suessive walls, as mentioned in the above disussion, sine it imposes that theseregions do not overlap from one wall to the following.It may be stated more formally. Reall that ai refers to the ith rossed box, and that si is its unique esapingdiretion. Assume a strong version of the previous alignment of foal points:
∀i ∈ {1 · · · ℓ}, ∀j ∈ {1 · · ·n} \ {si+1}, φai

j = φai+1

j . (13)This alignment assumption will allow us to use theorem 1 in the region where the long-term dynamis takeplae. Furthermore, it will be shown that the geometri property (13) an also be obtained as a onsequeneof further assumptions on the interation struture of the system: if the latter onsists in a single negativefeedbak loop, it follows that there exists a periodi sequene of boxes satisfying (13), as we will see in thenext setion.4 Negative feedbak loop systems4.1 Preliminary de�nitionsIn this setion, we fous on systems of the form:




dx1

dt
= κ0

1 + κ1
1 s−(xn, θ1

n)− γ1x1

dxi

dt
= κ0

i + κ1
i s+(xi−1, θ

1
i−1)− γixi, i = 2 . . . n.

(14)In suh systems, eah variable xi ativates the prodution of the next variable, xi+1, exept xn whih inhibits
x1. Hene, their interation struture is that of a negative feedbak loop. Up to a translation, they are ofthe form dealt with by Snoussi in [14℄. In the ase n = 3 one �nds the well-known repressilator [4℄. Remarknow that any prodution term κi is independent on the variable xi, and thus all walls must be transparent.Without introduing unneessary formalism, let us only say that we all interation graph, IG is an oriented,labeled graph, whose verties represent variables of the system, and edges represent interations betweenthem. For example, xi −→

− xj if an inrease of xi may lead to a derease of κj at least at some point xin state spae. Then, a negative loop is a yle in IG with an odd number of negative edges. It is easilyshown that any system whose interation graph onsists in a single negative loop (involving all variables) isequivalent to (14), up to a symmetry in state spae.The partiular form of (14) implies that there is only one threshold θ1
i in eah diretion i, and θ0

i , θ2
i representthe bounds of the range of xi, in aordane with (2).In the following we always assume that

∀i ∈ {1 · · ·n} κ0
i + κ1

i > γi θ1
i and κ0

i < γi θ1
i (15)This implies that higher values of foal points are above thresholds, and lower values are below thresholds.Otherwise, all trajetories would onverge to a unique �xed point, see [14℄ lemma 1.Before entering into more detail, let us operate a few simplifying operations. First, we hose to set

wj = xj − θ1
j . Then,

ẇj = κ0
j + κ1

jh
±(wj−1, 0)− γjθ

1
j − γjwj ,and thus all threshold values are zero. Aordingly, all regular domains are now identi�ed with (boundedretangular regions of) the 2n orthants of R

n. They are mapped as explained in setion 2.1, onto thedisrete set A = {0, 1}n. The orresponding disrete mapping d : Dr → A sends negative oordinates to 0,and positive ones to 1.The bounds of the whole domain are now denoted
θ−i = θ0

i − θ1
i = −θ1

i and θ+
i = θ2

i − θ1
i .RR n° 0123456789



10 Farot & GouzéObserve that variables may now be negative, and do represent onentrations only up to a translation.The new dynamial system behaves identially to (14), one thresholds have been set to zero, and thefollowing renamings have been done:
κ0

i ← κ0
i − γiθ

1
i , and φi ← φi − θ1

i .Then, for eah i ∈ {1 · · ·n}, the foal point oordinate φi may only take two values. We abbreviate them asfollows:
φ−

i =
κ0

i

γi
and φ+

i =
κ0

i + κ1
i

γi
. (16)One shall also note κ±

i = γi φ±
i .Remark that φ−

i is negative and φ+
i positive (and similarly for κ±

i ). From this observation, one dedues thatthe foal points are entirely determined by the sign of their oordinates. In other words, the oordinates ofany foal point are known exatly from the regular domain it belongs to. More preisely, if a foal pointsbelongs to a domain a ∈ A, the sign of φi is 2ai − 1 ∈ {±1}, for eah i ∈ {1 · · ·n}.Now it is time to desribe the dynamis of (14). In brief, we now fous on systems of the form below,into whih any system (14) an be transformed:




dx1

dt
= κ−

1 + (κ+
1 − κ−

1 ) s−(xn, 0)− γ1x1

dxi

dt
= κ−

i + (κ+
i − κ−

i ) s+(xi−1, 0)− γixi, i = 2 . . . n.

(17)A �rst, oarse-grained desription an be ahieved in terms of disrete transitions between qualitativestates in A. This an be onveniently explained with the aid of the state transition graph, or simply transitiongraph, whose verties are elements of A, and edges (a, b) exist if and only if there exists some ontinuoustrajetory rossing suessively the orresponding regular domains in state spae, Da and Db. This graphwill be denoted TG.It is easily dedued from the properties presented in setion 2.2 that TG is entirely determined by the positionof foal points. More preisely, (a, b) ∈ E if and only if b = a = φ(a), or
b ∈ {a + ei | i suh that ai = 0 and φi(a) > 0} ∪ {a− ei | i suh that ai = 1 and φi(a) < 0}.Observe that a and b may di�er at one oordinate at most, sine TG represents the regular dynamis only.From (17) and (15), one an dedue the presene of the following yle of length 2n in TG:

C =

1 · · · 11 −→ 01 · · · 1 −→ · · · −→ 0 · · · 011 −→ 0 · · · 01x
y

1 · · · 10 ←− · · · ←− 110 · · ·0 ←− 10 · · · 0 ←− 00 · · ·0It an be shown that there is no �xed state in TG, and that C is the only yle without esaping edge. Then,we denote
a1 a2 a3 . . . an an+1 . . . a2n−1 a2n

1 · · · 11 01 · · ·1 001 · · ·1 . . . 0 · · · 01 0 · · · 0 . . . 1 · · · 100 1 · · · 10
(18)Furthermore, let us write φi = φ(ai), the foal point of domain ai, and W i the wall between boxes ai and

ai+1, i.e. it veri�es cℓ
(
W i
)

= cℓ(Dai) ∩ cℓ(Dai+1).In the following, the supersript in ai must be understood periodially, so that for instane a2n+1 will mean
a1. It appears that eah pair of suessive states ai, ai+1 in this yle di�er only at one oordinate, whihwe denote si. If moreover we denote s±i where ± is the sign of ai+1

si
− ai

si
, whih is also the sign of φi

si
, oneobtains

i 1 · · · n n + 1 · · · 2n

s±i 1− · · · n− 1+ · · · n+ (19)Hene si is the only esaping diretion of box ai, a fat that an also be written as Iout(a
i) = {si}. Asseen in setion 2.2, this implies that all trajetories in a domain ai leave it in �nite time, via the wallINRIA
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Figure 1: The transition graph of a feedbak loop system of the form (17) with three variables. Theyle C is represented with plain lines, and the walls W i have been shematially depited as well.
W i ⊂ {x |xsi

= 0}, and enter domain ai+1. It follows that no trajetory an esape the yle, i.e. C is aninvariant region. This yle is represented on �gure 1 for n = 3.A rapid inspetion shows that the walls an be desribed in a quite expliit manner:
W i =





∏

j<si

[θ−j , 0)× {0} ×
∏

j>si

(0, θ+
j ] for i ∈ {1 · · ·n},

∏

j<si

(0, θ+
j ]× {0} ×

∏

j>si

[θ−j , 0) for i ∈ {n + 1 · · · 2n}.
(20)From the remark under equation (16) it is not di�ult to dedue that eah pair of foal points φi, φi+1di�er only at oordinate si+1. Atually, they verify φi ∈ Dai+1 , and one has seen that ai+1 and ai+2 onlydi�er at oordinate si+1. Hene, the yle C satis�es the alignment ondition (13) seen in previous setion.We an state it with our urrent notations:

∀i ∈ {1 · · · 2n}, ∀j ∈ {1 · · ·n} \ {si+1}, φi
j = φi+1

j . (21)Remark also that by onstrution one has for the remaining oordinate:
∀i ∈ {1 · · · 2n}, φi

si+1
= −φi+1

si+1
. (22)Sine our aim is to study limit yles arising from (14), with the help of theorem 1, it seems natural toonsider the following map:

T
a1

T
a2n

T
a2n−1

· · ·Ta2

: W 1 −→W 1Although eah Ta is de�ned on the whole boundary of Da, see (7), one onsiders here the restritions towalls W i−1 only, whih we write expliitly:
Tai

: W i−1 −→ W i

x 7−→
(

φi
j + (xj − φi

j)αj(x)
)

j=1...n
,

(23)where, as in (9),
αj(x) = αj(xsi

) =

(
φi

si

φi
si
− xsi

) γj
γsi

.Remark here that the expression of αj depends on the number i of the region under onsideration. How-ever, this region will always be lear from the ontext, and we thus leave this dependene hidden, avoidingnotations suh as αi
j(x).RR n° 0123456789



12 Farot & Gouzé4.2 Restrition of domains4.2.1 Projetion and extension to the losure of wallsTo �t the hypotheses of theorem 1, one must onsider a losed domain of the form [0, p], p ∈ R
n
+, withnonempty interior, and sine the walls are n− 1 dimensional, their interior is empty.Therefore, one may �rst projet W 1 to R

n−1, and drop out the �rst oordinate, whih is zero. Similarly,there is no loss in suppressing the sith oordinate of points in W i, sine it equals zero by onstrution.Seond, eah Tai has an extension to the losure cℓ
(
W i−1

), de�ned by ontinuity of the expression (23). Toompose these extensions, one has to hek that eah of them maps cℓ
(
W i−1

) to cℓ
(
W i
). Sine the wallsthemselves are orretly mapped, and are produts of one singleton {0} and of segments of the form (0, θ+

j ]or [θ−j , 0), it su�es to hek that the points of cℓ
(
W i−1

) having at least one oordinate equal to 0 aremapped to cℓ
(
W i
).So, let x ∈ cℓ

(
W i−1

) suh that xj = 0. Sine cℓ
(
W i−1

)
⊂ {x |xsi−1 = 0} it is relevant to onsider only

j 6= si−1. Then, Tai

x ∈ cℓ
(
W i
) if, and only if, eah oordinate Tai

k x belongs to the projetion in diretion
k of cℓ

(
W i
), whih is either [0, θ+

k ] or [θ−k , 0]. Let us all this segment Ik to simplify the exposition. Theexpliit formula given in (23) shows that the oordinate map Tai

j depends only on variables xj and xsi
.Hene, if j 6= si, one only has to hek whether Tai

j x ∈ Ij , while if j = si all oordinates must be heked.These two ases give� If j 6= si, T
ai

j x = (1 − αj(x))φi
j . From the inequalities between xj , φi

j and θj = 0, it is easily hekedthat αj(x) ∈ (0, 1]. Moreover, for j 6∈ {si} = Iout(a
i), φi

j is in Ij \ {0}. Then, T
ai

j x ∈ Ij follows easily.� If j = si, remark �rst that x ∈ cℓ
(
W i−1

)
∩cℓ
(
W i
). Then T

ai

si
x = 0 ∈ Ij . Moreover, for any k ∈ {1 · · ·n},

αsk
(x) = 1, so that Tai

k x = xk, that is to say x is a �xed point.It follows that in any ase, Tai

x ∈ cℓ
(
W i
), as awaited, and we onsider now that the maps Tai are de�nedon the losure of walls.Finally, proposition 2 implies that the image Tai (

cℓ
(
W i−1

)) is always ontained in the subset of cℓ
(
W i
)whose points satisfy

sign (φi
si−1
− xsi−1 ) = sign (φi

si−1
). (24)This restrition is illustrated on �gure 2. Sine our interest is in the iterates of those maps, we should restritthem to suh subsets.In summary, three simpli�ations an be done:� The sith oordinate of x ∈ W i an be suppressed without loss of information� The transition maps an be de�ned on the losure of walls.� Only the points verifying (24) an be reahed by T

ai .The notation W̃ i will be used to denote the domains obtained after these three simpli�ations. More expliitly
W̃ i is obtained from (20) by suppressing the {0} term, using losed intervals, and replaing moreover [θ−si−1

, 0]by [φ−
si−1

, 0], or [0, θ+
si−1

] by [0, φ+
si−1

]. For example:
W 1 = {0} ×

n∏

i=2

(0, θ+
i ], so that W̃ 1 =

n−1∏

i=2

[0, θ+
i ]× [0, φ+

n ].Eah W̃ i is a retangular region in R
n−1 with nonempty interior, still alled wall in the sequel, and thepreeding disussion shows that eah map Tai indues a well de�ned map

T̃
ai

: W̃ i−1 → W̃ i.Remark that although points in W̃ i−1 do not have a si−1th oordinate, T̃ai

si−1
is de�ned using expression (23),with xsi−1 = 0. Let us write it expliitly for later purpose:

T̃
ai

si−1
x =

(
1− αsi−1(x)

)
φi

si−1
(25)INRIA
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W 5Figure 2: The same walls as in �gure 1, this time in phase spae. Dotted lines represent thresholds.The dashed lines on a wall W i represent lines where xj = φi
j . The alignment ondition (21)is ful�lled on the left, and not on the right hand side. The right-hand side �gure is thus onlypresented as a ounterexample to (21). The blue region on eah suh wall represents the image

T
ai `

W i−1
´. They are shown as polyhedras for ease of observation, but they have in general apieewise smooth boundary, and not a pieewise linear one (unless all deay rates are equal). Theshaded regions are not reahable, as an illustration of eq. (24).Now, we de�ne a map

T = T̃
a1

T̃
a2n

T̃
a2n−1

· · · T̃a2

: W̃ 1 −→ W̃ 1 (26)Our aim will be to hek the hypotheses of theorem 1 for this map T.4.2.2 Partition of wallsLet us now onsider how W̃ i may be partitioned aording to the sign pattern of φi− x. Following (24), theoordinate si−1 of this sign is �xed by onstrution. As for the oordinate si, it has been suppressed from
W̃ i by onstrution. On the other hand, proposition 3 implies that this sign is not onstant for any otheroordinate j. Then, denoting

Ji = {1 · · ·n} \ {si−1, si},it follows that the above mentioned regions may be desribed using sign vetors in the �nite set Σi = {±1}Ji.Vetors in Σi will then have their oordinates indexed by Ji, whih will prove more onvenient than indexingthem by {1 · · ·n− 2}. For any sign pattern σ ∈ Σi, let us de�ne a orresponding 'zone'
Z

i(σ) = {x ∈ W̃ i | ∀j ∈ Ji , sign (φi
j − xj) = σj}.Now, from the translation of all thresholds to zero, the origin of R

n−1 belongs to every wall W̃ i. Moreover,no foal point have a oordinate equal to zero. Hene, on eah wall W̃ i, there is a unique zone ontainingthe origin on its boundary, and the orresponding sign vetor in Σi is
σi =

(
sign (φi

j)
)
j∈Ji

(27)We will see now that these partiular zones, having the origin on their boundary, in fat attrat all trajetoriesof the system, and then remain invariant. As they will be the only zones we onsider eventually, we simplydenote:
Z

i = Z
i(σi).

RR n° 0123456789



14 Farot & GouzéRemark that the de�nition of these zones and equation (20) allow for a more expliit formulation:
Z

i =





∏

j<si

[φ−
j , 0]×

∏

j>si

[0, φ+
j ] for i ∈ {1 · · ·n},

∏

j<si

[0, φ+
j ]×

∏

j>si

[φ−
j , 0] for i ∈ {n + 1 · · · 2n}.

(28)4.2.3 Attrative and invariant regionsProposition 4. The zone Z
1 is attrative for the dynamis indued by T:

T

(
W̃ 1
)
⊂ Z

1.Proof. From (18) and (19) it follows that sign (φ1) = (−1, 1 · · ·1) ∈ {±1}n. Then, s1 = 1 and s0 ≃ s2n = nimplies J1 = {2 · · ·n− 1}. Then, σ1 = (1 · · · 1) ∈ {±1}J1, and
Z

1 = {x ∈ W̃ 1 | ∀j ∈ J1 , xj < φ1
j}

=

n∏

j=2

[0, φ+
j ], sine φ1

j = φ+
j for j ∈ J1.Let x1 ∈ W̃ 1. In the following we denote xi = T̃ai

xi−1 for i > 2, so that Tx1 = x2n+1. Clearly, xi ∈ W̃ i forall i.Now, for eah i ∈ {1 · · ·2n}, the alignment ondition (21) and the expression (23) of Tai imply the followingonservation of signs:
∀i ∈ {1 · · · 2n}, ∀j 6= si+1, sign (φi

j − xi
j) = sign (φi+1

j − xi+1
j ).In partiular for the n last domains of the yle C, remarking from table (19) that sn+i = i, the above hasthe following onsequene:

∀i ∈ {1 · · ·n}, ∀j < i + 1, sign (φn+i
j − xn+i

j ) = sign (φn+i+1
j − xn+i+1

j ).This equality an be propagated, in the sense that
sign (φn+1

1 − xn+1
1 ) = sign (φn+2

1 − xn+2
1 ) = . . . = sign (φ2n

1 − x2n
1 ) = sign (φ1

1 − x2n+1
1 ),

sign (φn+2
2 − xn+2

2 ) = sign (φn+3
2 − xn+3

2 ) = . . . = sign (φ2n
2 − x2n

2 ) = sign (φ1
2 − x2n+1

2 ),...
sign (φ2n−1

n−1 − x2n−1
n−1 ) = sign (φ2n

n−1 − x2n
n−1) = sign (φ1

n−1 − x2n+1
n−1 )

sign (φ2n
n − x2n

n ) = sign (φ1
n − x2n+1

n )Now, sine xn+i ∈ W̃n+i, and sine (24) is satis�ed on W̃n+i by de�nition, one obtains
sign (φn+i+1

i − xn+i+1
i ) = sign (φn+i+1

i ), i ∈ {1 · · ·n}. (29)Combining this with the previous list of equalities gives
sign (φ1

i − x2n+1
i ) = sign (φ1

i ), i ∈ {1 · · ·n},whih exatly means x2n+1 = Tx1 ∈ Z1, as expeted.One may now onsider the restrition of T to Z1. Atually, the previous proposition implies that hosingany initial ondition x1 ∈ W̃ 1, the trajetory {Tmx |m ∈ N} is ontained in Z1, exept maybe for x1. So,there is no loss of generality in hosing initial onditions in this invariant subset only.We an also verify that, on eah wall all trajetories of system (17) are eventually ontained in the region
Zi. This fat is a onsequene of proposition 4 and the following: INRIA
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Figure 3: The same walls as in �gure 2. Now, the invariant region S

i
Z

i has been shaded in darkgreen. The reader may hek on the �gure that trajetories originating on any wall eventually fallinto this region.Proposition 5. For all i ∈ {1 · · ·2n}, T̃ai (
Zi−1

)
⊂ Zi.Proof. Let x ∈ Zi, whih by de�nition is equivalent to

∀j ∈ {1 · · ·n} \ {si−1}, sign (φi
j − xj) = sign (φi

j). (30)First, observe that in dimension n = 2, Ji = ∅ by de�nition and thus Zi(σ
i) = W̃ i. There is nothing toprove in this ase, and one thus assumes n > 3 in the rest of the proof.From the alignment ondition (21) one gets,

∀j 6= si, φi
j − T̃

ai

j x = (φi−1
j − xj)αj(x).Sine αj(x) > 0, using (30) leads to

∀j ∈ {1 · · ·n} \ {si−1, si}, sign (φi
j − T̃

ai

j x) = sign (φi−1
j ) = sign (φi

j).From (24) it is immediate that
sign (φi

si−1
− T̃

ai

si−1
x) = sign (φi−1

si−1
) = sign (φi

si−1
),whih terminates the proof.This proposition allows us to onsider only the restritions:

T̃
ai

: Z
i−1 → Z

iin the following. Figure 3 shows the domains Zi on a 3 dimensional example.4.3 Main resultThe main result of this paper will essentially onsist in applying theorem 1 to feedbak loop systems of theform (14), or equivalently (17). Among the hypotheses to be heked, the onavity ondition (C) will beveri�ed with the aid of the following lemma.RR n° 0123456789



16 Farot & GouzéLemma 1. Let p, q, r ∈ R̊
n
+. Let also T : [0, p] → [0, q] and M : [0, q] → [0, r] be twie di�erentiablemappings satisfying ondition (M) of theorem 1. Suppose that any of the seond order derivatives of T and

M are non-positive, and that at least one of them is negative, for both mappings.Then, their omposite MT : [0, p]→ [0, r] satis�es (M) and (C).Proof. The result is obtained from the hain rule. Let x ∈ [0, p]. Then Tx ∈ [0, q] and
D (MT ) (x) = DM (Tx)DT (x).From this expression it is lear that the omposite MT satis�es (M) if both T and M do. Now, given givenany x < y in [0, p], ondition (M) on M implies Tx < Ty, by monotoniity of eah oordinate funtion Ti,

Mi.Then the nonpositivity of seond order derivatives gives DM(Ty) � DM(Tx). Then using both onditions
(M) and (C) on T , and ondition (M) on M , the hain rule expression leads to

D (MT ) (y) = DM (Ty)DT (y) � DM (Ty)DT (x) � DM (Tx)DT (x) = D (MT ) (x).We are now in good position to state our main result.Theorem 2. Consider the map T : Z1 → Z1 de�ned in the previous setion.� If n = 2, then ∀x ∈ Z1, T
mx→ 0 when m→∞.� If n > 2, then there exists a unique nonzero �xed point q = Tq. Moreover, q ∈ Z̊1 and for every

x ∈ Z1 \ {0}, T
mx→ q as m→∞.Proof. The proof onsists in heking the hypotheses of theorem 1, whih then yields preisely the aboveproposition.First, the upper orner of Z1 is the point (φ+

2 . . . φ+
n ), whih belongs to R̊

n−1
+ . Seond, it is lear from theexpression (23) that eah T̃ai is C1. Hene, T is C1 one the whole retangle Z1. It follows in partiular that

DT(0) is well de�ned.Sine the proof is a little lengthy, it will be strutured in three parts.Preliminary hange of variables.Before heking the hypotheses of theorem 1, it will prove onvenient to apply a loal transformation ρi :
Zi → Pi at eah wall, suh that Pi ⊂ R

n−1
+ . This will allow us to deal with non-negative variables only.Aording to (27), σi

j denotes the sign of φi
j , for j ∈ Ji. From (30), φi

j and xi
j have the same sign, for

xi ∈ Zi. We also note σi
j the sign of φi

j when j ∈ {si−1, si}. Then, simply de�ne the jth oordinate of thistransformation as
ρi

j(x) = σi
j xj . (31)In other words, ρi is just a multipliation by a diagonal matrix, whose jth entry is σi

j ∈ {±1}. This impliesthat ρi is invertible, and equals its inverse. Hene we also denote ρi this inverse: ρi : Pi → Zi. One may alsoformulate Pi expliitly:
P

i =
∏

j 6=si

[
0, |φi

j |
]
. (32)It is tempting now to de�ne maps M(i), by the ondition that the following diagram ommutes, for any

i ∈ {1 · · · 2n}:
Zi−1 T

ai

−−→ Ziy ρi−1
y ρi

Pi−1 M
(i)

−−−→ Pi

(33)INRIA



Periodi solutions of pieewise a�ne systems 17With the previous remark on ρi this may also be written as M(i) = ρi Tai

ρi−1. Composing the diagramsabove for suessive i, and sine ρ1 = ρ2n = id, one gets P1 = Z1, and
T = M

(1)
M

(2n)
M

(2n−1) · · ·M(2) (34)For any x1 ∈ P1 = [0, p] we write xi = M̃(i)xi−1, i > 2. From proposition 5, one gets xi ∈ Zi.Eah M(i) an be expressed oordinate-wise:
M

(i)
j x = σi

jφ
i
j + σi

j

(
σi−1

j xj − φi
j

)
(

φi
si

φi
si
− σi−1

si xsi

) γj
γsi

j 6= si.From their de�nition, the σi
js learly satisfy the alignment ondition (21): σi

j = σi−1
j for j 6= si. It alsoomes from (22) that: σi

si
= −σi−1

si
. Hene, one also has:

M
(i)
j x = |φi

j |+
(
xj − |φ

i
j |
)
αj

(
σi−1

si
xsi

)
j 6= si, (35)where

αj

(
σi−1

si
xsi

)
=

(
φi

si

φi
si
− σi−1

si xsi

) γj
γsi

=

(
|φi

si
|

|φi
si
|+ xsi

) γj
γsiMonotoniity and onavity.One omputes now:

∂M
(i)
j

∂xk
(x) =





αj

(
σi−1

si
xsi

) if j = k

γj

γsi

|φi
j | − xj

|φi
si
|+ xsi

αj

(
σi−1

si
xsi

) if k = si

0 otherwise. (36)and
∂2M

(i)
j

∂xm∂xk
(x) =





−
γj

γsi

αj

(
σi−1

si
xsi

)

|φi
si
|+ xsi

if j = k, m = sior k = si, m = j

−
γj

γsi

(
1 +

γj

γsi

)
|φi

j | − xj

(|φi
si
|+ xsi

)2
αj

(
σi−1

si
xsi

) if m = k = si

0 otherwise. (37)One sees that M(i) is very similar to Tai , so that equations above are strongly reminisent of (10) and (11).Let us evaluate the sign of these quantities. From x ∈ Pi−1 and (32) it follows that |φi
j | − xj > 0. It is learalso that |φi

si
| + xsi

> 0. It follows that, for all maps M
(i), the nonzero terms of the jaobian are positive,while the nonzero derivatives of order 2 are negative, at any point x ∈ Pi−1.Applied to (34), the hain rule gives

DT(x1) = DM
(1)(x2n)DM

(2n)(x2n−1) · · ·DM
(2)(x1). (38)Moreover, it seems from (36) that the jaobians in the produt above are the sum of a diagonal matrix anda matrix whose olumn number si ontains the only nonzero elements.Some are must be taken though, due to the partiular indexing of matries. Atually, from (36) the diagonalentries of DM(i) are at �rst sight DM

(i)
jj = αj

(
σi−1

si
xi−1

si

). However, the row subsripts of DM(i) belong to
{1 · · ·n} \ {si}, while the olumns are indexed by {1 · · ·n} \ {si−1}. This implies that neither DM

(i)
si,si nor

DM
(i)
si−1,si−1 are de�ned. The exat shape of nonzero entries in DM(i) depends on the order in whih si−1and si are sorted. In our ase, table (19) shows that either si = si−1 + 1, or si = 1 and si−1 = n, the latterourring for i ∈ {1, n + 1}.RR n° 0123456789



18 Farot & GouzéLet us represent the subsripts of nonzero entries in both ases. First, if i 6∈ {1, n + 1}, both DM(i) and
DM(n+i) have the following shape:

si−1

↓

2

6

6

6

6

6

6

6

6

6

6

6

4

(1, 1) (1, si). . . ...
(si−1 − 1, si−1 − 1) (si−1 − 1, si)

(si−1, si)
(si + 1, si) (si + 1, si + 1)... . . .

(n, si) (n, n)

3

7

7

7

7

7

7

7

7

7

7

7

5

(39)
Now, if i ∈ {1, n + 1} whih implies that row 1 and olumn n are removed:

DM
(i) ≡




(2, 1) (2, 2)... . . .... (n − 1, n − 1)
(n, 1) 0 · · · 0


 (40)Sine si−1 ranges over {1 · · ·n− 1} when i or n+ i varies in {2 · · ·n}, it is not hard to dedue from (39) thatboth produts:

Π2 = DM
(2n)(x2n−1) · · ·DM

(n+2)(xn+1) and Π1 = M
(n)(xn−1) · · ·DM

(2)(x1)have no zero entries, and are thus positive. Then, from (40) one dedues that
DT(x1) = DM

(1)(x2n)Π2 DM
(n+1)(xn)Π1is positive as well. Hene we have just shown (M):

∀x1 ∈ P
1, DT(x1) > 0.As for onavity, it follows from the negative terms in (37) and lemma 1 that

D
(
M

(i+1)
M

(i)
)

(xi−1) � D
(
M

(i+1)
M

(i)
)

(yi−1).Then a simple indution shows that DT, as expressed in (38), satis�es ondition (C):
∀x1, y1 ∈ P

1, 0 < x1 < y1, DT(y1) � DT(x1).Behaviour at the upper orner and the origin.Before studying the origin, let us show that Tp < p, as required by theorem 1. Here, p = (φ+
2 . . . φ+

n ) is theupper orner of Z1, i.e. Z1 = [0, p]. Now, let us onsider the last maps omposing T, as in the proof ofproposition 4. Namely, one dedues from (25) that:
∀x ∈ W̃n+i−1, T̃

an+i

i−1 x = (1− αi−1(x)) φn+i
i−1 ,As usual, one identi�es a2n+1 and a1. Then for i ∈ {2 · · ·n + 1}, αi−1(x) ∈ (0, 1] gives:

T̃
an+i

i−1 x = (1− αi−1(x)) φ+
i−1 < φ+

i−1.Now, from equation (29) in the proof of proposition 4, one knows that sign (φn+i
si−1
− xsi−1 ) is onservedthrough the last steps of the yle, so that

∀i ∈ {2 · · ·n}, ∀x ∈ W̃n+i−1,
(
T̃

a1

T̃
a2n

· · · T̃an+2
)

i
x < φ+

iSine in partiular
T̃

an+1

T̃
an

· · · T̃a2

p ∈ W̃n+1, INRIA
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φ2

φ1 φ4

φ3

Z3

Z4

θ+

2

θ−2

θ+

1

a3
a4

Z1

θ−1 Z2

a1a2

Figure 4: The state spae of a feedbak loop with only two variables, shematially. The notationsare those explained in the text.it follows that Tp < p.To terminate the proof, it remains to hek whether the spetral radius of DT(0) is greater than 1 ornot. First, remark that T(0) = 0 implies that eah DM(i) has to be evaluated at 0 in expression (38). Thenfrom the expression of αj in (36), for i ∈ {2 · · ·n} the diagonal terms of eah DM(i)(0) equal 1, exept at
(i− 1, i− 1). Here, it is given by the seond line in (36), just as the rest of olumn i− 1. The latter is givenby:

∀i ∈ {2 · · ·n} DM
(i)
j, i−1(0) =

γj |φ
i
j |

γi |φi
i|

=

∣∣∣∣∣
κi

j

κi
i

∣∣∣∣∣ ,with the notation κi
j = κj(a

i).If the ase n = 2, matries DM(i)(0) are in fat salars of the form above. From equations (14) and (17) oneobtains
κ1

2 = κ4
2 = κ+

2 , κ4
1 = κ3

1 = κ+
1 , κ3

2 = κ2
2 = κ−

2 , and κ1
1 = κ2

1 = κ−
1 .See �gure 4 for the state spae of two dimensional feedbak loops. Then, (38) gives

DT(0) =

∣∣∣∣
κ1

2

κ1
1

κ4
1

κ4
2

κ3
2

κ3
1

κ2
1

κ2
2

∣∣∣∣ = 1.Suppose now that n > 3. Before going further, let us remark the following fat: if a matrix A is suh that
A − Id > 0, then the spetral radius ρ(A) > 1. This is a diret onsequene of Perron-Frobenius theorem.Atually, ρ(A) is the maximal eigenvalue of A, or the maximal root of its harateristi polynomial, whihwe denote πA(X). One learly has πA−Id(X) = πA(X − 1), so that the roots of πA−Id are exatly those of
πA minus one. Applying Perron-Frobenius theorem to the positive matrix A− Id implies ρ(A) > 1.Hene to terminate the proof, it su�es to show that DT(0) − Id > 0, or equivalently that the diagonalterms of DT(0) are stritly greater than 1, sine we have shown (M) already. We use (38), from whih it ispossible to derive the general term of DT.The subsripts in (39) and (40) are those to be used in equation (36). To ompute (38) on the other hand, itis more relevant to use the atual row and olumn numbers, as represented in (39) over the nonzero olumn,whih is numbered si−1. Hene in the expressions below, DM

(i)
jk refers to the entry j, k of matrix DM(i)(0),whih is not neessarily ∂M

(i)
j

∂xk
(0). A simple indution shows that

(
DT(x1)

)
ij

=
n−1∑

k1,...k2n−1=1

DM
(1)
ik1

DM
(2n)
k1k2
· · ·DM

(2)
k2n−1jIn partiular, the diagonal terms an be onveniently denoted using the following abbreviation. De�ne theinteger vetor k = (k1 . . . k2n−1) ∈ {1 · · ·n− 1}2n−1, and denote

pi
k = DM

(1)
ik1

DM
(2n)
k1k2
· · ·DM

(2)
k2n−1i.RR n° 0123456789



20 Farot & GouzéNote that the general form of terms in produts above is the following:
DM

(j)
k2n+1−jk2n+2−j

j ∈ {3 · · · 2n}.Then, (DT(x1)
)

ii
equals the sum of produts pi

k
when k varies in the whole set {1 · · ·n− 1}2n−1.Now, sine eah matrix DM(i)(0) is omposed of zeros and positive terms, it follows that eah nonzeroprodut pi

k
is positive. Hene, if for all i there is one k suh that pi

k
= 1, and at least one other nonzero pi

k
,the proof will be �nished.To help intuition let us detail the shape of DM(i)(0) and DM(n+i)(0) for n > i > 1, thanks to (39)and (40):

i − 1
↓

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

1 |κi
1/κi

i|. . . ...
1 |κi

i−2/κi
i|

|κi
i−1/κi

i|

|κi
i+1/κi

i| 1... . . .
|κi

n/κi
i| 1

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

(41)
For i ∈ {1, n + 1}:

DM
(i) ≡




|κi
2/κi

1| 1... . . .... 1

|κi
n/κi

1| 0 · · · 0


 (42)Now, we laim that pi

k
= 1, for 1 < i 6 n− 1, and

k = (1 · · · 1, i · · · i, 1 · · · 1, i · · · i) (43)where kj = i for n + 1− i 6 j 6 n, and 2n + 1− i 6 j 6 2n− 1, and kj = 1 otherwise. Atually, one has onthe one hand:
DM

(1)
i,k1

= DM
(1)
i,1 =

∣∣∣∣
κ1

i+1

κ1
1

∣∣∣∣ and DM
(n+1)
kn,kn+1

= DM
(n+1)
i,1 =

∣∣∣∣∣
κn+1

i+1

κn+1
1

∣∣∣∣∣and on the other hand
DM

(n+i+1)
kn−i,kn+1−i

= DM
(n+i+1)
1,i =

∣∣∣∣∣
κn+i+1

1

κn+i+1
i+1

∣∣∣∣∣ and DM
(i+1)
k2n−i,k2n+1−i

= DM
(i+1)
1,i =

∣∣∣∣∣
κi+1

1

κi+1
i+1

∣∣∣∣∣ .Moreover, for any j ∈ {2n + 1− i · · · 2n− 1} ∪ {n + 1− i · · ·n}, it appears that DM
(j)
i,i = 1, sine i 6= sj − 1,and similarly, for j ∈ {1 · · ·n− i}∪ {n + 1 · · ·2n− i} one has DM

(j)
1,1 = 1. As a onsequene, for k as in (43),

pi
k

= DM
(1)
i,1 DM

(n+i+1)
1,i DM

(n+1)
i,1 DM

(i+1)
1,i

=

∣∣∣∣∣
κ1

i+1

κ1
1

κn+i+1
1

κn+i+1
i+1

κn+1
i+1

κn+1
1

κi+1
1

κi+1
i+1

∣∣∣∣∣ (44)Now we refer to the table (18) of suessive boxes, and reall that φi belongs to the domain ai+1. Then itis rather straightforward to hek that
sign (φn+i) = −sign (φi) INRIA



Periodi solutions of pieewise a�ne systems 21for any i ∈ {1 · · ·n}. It follows immediately that sign (κn+i) = −sign (κi) as well. From this and the fatthat any prodution term κi
j is fully determined by its sign, it follows that

κi+1
1 κn+i+1

1

κ1
1 κn+1

1

= 1 and κ1
i+1 κn+1

i+1

κi+1
i+1 κn+i+1

i+1

= 1,whene pi
k

= 1.Reall that the previous holds only for i > 1. Now, let k = (1 · · · 1). Then,
DM

(1)
1,k1

= DM
(1)
1,1 =

∣∣∣∣
κ1

2

κ1
1

∣∣∣∣ and DM
(n+1)
kn,kn+1

= DM
(n+1)
1,1 =

∣∣∣∣
κn+1

2

κn+1
1

∣∣∣∣while
DM

(n+2)
kn−1,kn

= DM
(n+2)
1,1 =

∣∣∣∣
κn+2

1

κn+2
2

∣∣∣∣ and DM
(2)
k2n−1,1 = DM

(2)
1,1 =

∣∣∣∣
κ2

1

κ2
2

∣∣∣∣ .Moreover for any other j, DM
(j)
1,1 = 1, and thus

p1
k

=

∣∣∣∣
κ1

2

κ1
1

κn+2
1

κn+2
2

κn+1
2

κn+1
1

κ2
1

κ2
2

∣∣∣∣
= 1, for the same reason as in (44).Thus, we have found, for eah i ∈ {1 · · ·n−1}, a k suh that pi

k
= 1. Now, for any i > 1, let k = (1 · · · 1, i · · · i),where kj = i for 2n + 1− i 6 j 6 2n− 1. This leads to

pi
k

= DM
(1)
i,1DM

(2n)
1,1 · · ·DM

(i+1)
1,i DM

(i)
i,i · · ·DM

(2)
1,i ,and from (41) and (42) one heks readily that the above is positive: the entry (1, 1) is atually never zeroin the �rst terms, the ith olumn of DM(i+1) is nonzero, and the diagonal terms of the last terms in theprodut are positive as well.For i = 1, a positive p1

k
is found for instane with k = (2 · · · 2). Atually, (2, 2) entries are never zero in (41),and moreover DM

(1)
1,2 and DM

(2)
2,1 are also positive.5 ConlusionThe main result of this paper is theorem 2, whih is a diret appliation of a theorem of Smith [13℄, herereferred to as theorem 1. It is in fat very similar to the main theorem of Snoussi [14℄, sine the latter statesexistene of a limit yle where theorem 2 states existene and uniity, for the lass of negative feedbak loopsystems of the form (17). The improvement is entirely obtained from the use of theorem 1. This use is madepossible by the natural ourrene of monotone, onave transformations in the ontext of pieewise a�negene network models of the form (1). In general, these transformations only appear on partiular regionsin phase spae, as shown in setion 3. Also, they are monotone and onave only up to a symmetry (orsay with respet to the order indued by orthants whih are not neessarily positive), whih depends on theregion on whih they are de�ned. For negative feedbak loop systems however, it is shown in setion 4.2that after a �nite number of steps, all trajetories belong to one region, where the �rst-return dynamis ismonotone and onave. It seems promising then, to study systems of a more general from than a negativefeedbak loop, using the same tools as in the present paper. For suh systems, one should not onentrateon a single monotone onave transformation, but on several of them, and take into aount the possibletransitions between their domains of de�nition.Referenes[1℄ R. Casey, H. de Jong, J.L. Gouzé, Pieewise-linear Models of Geneti Regulatory Networks: Equilibriaand their Stability, J. Math. Biol., 52(1):27-56 (2006).RR n° 0123456789
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