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Abstract

This paper presents a fully automated approach for the recog-
nition of non-native speech based on acoustic model modifica-
tion. For a native language (L1) and a spoken language (L2),
pronunciation variants of the phones of L2 are automatically
extracted from an existing non-native database as a confusion
matrix with sequences of phones of L1. This is done using
L1’s and L2’s ASR systems. This confusion concept deals with
the problem of non existence of match between some L2 and
L1 phones. The confusion matrix is then used to modify the
acoustic models (HMMs) of L2 phones by integrating corre-
sponding L1 phone models as alternative HMM paths. In this
way, no lexicon modification is carried. The modified ASR sys-
tem achieved an improvement between 32% and 40% (relative,
L1=French and L2=English) in WER on the French non-native
database used for testing.

1. Introduction

In the last twenty years, researches in automatic speech recog-
nition has lead to huge advances. Recent ASR systems achieve
high recognition rates. Nevertheless, the performance of these
systems drops drastically when confronted with pronunciations
that deviate from canonical lexicon definition, especially with
non-native speakers. This drastic performance drop when
handling non-native speech is a well known problem.

The main aim of non-native enhancement of ASRs is to
make the available recognition systems tolerant to pronuncia-
tion variants. This is done by integrating some extra knowledge
into existing systems. This extra knowledge corresponds
to the pronunciation variants to be handled by the system:
dialects, accents or non-native variants. Approaches differ in
the techniques used to extract this knowledge and integrate it
into an existing native ASR system. The next section spots
some of the recent researches in non-native speech recognition.
In these approaches, modifications are made in different layers
of the outlying baseline systems, varying from lexicon ([1],[2]
and [3]) to Gaussian mixture parameters ([4] and [5]), and
HMM models ([6]).

In [1], knowledge about non-native speech accent is
acquired through a study of phonological properties of both
the spoken language and the native language of the speaker.
The extracted knowledge is represented as a set of rewriting
rules in which phones of the spoken language are replaced by
phone of the native language. These rules are language pair
specific (spoken/native) and are used to modify the lexicon of
the spoken language ASR system.

In [2], phonetic confusion is automatically extracted
from non-native speech database by aligning the canonical
pronunciation of each utterance with its actual pronunciation
(phonetic transcription of the utterance obtained after a pho-
netic recognition with the baseline spoken ASR system). This
confusion is then used to modify the lexicon by dynamically
adding all possible phonetic transcriptions of each word during
the recognition phase.

In [4], both spoken and native language ASRs are used
to extract the phonetic confusion. The native language ASR
is used to obtain a phonetic transcription (in terms of native
phones) of all non-native utterances. Confusion is extracted
by aligning the latter transcription with the canonical one
(obtained from the lexicon of the spoken language) for each
utterance. According to this confusion, Gaussian mixture
models of native phones are merged with Gaussian mixture
models of the spoken language phones (for each state of the
HMMs). These modified phone models are then used as new
models for the spoken language ASR system.

2. Our new approach

The main motivation of our work is to develop a new approach
for non-native speech recognition that can automatically handle
non-native pronunciation variants without a significant loss
in recognition performance. As non-native speakers tend to
realize phones of the spoken language as they would do with
similar phones from their native language, we claim that taking
into account the acoustic models of the native language in the
modified ASR system may enhance its performance.

For instance, the sound ’[3]" (present in word the, using
IPA alphabet) does not exist in French. A high percentage of
French native speakers realize this phone as the French phone
’[3]’. Furthermore, diphthongs like ’[tf]’ (present in word
church) do not exist in French. The latter diphthong may
however be uttered as the two French phones ’[t] [3]" or ’[t]
[T as stated by phonetician experts.

Thus, in our approach, the confusion involves a phone
of the spoken language and a phone sequence of the native
language. The main idea is to automatically extract a confusion
between spoken language phones and sequences of phones of
the native language using both language ASRs.

Besides, this confusion will be utilized by means of



HMM modification rather than by lexicon modification. As
stated in [2], injecting confusion knowledge into the lexicon
may result in an excessive growth of the lexicon and thus
of the search space. The recognition would be very slow
unless some pruning is used. Furthermore, merging the
Gaussian mixture models of each state of the HMM of the
confused spoken and native language phones (as in [4]) may
deteriorate the coherence of the acoustic models of both phones.

In our approach, the confusion is extracted using the two
time-aligned transcriptions given by the spoken and by the na-
tive language ASRs. The acoustic model (HMM) of each spo-
ken language phone is modified by integrating the acoustic
models (HMMs) of each native language phone sequence it was
confused with. This process is described in the next sections.

2.1. Confusion extraction

Both spoken language and native language ASR systems are
used for confusion extraction. For each utterance of the non-
native speech database, a forced phonetic alignment is per-
formed using the spoken language ASR system, and then a pho-
netic recognition is performed using the native language ASR
system. This provides a time-aligned canonical phone transcrip-
tion for the first system (in terms of spoken language phones)
and a time-aligned actual phone transcription for the second
system (in terms of native language phones). These two time-
aligned transcriptions are then compared in order to detect the
sequence of native phones that was recognized for each spo-
ken language phone in the utterance. Given a spoken language
phone L present in the utterance, the sequence associated with
L is composed of native language phones whose time interval
is included in L’s time interval. As phonetic recognition does
not provide exact phone boundaries, the latter condition has to
be slightly relaxed. To be taken into account in the associated
phone sequence, a phone of the native language must have at
least 50% of its time interval included in the underlying spoken
language phone time interval. In the example of figure 1, the
sequence of native language phones ( M1, M2 ) would be asso-
ciated with phone L because M and M> have more than 50%
of their time interval included in L’s one, and M3 does not.

L o Spoken language
tV transcription

- .
P> Native language
t  transcription

Figure 1: Example of time-aligned transcriptions (for the same
utterance).

The next step is to extract the confusion rules from the
above phone and phone sequence associations. Having the
count of appearance of each association, the maximum likeli-
hood (ML) estimate of the confusion probability is then com-
puted as follows (for each spoken language phone L):

P(L ==> {M;}icr) = P((M.):er|L)

_ N(L ==> (Mi)ic1)
= (H
N(L)
where N(L ==> (M;)ier) is the count of appearance of
the underlying association L ==> (M, );e1, I a set of indices,
and N (L) the count of appearance of the phone L.

Finally, only the confusion rules that have the highest prob-
ability (satisfying the condition in equation 2) are taken into
account. This way, the use of erroneous rules that resulted from
phonetic recognition errors is reduced. Besides, this threshold-
ing avoids the excessive growth of the phone models that will
be used later in the modified system.

P(L ==> (Mz)zel)
mazqecr;, P(x) Z e )

where Ry, is the set of rules having the phone L as left
part, and « a threshold.

Here are some examples of the rules given by our system
when run with English as spoken language and French as native
one:

e for phone ’[p]’ (present in word pet):
“[pl==>[p" P(lp]l==>[p]) =1
e for phone ’[r]’ (present in word absorb):
“fl==>1"  P(r]==>[]) =1
The English phone ’[r]” does not exist in French. Rather,
its closest French phone is ’[1]’.

o for diphthong '[t[]" (present in word church):
“W==>1t1 /] P(ltfl==>[t] [J]) = 0.443
“W==>k1[JI"  P([tf]==>[k] [J]) = 0.286
“tf1==>[1" P([tfl==>[J]) = 0.271

2.2. HMM integration

The second part of our approach consists in applying the confu-
sion rules to the ASR system. We use a novel method in this step
that integrates all HMM corresponding to the confused phone
sequences into the HMM model of the underlying spoken lan-
guage phone. Figure 2 illustrates the HMM structure used in our
ASR system for each phone. These models have three emitting
states all linked in a left-to-right path.

Figure 2: Phone HMM model structure.

The modification of the HMM of a spoken language phone
L consists in adding new state paths into it. Each of these
added state paths corresponds to one of the confusion rules of
R’ (RY, is the selected rules according to the previous section,
R}, C Rp). Each of them is constructed by the concatenation
of the HMM models of each phone present in the left part of
the underlying rule.

The transition linking the Start state to the state S1 of
the spoken language phone has a probability of 3. Here f3 is
the weight of the original spoken language model versus the
models introduced by the confusion. The transition linking the
Start state to each HMM path representing a rule r € R}, has
a probability P’ (r):

P(r)
Yeery, (P(2))
Assuming the rules sketched in section 2.1, figure 3 illus-

trates the construction of the modified HMM for the English
phone [t[].

P'(r) = (1-p) 3)



Figure 3: Modified HMM model structure for English phone
[l

3. Experiments

The work presented in this paper has been done in the frame-
work of the European project HIWIRE which aims at enhanc-
ing speech recognition in mobile, open and noisy environments.
Actually, the HIWIRE project deals with the development of an
automatic system for the control of aircrafts by pilots via voice
commands.

Pilots have to speak in English regardless of their native
language. Thus, the major part of speech is non-native. For
now, we worked only on French speakers speaking English.

3.1. Experimental conditions

The used acoustic parameters are 13 MFCCs with their first and
second time derivatives. The 46 English monophone models
have been trained on the TIMIT database which contains 420
speakers and 3360 utterances (in its training set). The 40 French
monophone models have been trained on the French database
ESTER which contains 90 hours of broadcast news. The HMM
models used in the two base line ASR systems (French and En-
glish) have 128 Gaussian mixtures per state and diagonal co-
variance matrices.

The non-native database contains 21 French speakers with
100 utterances for each. It was recorded at a sampling rate of
16Khz at 16 bits per sample. Half of this database was used for
development, the other half for testing.

The vocabulary is composed of 134 words, and the gram-
mar is a command language. We also used a second non-
restrictive grammar in our tests, i.e., a “word-loop grammar”
that allows the recognizer to choose any sequence of words
present in the lexicon.

3.2. Confusion extraction issues

As described above, the confusion is extracted by comparing a
transcription given by phonetic alignment (English ASR) with
a transcription given by a phonetic recognition (French ASR).
The French phonetic recognizer was tuned to give the best value

of the ratio: N
F h
Rphone = e (4)
N, English
where Ngngiisn is the count of English phones in all ut-
terances and Npyrench is the count of French phones given by

the French phonetic recognizer. Based on the count of sim-
ple phones and diphthongs in English, we computed a value of
Rphones =1.2.

3.3. Development and results

We used a value of 3 equal to 0.5 for all further tests (see 2.2)
in order to give the same weight to both spoken and native lan-
guage acoustic models. As for the confusion extraction, the
modified English ASR system had to be tuned in order to have
the best results. We used the "word accuracy (WACC)” criterion
to find the best word-insertion-log-penality. Figure 4 shows the
variation of the "DEL”, ”INS” and "WACC” versus the value of
word-insertion-log-penality. The best value for the penality is
-50. This value was used for all further tests.
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Figure 4: Rates versus penality (modified system, development
database).

In the rest of this section, we will use the following nota-
tion:

e “baseline system” refers to the spoken language ASR
system, with English phone models trained on the TIMIT
database (see 3.1).

e “fully automated confusion (FAC)” refers to the ASR
proposed in this paper with modified phone models (ac-
cording to sections 2.1 and 2.2).

e “TIMIT confusion” refers to the “fully automated con-
fusion” (the latter system) except that the confusion was
extracted using TIMIT database instead of the non-native
database.

e “expert confusion” refers to the “fully automated con-
fusion” except that we used a “confusion” given by a
phonetician expert. Here, the expert associated English
phones with nearest French ones in terms of acoustics.
The expert did not take into account any non-native vari-
ants or pronunciation errors.

We tested both the baseline and the “fully automated
confusion” systems with the grammar presented in 3.1. Table 1
shows the results of these tests, where “SACC” stands for “sen-
tence accuracy”. The FAC system achieves a word accuracy
of 96.1%, which represents an absolute improvement of 2.6%
compared to the “baseline system”. The FAC system reduced
the WER by 40% relative. We also tested the FAC system with



the “confusion” extracted from the TIMIT database and the
confusion given by a phonetician expert (as described in the
previous section). These two systems give the same results as
the baseline, since the added knowledge (confusion) does not
contain any information about the non-native pronunciation
variants.

MLLR adaptation was performed using the development
database. As described in 3.1, half of the utterances of each
speaker were used for the supervised global MLLR adaptation
and the other half for the testing.

Table 1: Test results (in %, penality=-50).
| DEL | INS [ WACC [ SACC |

system type

- baseline system 0.4 1.1 93.5 87.2

- fully automated 02 | 06 | 961 | 911
confusion

- TIMIT ““confusion” 0.2 0.9 93.9 86.2

- expert “confusion” 0.2 1.2 93.2 85.5

- baseline sys. + MLLR | 0.4 1.2 95.0 90.4

- fully automated
“confusion” + MLLR 0.1 0.5 97.3 93.5

The good results presented in table 1 could be explained by
the nature of the grammar (a strict command grammar). Thus,
to be able to fully appreciate the improvement of our approach,
we launched tests with a word-loop grammar. Table 2 shows the
results of these tests, still with a word-insertion-log-penality of
-50. For the FAC system, improvements are 32.5% relative for
the WER and 9.1% absolute for the word accuracy (compared
to the baseline results).

The TIMIT “confusion” system performed as good as the
baseline. On the contrary, the “confusion” given by the pho-
netician expert improved the WACC by 3% (absolute) and the
WER by up to 10% (relative).

Table 2: Test results with a word-loop grammar (in %,
penality=-50).

system type | DEL | INS | WACC [ SACC |

- baseline system 0.8 8.9 71.1 61.1

- fully automated 07 | 59 | 802 | 660
confusion

- TIMIT ““confusion” 1.2 7.9 70.0 57.0

- expert “confusion” 0.5 8.7 74.1 59.5

- baseline sys. + MLLR | 0.7 6.1 78.6 69.0

- fully automated
“confusion” + MLLR 07 | 41 | 845 73.0

4. Discussion and future work

In this paper, we described a fully automated approach to
enhance the performance of an existing ASR system with
non-native speech. We introduced a novel phonetic confusion
concept (associating a phone with a sequence of phones) that
deals with English diphthongs. Finally, our method can be
combined with speaker adaptation technique. It is possible to
perform a MAP or MLLR adaptation for the phone models.

We carried our tests only on non-native English speech ut-
tered by French people. Our next research will be directed on
enhancing a unique ASR system performance on heterogeneous
non-native English speech. As the European project HIWIRE
involves Spanish, Italian, Greek and French teams, we will
work on non-native English speech uttered by speakers from
these origins. We will explore different issues:

e using only the English acoustic models: an English
phone would be confused with a sequence of English
phones. This approach may be utilized when there are
no available acoustic models for each native language.

e taking into account further information while extract-
ing the phonetic “confusion” such as the phonetic or the
graphemic contexts: for instance, the pronunciation of
a phone may depend on the phones preceding or suc-
ceeding it. Furthermore, the grapheme that corresponds
to a phone may influence the way a non-native speaker
utters it: a non-native speaker may utter the phone corre-
sponding to a grapheme the way it is uttered in its native
language.

e developing a meta-ASR system consisting of a set of
modified English ASR systems (one for each possible
non-native language): the meta-ASR will have a native
language detection layer that determines the native lan-
guage of the speaker. Based on the latter detection, the
meta-ASR will use the underlying modified ASR system
to perform the speech recognition.
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