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Abstract

As grids become more and more attractive for solving complablems with high
computational and storage requirements, the need for atlequid programming
models is considerable. To this purpose, the GridRPC maakebleen proposed as
a grid version of the classical RPC paradigm, with the godiuidd NES (Network-
Enabled Server) environments. Paradoxically enoughjsmtbdel, data management
has not been defined and is now explicitly left at the useraagd. The contribution
of this paper is to enhance data management in NES by intiogliactransparent
data access modehvailable through the concept of grid data-sharing servigata
management (persistent storage, transfer, consistditatgn) is totally delegated to
the service, whereas the applications simply access sdatadsia global identifiers.
We illustrate our approach using the DIET GridRPC middlenand the UXMEM
data-sharing service. Experiments performed on the Q@@D5estbed demonstrate
the benefits of the proposed approach.

Keywords: GridRPC, Data Sharing, PersistencyxMEM, DIET.

Résumé

A mesure que les grilles deviennent de plus en plus attescpour résoudre des pro-
bléemes complexes nécessitant d'importantes capacitésldel @t de stockage, le
besoin de modéles de programmation adéquats pour ceseatahéts grandit. Dans
ce but, le modele GridRPC a été proposé comme une versiorigsogrilles du para-
digme de programmation par RPC, avec pour objectif de agnstdes plate-formes
logicielles de calcul. Paradoxalement, dans ce modéleedaan des données n’'a pas
été définie et est pour l'instant explicitement laissée ahiarge de I'utilisateur. La
contribution de ce papier est d’'améliorer la gestion demdes dans ces plate-formes
logicielles de calcul en introduisant umodéle d’acces transparent aux donnégs-
ponible par I'utilisation du concept de service de partagelonnées pour grilles. La
gestion des données (stockage persistant, transfericatgh cohérente) est totale-
ment déléguée a ce service, tandis que les applicationsemcaux données parta-
gées via des identifiants globaux. Nous illustrons notreage en utilisant I'inter-
giciel GridRPC DIET et le service de partage de données paleggJuxMEM. Les
expériences réalisées sur la grille expérimentale GrizDsmontre les bénéfices de
I'approche proposée.

Mots-clés: GridRPC, Partage de données, PersistanceMEM, DIET.
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1 Introduction

Computational grids have recently become increasinghaétitve, as they adequately address the growing
demand for resources of today’s scientific applicationsriks to the fast growth of high-bandwidth wide-
area networks, grids efficiently aggregate various hetaregus resources (processors, storage devices,
network links, etc.) belonging to distinct organizatiofiis increasing computing power, available from
multiple geographically distributed sites, increasesdhid’s usefulness in efficiently solving complex
problems.

An example of class of applications that can benefit from goichputing consists of multi-parametric
problems, in which the same algorithm is applied to sligkifferent input(s) data in order to obtain the
best solution. Running such applications on grid infratrtes requires the use of adequate programming
paradigms for distributed systems, able to cope with thgetad large scale. Among the various program-
ming models which aim at reducing the increasing progrargnesmmplexity, one approach relies on the
Grid Remote Procedure C4ridRPC) [L9]. This paradigm extends the classical RPC model by enabling
asynchronous, coarse-grained parallel tasking. GridR#e@hs to be a good approach to build NES com-
puting environments (for Network-Enabled Servers). Irhssigstems, clients can submit problems to one
(possibly distributed) agent, which selects the best semvmng a large set of candidates.

A team of researchers of the Global Grid Forum (GGF, recendyged with EGA (Enterprise Grid Al-
liance) to create the OGF (Open Grid Forum)) has defined aatdi\PI for the GridRPC paradigm. .
However, in this specification, data management has beteadeafne open (although fundamental) issue.
For instance, data transfer in the distributed environrisdeft to the user: data have to be explicitly moved
back and forth from the clients to the selected servers. iShukearly a major limitation for efficiently pro-
gramming grids, especially as the number of servers useal\te a problem increases.

In this paper, we define a model for transparent access tedghata in GridRPC environments. In this
model, the data-sharing infrastructure automatically agas data localization, transfer, as well as consis-
tent data replication. We illustrate our approach with aplementation using the DIETL]] GridRPC
middleware and theuk MEM [3] grid data-sharing service. We evaluate our approach girexperiments
realized on the Grid’5000] testbed.

The remainder of the paper is organized as follows. Se&iotroduces the GridRPC model, a moti-
vating application for data management and briefly dessnilvevious attempts to solve data management
issues in NES systems. Secti®uescribes our transparent data access approach providad bgncept
of grid data-sharing service. Sectidrpresents the implementation of our proposal, usingMem and
DIET. Section5 presents and discusses our experimental results. Figattion6 concludes the paper
and suggests possible directions for additional research.

2 Data management in the GridRPC model

Various programming models have been proposed in ordedtgecesthe programming complexity of grid
applications. The GridRPC model is such an ongoing workiedut by the Global Grid Forum (GGF),
with the goal of standardizing and implementing the Remate&dure Call (RPC) programming model
for grid computing.

2.1 The GridRPC model

The GridRPC model enhances the classical RPC programmirmtglmdgth the ability to invoke asyn-
chronous, coarse-grained parallel tasks. Requests fateecomputations may indeed generate parallel
processing, however this server-level parallelism remhbidden to the client.

The GridRPC approach has been defined in the GRIDRPC-¥3norking group of the GGF. The
goal of this group is to specify the syntax and the prograngnimiterface at the client levellp]. This is
meant to enhance the portability of GridRPC applicationgtious GridRPC middleware.

The GridRPC model aims at serving as a basis for softwaradtrfictures called Network-Enabled
Servers (NES). Such infrastructures allow the concurrgat@ion of multiple applications on a shared
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set of grid resources. Example of middleware that implerttenGridRP C specification are Ninf-G(],
NetSolve p], GridSolve P2], DIET [10], and OmniRPC1g].

In the GridRP C modekervergegisterservicedo adirectory. To invoke a servicelientsfirst look for
a suitable (if not “the best”, according to some performamegric) server among a large set of candidates
proposed by the directory. Note that the GridRPC model doesg&fine any standard for the mechanism
used for resource discovery. The choice of a server is paddiby one or severagents which implement
the directory functionnality of the GridRPC model. The démi is usually based on performance infor-
mation, provided by an information service. Informatioas be static, such as processor speed or size of
the memory, but also dynamic, such as installed servicedp#d of the server as well as the location of
input data, etc. Based on this, the goal of the agents is toiza the overall throughput of the platform.

Two fundamental concepts in the GridRPC model areftimetion handleand thesession ID The
function handle represents a binding between a service maah@an instance of that service available on
a given server. Function handles are returned by agentsetatsl Once a particular function-to-server
mapping has been established, all GridRPC calls of a cliéhbevexecuted on the server specified by that
function handle. A session ID is associated to each asynohsGridRPC call and allows to retrieve the
status of the request, wait for the call to complete, etc.eBam these two concepts, the interface of the
GridRPC model mainly consists of the following two functiogr pc_cal | andgr pc_async, which
allow to make synchronous and asynchronous GridRPC calieotively.

As regards data, most GridRPC middleware systems spec#gdlocess modgsilso known agccess
specifiery for parameters of a GridRPC call: L) data for input parameters that are not allowed to be
modified by servers; 2nhout data for input parameters that can be modified by the seryeuB data
for output parameters produced by the server.

2.2 Requirements for data management in the GridRPC model

To illustrate the requirements related to data managemeifiei GridRPC model, we have selected the
Grid-TLSE project [L1]. This application aims at designing a Web portal exposikjeetise about sparse
matrix manipulation. Through this portal, the user may gatttual statistics from runs of various sophis-
ticated sparse matrix algorithms on his/her specific date ifput data are either submitted by the user,
or picked up from the matrix collection available on the sltegeneral, matrix sizes can vary from a few
megabytes to hundreds of megabytes. The Grid-TLSE apiplicases the DIET GridRPC middleware
to distribute tasks over the underlying grid infrastruetuEach such task consists in executing a parallel
solver, such as MUMPSL], over a matrix, with fixed parameters.

A typical scenario consists in determining tbelering sensitivityof a class of solvers, that is, how
performance is impacted by the matrix traversal order. fttsggsis of three phases. Phase 1 exercises
all possible internal orderings in turn. Phase 2 computesitalde metric reflecting the performance
parameters under study for each run: effective FLOPS, tafeememory usage, overall computation time,
etc. Phase 3 collects the metric for all combinations ofexslorderings and reports the final ranking to the
user. If phase 1 requires exercisimglifferent kinds of orders with. different kinds of solvers, them x n
executions are to be performed, using the same input datee #erver does not provigersistent storage
the matrix has to be sent x n times to the server! If the server provided persistent girthe data would
be sent only once. Second, if the various pairs solversfimgieare handled by different servers in phase 2
and 3, thertransparentandconsistentiata transfers or replication across servers should bédeby the
data management service. Finally, as the number of sobrdegings is potentially large, many nodes are
used. This increases the probability for faults to occuiictvimakes the use d&ult tolerantalgorithms to
manage data mandatory.

Based on this example, we can draw the requirements for antlaiagement service for the GridRPC
model.

Persistent storage.Clients should be able to invoke services on input data thatready present on the
grid infrastructure, to avoid repeated data transfersess.

Argument passing by reference for shared data.This is a consequence of the above requirement, as
clients need a means to reference data which is shared biplauBridRPC calls. This implies
the need to also ensure data consistency in case of concaceasses.
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Transparent data localization and transfer. This would allow GridRPC applications to scale, as devel-
oppers need no longer manage these aspects explicitly.

Efficient communication. An efficient use of the available bandwidth for data trarsfeeans to ade-
quatly manage data granularity: only the subsets of dataatiganeeded to perform computations
should be copied or moved.

GridRPC interoperability. Any solution addressing the above issues needs to be cditguaiith the
existing core API of the GridRPC model. Thus current applices can take advantage of any
improvement in data management without modifications.

2.3 Current proposals for data management in the GridRPC moe!|

In the current GridRPC model, as defined by the GGF, datagtensie is not provided and has been left
as an open issue. Therefore, output data of a computdtioout andout ) are systematically sent to
the client, whereas input datarn() are destroyed on the server. Hence, data needs to be tethsfgain

if needed for another computation. Moreover, if data arairegd on multiple servers at the same time,
multiple transfers from the client are needed.

The issue of data management in the GridRPC model has howegarecognised as a topic of major
interest. The very first proposal related to data managerabes on the concept oéquest sequenciri].
This feature consists in scheduling a sequence of GridRRE€made by a client on a given server. In the
client program, a sequence is identified by keywdrdgi n_sequence andend_sequence. Data
movements due to dependencies in calls between such keywoedhen optimized. Request sequencing
has been implemented in NetSolve and Ninf. To enable the o&lh sequence to be solved in parallel
on two different servers, NetSolve has been enhantddnith data redistribution between servers (which
however requires explicit calls in the NetSolve client agadion).

Another approach for data management relies on distribsti@ege infrastructure, such as Internet
Backplane Protocol (IBP7]). In this approach, clients send data to storage servédrishwetrieve data as
needed. NetSolve has been modified in such a way. Howeverjgstill explicitly transfered to/from the
storage servers at the application level. Besides, no stfigalata replication and consistency manage-
ment, nor for fault tolerance is provided.

Finally, other GridRP C systems have developped ad-hocjfgpmechanisms for data management.
The OmniRPC GridRPC middleware supports a static persisterodel for input data of a set of GridRPC
calls [L7]. The user has to manually define a initialization procedaiadicate which input data should be
sent and store in advance to executions. Then, these dateaansed for subsequent calls. In an earlier
version, the DIET GridRPC middleware relies on an interrsdhdnanagement system, called Data Tree
Manager (DTM), which allows to store persistent daté on the computing servers. However, as in both
cases ad-hoc solutions are used to handle data persistieisogoes against GridRPC interoperability, as
data cannot be shared among multiple GridRPC middlewanesfreorks. Besides, none of these solutions
addresses fault tolerance and consistent replication.

Based on such preliminary efforts, an attempt to standadhta managementin NES is currently being
pursued in the framework of the GridRP C working group of tl&FJ16]. It relies on the concept afata
handle which abstracts a given data as well as its location. Intexnfdio the possibility of referencing
data stored inside external storage systems via a bindirapanésm, transparent access to data is also
envisioned. However, replication, consistency guarandeel fault tolerance issues are still not addressed.

3 Our approach: a transparent data access model

3.1 The concept of data-sharing service

Let us recall that one of the major goals of the grid concep [grovide an easy access to the underlying
resources, in &ansparentway. The user should not need to be aware of the localizafitimearesources

allocated to applications. When applied to the managemehtadata used and produced by applications,
this principle means that the grid infrastructure shoulghanatically handle data storage and data transfer
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among clients, computing servers and storage servers aechedt should also handle fault tolerance
and data consistency guarantees in such dynamic, lar¢ge-slistributed environments and again, in a
transparent way.

In order to achieve a real virtualization of the managemeélatrge-scale distributed data, a step forward
has been made by proposingransparent data access modas a part of the concept gfid data-sharing
service[2]. This concept of grid data-sharing service has been ilitist! by the UXMEM software exper-
imental platform B]. In thistransparent data accesgpproach, the user accesses data via global identifiers,
which allow to do argument passing by reference for shared. d@he service which implements this
model handles data localization and transfer without afyy fiem the programmer. The data sharing ser-
vice concept is based on a hybrid approach inspired by DSkémss(for transparent access to data and
consistency management) and peer-to-peer (P2P) systemthéfr scalability and volatility tolerance).
The service specification includes three main properties.

Persistence.The data sharing service provides persistent data storaball@w the applications to reuse
previously produced data, by avoiding repeated data gembktween clients and servers.

Data consistency.Data can be read, but alspdatedby the different codes. When data is replicated on
multiple sites, the service has to ensure the consistertbedifferent replicas, thanks tmnsistency
models and protocols

Fault tolerance. The service has to keep data available despite disconnsdiind failures, e.g. through
replication techniques and failure detection mechanisms.

Let us note that these properties match well the requiresrfentlata management in the GridRPC model,
as discussed in Sectich2 We therefore propose to jointly use the two approacheshitnpgaper we
mainly focus on persistence. A full description of concegtd technical details related to data consistency
and fault tolerance (equally important for NES) is beyonel skope of this paper and has been detailed
in [4].

3.2 Overview of the UXMEM data-sharing service

The concept of data-sharing service has been illustratetidoyux MeM [3] software experimental plat-
form. The architecture of the service has been designed $o address the properties mentioned in
Section3.1 JuxMEM'’s architecture mirrors a grid consisting of a federatiomistributed clusters and is
thereforehierarchical The goal is to accurately map the physical network topgloggrder to efficiently
use the underlying high performance networks availabler@higfrastructures. Consequently, the archi-
tecture of IXMEM relies on node sets to express the hierarchical nature ¢atpeted testbed. They are
calledcluster groupsand correspond to physical clusters (see FigyreThese groups are included in a
wider group, thguxmem groupwhich gathers all the nodes running the data-sharingservi

Any cluster group consists gfrovider nodes which supply memory for data storage. Each cluster
group is managed by special peer, callech@nager These managers are making up the backbone of a
given UXMEM network, and handle the propagation of memory allocatiguests. Any node (including
providers) may use the service to allocate, read or writa datlients in a peer-to-peer approach. Any
data stored inUXMEM is transparently accessed through a global, locationpiedgent identifier, which
designates a specifaatagroup that includes all replicas of that data. These replaza kept consistent
despite possible failures and disconnectiof]s [This software architecture has been implemented using
the JXTA [21] generic P2P platform.

3.3 JuxMEMm from the user’s perspective

The programming interface proposed by the th&NIEM grid data-sharing service provides users with
classical functions to allocate and map/unmap memory Blatich ag uxmem nal | oc,j uxnem cal | oc,
etc. When allocating a memory block, the client has to spedifyon how many clusters the data should
be replicated; 2) on how many providers in each cluster the slaould be replicated; 3) the consistency
protocol that should be used to manage this data. The atbocaperation returns a global data ID. This
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Figure 1: Hierarchy of the entities in the network overlafimed by UXMEM.

ID can be used by other nodes in order to access existing kiatagh the use of thpuxnem mrap
function. It is the responsibility of the implementationtb& grid data-sharing service to localize the data
and perform the necessary data transfers based on this iDisTiow a grid data-sharing service provides
a transparent access to data.

To obtain read and/or write access on a data, a process tstaugrid data-sharing service should
acquire the lock associated to the data through ejtbe&mnmem acqui r e orj uxnem acqui r e_r ead.
This allows the implementation to apply consistency gui@es according to the consistency protocol
specified by the user at the allocation time of the data. Nuod¢jtuxnmem acqui re_read allows
multiple readers to simultaneously access the same datg, (btmem at t ach function allows locally
existing data to be made globally available inside a grié-aiaring service. This function returns a data
ID, which is used by other nodes to get access to the datallyFipaxmem unnmap destroys the local
copy of a data from a client process, whergasnmem det ach only removes the local copy under the
control of a grid data-sharing service.

4 Using JuxM EM for transparent data sharing inthe DIET GridRPC
middleware

To illustrate how a GridRPC system can benefit from trangpeaaecess to data, we have implemented
the proposed approach inside the DIET GridRPC middlewasieguhe IXxMEM data-sharing service.
However note that the concept of grid data-sharing senacebe used in other GridRPC middleware.

4.1 An overview of a GridRPC middleware framework: DIET

The Distributed Interactive Engineering Toolbox (DIETafbrm [L0] is a GridRPC middleware, whose
architecture is described on Figwzelt relies on the following entitiesThe Clientis an application which
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Request DIET

DIET or JXTA connection
DIET connection

Data transfert

Figure 2: The hierarchical organization of DIET.

uses DIET to solve problem#gents (MA or LAyeceive computation requests from clients. A request is
a generic description of the problem to be solved with dafarimation (type, size, etc.). Agents collect
the computational capabilities of the available servens, selects théestserver according to the given
request. Eventually, the reference of the selected sesveturned to the client, which can then directly
submit its request to this server. Note that contrary to ro@edRPC middleware and for scalability
purpose, agents can be organized in a set of trees formirrgst fobhe Server Daemon (SeBhcapsulates
a computational server and makes it available to its parAnttlalso provides the potential clients with an
interface for submitting their requests.

Note that, as other GridRPC middleware, DIET specifies thoeess modes for each data involved in
a computation (see secti@nl).

4.2 Our JuxMEM-based data management solution inside DIET

In our work, DIETinternallyuses #x MEM whenever a data is marked as persistent. However, we distin-
guish two cases for persistent data, depending on if the RIERt needs to access persistent data at the
end of the computation or not. In the former case, the persishode is set by the client RERSI STENT

and in the later case it BERSI STENT_RETURN.

Listings 1 and 2 show an example of how DIET internally usesxMEM to manage data for the
multiplication of two matricesdA and B. The output of the computation produces the matfixFigure3
presents entities implied in this example: one DIET cliéghtone DIET SeDS1 and two UXMEM
providersF'1 and F2. Let us assume that all matrices are persistent. Firstf imadrices are attached
inside UXMEM on the client side (step 1 of FiguBeand lines 4 and 5 of listing), and their IDSID(A)
and/D(B) are sent in the computational requesiStb (step 2 and line 7). On the server side, these IDs
are used to locally map and acquire in read mode matriceg 8stnd lines 2 to 6 of listin@). Then,
the computation is performed and matéixis produced (line 8). Therefore, the read lock on matrides
and B can be released (lines 10 and 11), and mattiis attached insideuxMEM (step 4 and line 12).
The ID ID(C) of the matrixC' is sent back to the clien® (step 5), so that it can be locally mapped and
acquired in read mode (steps 6 and 10 and lines 9 to 11 ofgig}in

1For the sake of clarity on the figure, however in practit2can be equal tdé'1.
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4— Callto JuxMem

Call to DIET

4.b

Figure 3: Multiplication of two matrices by a DIET client ciigured to use UXMEM for persistent data
management.

Client side SeD side
Before computation After computation Before computation After computation
in attach; nmap; i
nmsync; acqui re_r ead; rel easg,
det ach; unmap;
i nout attach; acqui re_read; map;
nmsync; rel ease; acquire;
out nap; attach;
acqui re_r ead,; nBync;
rel ease; unnap;

Table 1: Use of UXMEM inside DIET fori n,i nout andout data on both client/server side, before and
after a computation. Thieuxnemprefix has been omitted.

Listing 1: Internal DIET client code related tvdMEM for the multiplication of two persistent matrices
AandB on a SeD.

grpc_error_t grpc_call
grpc_serveur_txSeD =

(grpc_function_handle sthandle) {
request_submission (handle);

char xidA

= juxmem_attach (handle>A, data_sizeof(handle>A));
char xidB = juxmem_attach(handle>B, data_sizeof(handle>B));
char xidC = SeD->remote_solve (multiply , idA, idB);

juxmem_mmap (handle>C, data_sizeof(handle>C), idC);
juxmem_acquire_read (handieC);
juxmem_release (handleC);

Tablel summarizes the interaction between DIET andk M EM in each case, depending on the data
access mode (e.g.n, i nout, out), before or after the computation was performed and thisath b
client/server side. In the previous example, matridesnd B arei n data, and matrix’ is anout data.
Note that in the case of bofhnout andout data, after the computation and on the client side, calls to
JuxMEM are executed only if the persistent mod®ERSI STENT _RETURN.
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Listing 2: Internal DIET SeD code related toxXIM eM for the multiplication of two persistent matricels
andB on a SeD.

charx solve (grpc_function_handle_#&handle, char xidA, char xidB) {
double *A = juxmem_mmap (NULL, data_sizeof (handteA), idA);
double *B = juxmem_mmap(NULL, data_sizeof(handteB), idB);

juxmem_acquire_read (A);
juxmem_acquire_read (B);

double *C = multiply (A, B);

juxmem_release (A);
juxmem_release (B);
return idC = juxmem_attach(C, data_sizeof(handxC));

}

Modifications performed inside the DIET GridRPC middlewareise I x MeM for the management
of persistent data are small. They consist of 200 lines of C¢he, activated whenever DIET is configured
to use IXMEM. Consequently, DIET is linked with the C/C++ binding @XIMEM. In our setting, DIET
clients or SeDs use the APl o3 M EM to store/retrieve data, therefore they are actinged\WEeM clients.
Note also that our solution supports GridRP C interopeitspdince UXMEM’s APl is internally used by
DIET : no additional functions dealing with data managenigaidded to the client API specification.

5 Experimental evaluations

In this section, we present the experimental evaluatioruofJox M EM-based data management solution
inside DIET.

5.1 Experimental conditions

We performed tests over 2 clusters (Rennes and Orsay) ofrémelf Grid’5000 testbed], using a total
number of 53 nodes. Grid’5000 is an experimental grid ptatfoonsisting of 9 sites (clusters) geograph-
ically distributed in France, whose aim is to gather a tofe$,000 CPUs in the near future. The nodes
used for our experiments consist of machines using dual 2i2 &MD Opteron, outfitted with 2 GB of
RAM each, and running a 2.6 version Linux kernel; the netwasler used is a Giga Ethernet (1 Gb/s)
network inside each cluster of Grid’5000. Between clustin&s of 10 Gb/s are used and the latency
is 4,5 ms. However, due to default TCP buffers size, the mredsbandwidth between Rennes and Or-
say is 3.71 MB/s. We kept this small bandwidth in order to exteuh client using a grid to perform its
computations.

Tests were executed usingXMEeEM 0.3 and DIET 2.1. All benchmarks are compiled usgar 4.0
with the- Q2 level of optimization. As regards deployment, we used theA&E [15] generic deployment
tool for JuxMEM and GoDIET P] for DIET.

5.2 Benefits of persistence: results based on a synthetic sieer

The goal of this test is to demonstrate and measure the tsenéfite management of persistent data by
JuxMEM, in terms of impact on the overall execution time of a clisrseries of service invocations. For
this test, one client located in one cluster of the grid (h&ennes) performs a series of 32 asynchronous
GridRPC calls to a simple synthetic service. The servicedsiged by 16 SeDs distributed on 16 nodes
located in a second grid cluster (Orsay). Each SeD procéssesjuests sequentially. The service uses
thesl eep function on the server side. This sleep service requiresgesmatrix/, in i n access mode.
For each run of the benchmark, we vary the execution tiraethe sl eep function on the server side (
equals to 5 or 60 seconds), as well as the sizef M (from 1 byte to 64 MB). On theWXMEM side, in
addition to the 17 UXMEM clients (16 SeDs and 1 DIET client), thexXIMEM network simply consists

of 1 manager and 1 storage provider. The provider is hostedencluster of Orsay.
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Figure 4: Total execution time) of a test with one persitent matrix of variable size when DI& con-
figured with and without UXMEM. The execution time of the servicedigs = 5 seconds on the left and
s = 60 seconds on the right).

Figure4 shows the total execution tintef the client code when DIET is configured with and without
JuxMEM for the management of persistent data= 5 seconds on the left and = 60 seconds on the
right). Form = 64 MB, t is equal to 257 seconds when DIET is configured withautMEM (with
s = 5 seconds). This time is lowered to 38 seconds when DIET is gorgd with IXMEM (still with
s = 5 seconds). This is a speedup of 6.8. Itis mainly due to theliatt at the first call to the sleep service,
the matrix M is transfered and stored on thexXMEM provider. Consequently, the client no longer has
to sendM 32 times. Using UXMEM, this is done only once. Theh is accessed from the provider,
located inside the same cluster as the SeDs therefore ugjhgpandwidth links. The speedup start to
became noticeable for values wf higher than 1 MB. Note that very small valuesraf the overhead of
using UXMEM, instead of directly sending data to SeD, is low (the valué isfessentially the same in
both cases). Whes is equal to 60 seconds, a smaller speedup can be observefdr(th&@ maximum
speedup). This is explained by the fact that execution timfie$ eep functions mainly dominates the total
execution time.. The zigzag shape of the curves is due to the SeD’s inabditypdate their availibility
information quickly enough, as the 32 asynchronous GridR&IG are being submitted to the DIET
hierarchy. Scheduling decisions are then impacted by tayd.

5.3 Benefits of persistence: results based on a DGEMM service

In our second test, we replace our sleep service by a real watign, using a DGEMM (matrix multi-
plication) service. The main goal is to validate our initiesults of Sectiord.2 using a real service, with
complex data access patterns. This service requires thé&SEBAsic Linear Algebra Subprograms) library
to perform computation over matrices3. More precisely, on a SeD this service requires twomatrices

A andB of doubl e type, twoi n parameterse andg) of i nt type as well as onenout matrixC. The
service then modifies the matriX in the following way:

C=axAxB+pgxC (1)

In this test, we vary the sizer of A and B (from 1 byte to 32 MB). Note that for this benchmark,
values ofA and B are unchanged, whereas the valug’'as different between each call.

In terms of distributed entities involved, we use 2 settisgsilar to the one used for the previous
test. One client (located in the Rennes cluster) performas§achronous calls to the DGEMM service
(provided by 16 SeDs running in the Orsay cluster). On theMEM side, in addition to the 17uUXMEM
clients (16 SeDs and and 1 DIET client), thexMEeM storage infrastructure deployed uses two different
configurations: 1) 1 manager and 1 provider (noted configaraX’) and 2) 1 manager and 34 storage
providers (noted configuratiori). Using these two different configurations will allow us t@asure the
impact of the matrix distribution over a set of providers.té&that in both configurations, storage providers
are hosted on the same cluster as the computing server jOrsay
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Figure 5: Total execution timet) of the DGEMM test when DIET is configured with and without
JuxMEM (using two different configurations obXMEeM X andY).

The Figure5 shows the total execution timeof the client code when DIET is configured with and
without UXMEM respectively (in both configurations andY’). Form = 32 MB, t is equal to 438 sec-
onds when DIET is configured withoutMEM. This time is lowered to 126 seconds when DIET is
configured with IXMEM in the X configuration. WhenuxMEeM is deployed in th&” configuration t
equals 120 seconds. This is a speedup of 3.4 foktlwenfiguration of XM EM and 3.6 for thé&” config-
uration. As in the previous benchmark (see secdi@) it is mainly due to the fact that at the first GridRPC
call, matricesA and B are transfered and stored on thexMEM provider(s), hosted on the same cluster
as the available services are located. Consequently, i@ dlo longer has to send these matrideand
B 32 times. Using UXMEM, this is done only once. Then matricdsand B are accessed from inside the
same cluster therefore using high-bandwidth links. Thedpp start to became noticeable for valueswof
higher than 2 MB. Note that for higher value of, the Y configuration of dxMEeM slightly improvest,
compared to theX' configuration. This is explained by the load balancing ezdbly theY” configuration,
as matrices are distributed over the set of providers. HewBr small matrices, it is the oppositeis
higher when UxMEM is deployed in thé” configuration and in th& one. This is explained by the higher
latency of performing a GridRPC call, as matrices have tceb@eved from different providers.

6 Conclusion

Programming grid infrastructures remains a significantlehge. The GridRPC model is the grid form of
the classical RPC approach. It offers the ability to perfasynchronous coarse-grained parallel tasking,
and hides the complexity of server-level parallelism temis. In its current state, the GridRPC model
has not specified adequate mechanisms for efficient datageamemt. One important issue regards data
persistence, as multiple GridRPC calls with data dependsrare executed. In this paper, we propose
to couple the GridRPC model withteansparent data access modebuch a model is provided by the
concept ogrid data-sharing serviceData management (persistent storage, transfer, camsisfdication)
is totally delegated to the service, whereas the applicat8imply access data via global identifiers. The
service automatically localizes and transfers or repisde data as needed.

We have illustrated our approach by showing how the DIET BRE€ middleware can benefit from
the above properties by using thexMEM grid data-sharing service. Experimental measurementsen t
Grid’5000 testbed show that introducing persistent steitzs a clear impact on the execution time. Over
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a scenario performing matrix computation, speedups of 8\@mn be observed whewMEM is used to
provide data persistence.

To extend our contributions to data management in NES thirdhg features offered byuXMEM,
further research can be performed. First, current work iprogress with the goal to benchmark the
benefits of the use ofukMEM on the execution time of the Grid-TLSE application, a comparse
matrix manipulation portal. Second, the implementatioraaflassical file-system APl ovetu3MEM
would allow applications based on this API to transpareletigrage Ux MeM’s functionalities. We have
already started such a work, calledXMEMFS, by relying on the FUSE libran2B] available on Linux
systems. We also plan to provide data placement informatiadhe request scheduling algorithms. This
would make it possible to balance more precisely the loadrgnavailable servers. Finally, it would
be interesting to evaluate the impact of using the faultréwlee mechanisms provided byXIMEM (not
discussed in this paper), in presence of data storagedailur
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