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Abstract

In this paper, we propose the introduction of a para-
metric weighting function to constrain the segmenta-
tion path which governs the training of a hybrid neuro-
markovian scheme for an on-line word recognition sys-
tem. Due to the parametric properties of this function,
it is possible to modulate the constraints from imposing
a strict balanced path with the same duration for every
states to a totally free segmentation path. So far, during
the initialization step of the training, when the neural net-
work has little ability to correctly segment the word into
its basic constituents, the constraints will be activated,
and then, they will be relaxed to allow more flexibility to
the segmentation-recognition process. Recognition exper-
iments on the Ironoff database demonstrated that the pro-
posed method allows to increase the word recognition rate
when compared to a totally unconstrained segmentation
training.

Keywords: control of implicit segmentation, online
cursive words recognition, discriminant criteria, TDNN,
dynamic programming

1. Introduction

In recent years there has been a significant body of
work concerning online handwriting recognition systems
[6]. Many of these works are restricted to solve the recog-
nition problem for isolated digits or characters. It is much
more complex to tackle the problem of unconstrained
words. This is why, to alleviate the segmentation prob-
lem, one can impose specifics constraints, such as using a
script style [1, 5]. Systems being able to process uncon-
strained styles for writer independent recognition still re-
quire much research effort to design very performing sys-
tems with limited computational and memory resources.
The key idea to circumvent the difficulties involved with
unconstrained word recognition is to combine the segmen-
tation and recognition steps. Segmentation-recognition
methods first loosely segment (over-segment) words into
graphemes that ideally consist of either characters or parts
of characters, and use dynamic programming techniques
together with a lexicon to find the definitive segmenta-

tion as well as the best word hypotheses. Many systems
use HMMs [7] to model sub-word units (characters) and
the Viterbi algorithm to find the best match between a se-
quence of observations and the models [3, 4, 8, 10].

Analytical methods employ segmentation-based
recognition strategies where the segmentation can be
explicit [3, 5, 10] or implicit [4, 8]. In the case of explicit
approaches, the idea is to use heuristic techniques to
find candidates cuts of the words, and then to use the
recognizer to score the alternative segmentations thereby
generated. Several systems have been developed on such
an approach, in the case of off-line handwriting cuts are
generally based on the lower points of the upper profile
while for on-line handwriting, pen-up, crossing points,
and down-stroke extremities are used to generate the set
of potential segmentation cuts.

Alternatively, with an implicit segmentation scheme,
the idea is to sweep a recognizer at all possible locations
across the whole word signal. With this technique, no seg-
mentation heuristics are required since the system essen-
tially examines all the possible segmentations of the input.

The system used in this paper [2] is an analytical im-
plicit segmentation-recognition system, which combines a
TDNN (Time Delay Neural Network) which encodes the
likelihood of finding character of a particular class at the
corresponding location of the input, and a dynamic pro-
gramming scheme, which is used to extract the best pos-
sible label sequence from this vector sequence. The dif-
ficulties involved with such a system rely on the training
procedure. We have defined a global training approach,
working directly at the word level without any specific
training at the character level, as it is generally proposed
[4, 8, 9]. However, we introduce in this paper a parametric
weighting function which is used to constrain the Viterbi
segmentation path in such a way that it is possible to mon-
itor the length of the segmentation with respect to the dif-
ferent letters of the word. A measure defining an average
segmentation homogeneity criteria is also proposed, and
our experiments show that the proposed method allows to
increase the word recognition rate when compared to a to-
tally unconstrained segmentation training.



2. Online cursive word recognition

In this section we briefly introduce an overview of the
system used for the recognition of online cursive hand-
written words. It is presented in more details in [2].

2.1. Overview of the global system

Figure 1 gives an overview of the complete on-line
recognition system. It is based on an analytic approach
with an implicit segmentation and a global word-level
training.

Figure 1. Overview of the on-line cursive words
recognition system

Thus, it allows to handle dynamic lexicon, and no
additional training is required to add new entries in the
lexicon. Some pre-processing steps are first introduced
in order to normalize the input signal, specifically with
respect to size, baseline orientation and writing speed.
From these normalized data, a feature-vector frame is de-
rived, X1,N = (x1, . . . , xN ), wherexi describes the ith
point of the input signal. It will be the input of the NN-
HMM learning machine. The role of the NN in this hy-
brid system is to provide observation probabilities for the
sequence of observations, whereas the HMM is used to
model the sequence of observations and to compute word
likelihood, based on the lexicon. As a NN, we have used
in a previous work [10] a standard multi-layer percep-
tron (MLP) with an explicit multi-segmentation scheme,
whereas in this work, we have privileged a Ms-TDNN [4]
with no explicit segmentation at the character level but a

regular scan of the input signalX1,N to produce the prob-
ability observationO1,T . For each entry in the lexicon,
a HMM-Word model is constructed dynamically by con-
catenating letter HMMs (66 characters: lowercases, up-
percases, accents and symbols). The characters are mod-
eled with one or several states. So in our TDNN, there
are as many outputs as the total number of states. For ex-
ample, if we describe all characters with three states, the
number of outputs is 198 (66 letters× 3 states). Observa-
tion probabilities in each emitting state of the basic HMMs
are computed by the NN. Usually, transition probabilities
model the duration of the letters, actually, as we will trans-
fer this modeling to the weighting function which will be
introduce latter (section 4), we assume the same duration
for every letter, all transition probabilities are set to 1 and
are not modified during training. Hence, the likelihood for
each word in the lexicon is computed by multiplying the
observation probabilities over the best path through the
graph using the Viterbi algorithm, see figure 2. The word
HMM with the highest probability is the top one recogni-
tion candidate.

Figure 2. Recognition treillis and Dynamic program-
ming for the french word ”quand”

2.2. Word-Level Training and Results

Training such a system could be imagined either at
the character level, or directly at the word level. The
character level requires to be able to label the word data-
base at this character level, usually using a post-labeling
with the Viterbi algorithm, and to iterate several cycles of
training/recognition/labeling to increase the overall per-
formances. There are some difficulties involved with such
a scheme. One is to bootstrap the system with an initial
labeling, a second problem is to transform, the posterior
probabilities estimated by the ANN into scaled likelihood,
a third problem is to deal with inputs that have not been
encountered during the training because they do not cor-
respond to any actual character. In order to simplify the
training process and to improve the word recognition rate,
we proposed in the paper [2] a global training of the hy-
brid system at the word level. In that case, there is no
training explicitly at the character level (no previous or
hand labeled character database) but an optimization of
the network to satisfy an objective function defined at the
global word level. This objective function combines dis-



criminant criterion at word-level and at the character level,
it is defined by the following relation (Eq. (1)):

LG = (1 + ǫ) log P (O|λtrueHMM )
−β (1 − α) log P (O|λbestHMM )
−βα log P (O|λbestTDNN )

(1)

whereα, β andǫ being mixture parameters belonging to
[0..1]. With β = ǫ = 0, we get the bare Maximum of
Likelihood (ML) function, whereas withβ = 1 we intro-
duce a discrimination training that takes into account ei-
ther only the best word-HMM ifα = 0 (that corresponds
to a simplified Maximum Mutual Information criterion -
MMIs), or only the best-TDNN classes ifα = 1. An inter-
mediateα value interpolates between these two situations.

The online words available in the IRONOFF database
[11] were used in these experiments. The whole train-
ing set of words (20 898 words representing 197 different
labels) is used for training and a separate set of 10 448
words is used to test the system. We train the system with
different models for a character : one state, two states,
and three states. For each configuration, the number of
outputs of the TDNN increases with the number of states
S per letter (66×S output neurons). Table 1 shows the
recognition rates on the test set and we note the interest to
expand the number of states. In all the cases the generic
criterion achieves better results, and the 3-state model al-
lows a 44% error rate reduction with respect to the basic
1-state model.

Table 1. Recognition rates (%) for one/two/three state
per letter on IRONOFF word database.

Criterion MLE MMIs MMIs + Mixed
MLE

ǫ = 0 ǫ = 0 ǫ = 1 ǫ = 1
Parameters β = 0 β = 1 β = 1 β = 1

α = 0 α = 0 α = 0 α = 0.5
1 state 77.43 83.82 86.34 87.09
2 states 80.87 87.46 88.22 90.51
3 states 84.69 90.57 92.01 92.78
Relative

improvement 32 41 41 44
w.r.t 1-state

3. Weakness of the proposed system

The proposed system achieves quite reasonable per-
formances when using the mixed criteria with 3 states per
letter, but nevertheless, it is far for being perfect. In or-
der to understand its main limitations, we have analyzed
the principal causes of errors of the system. Illustrated on
Figure 3, they are characterized mainly by:

• An incorrect detection of the references lines

• The absence of specific processing for diacritic
marks

• A bad discrimination of lexically close words

• A deficiency in the segmentation/recognition
process

Figure 3. Illustration of recognition errors

The first two points should be taken into account in
the pre-processing stages of the system. Figure 4 displays
the recognitions rates according to the word length for the
MMI-MLE criterion. Obviously the short words (up to 3
letters) are poorly recognized. This is mainly due the pre-
processing steps, which are applied in the same way what-
ever the length of the word are, the core line extraction
being specifically sensitive to the word length. It is more
difficult to detect reference lines with a limited number of
extrema. Figure 3 illustrates two recognition errors mainly

Figure 4. Evaluation of the robustness of the system
according to the number fo letters per word

due to imprecise core lines extraction: in the word ”et” the
upward extension of the second letter is very small, hence
leading to the recognition of the word ”en”, while with the
second example, it is the first letter which does not extend
significantly above the core lines preventing to recognize
the correct label ”Job” (the word ”job” could not be pro-
posed because it is not in the lexicon).

The two last causes are more directly linked to the
essence of the proposed method. With the multi-state rep-
resentation, we have been able to absorb the variability
and the noises due to the ligature between letters in a
word. This has lead to substantial improvements as dis-



played in Table 1. Another problem is the initialization
of the training procedure of the TDNN in the segmenta-
tion/recognition process. The problem is that, as long as
the TDNN is not able to correctly push up the actual char-
acter corresponding to the center position of the observa-
tion window, the Viterbi sequence built on the true word
model could be very unbalanced, and will not correspond
to the real sequence of letters. To reduce the effect of non
regular segmentation, it would be advisable to help the
network to learn the good way to segment a word. This
initial step will add constraints to determine the optimal
segmentation path. These constraints will be then relaxed
progressively until disappearing.

To illustrate this problem, let us examine an example
of sequence with the word ”de” and let us assume that it is
scanned by the TDNN with 10 observations. The segmen-
tation problem is to distribute these 10 observations, the
first ones being assigned to the states of the letter ’d’, the
last ones to those of letter ’e’. With a random initializa-
tion of the TDNN, all outputs are equally probable what-
ever the input is, and consequently the optimal path com-
puted by the Viterbi algorithm could be as well any possi-
ble paths from ”deeeeeeeee” to ”ddddddddde”. Of course,
this segmentation and the associated correction affect the
training capability of the system. If we consider that the
Viterbi path is for instance ”ddeeeeeeee”, then the gradi-
ent matrix used for the back propagation in the TDNN is
given by Table 2.

Table 2. Gradient matrix for a MLE training of the
word ”de”

Letter O1 O2 O3 O4 O5 O6 . . . O10 Σ
d 1 1 0 0 0 0 . . . 0 2
e 0 0 1 1 1 1 . . . 1 8

Others 0 0 0 0 0 0 0 0 0

In that case, the letter ’e’ is corrected 4 times more
than the letter ’d’. This unbalanced correction is not sat-
isfying since there is little chance that it corresponds to
the real situation. It would be desirable to compensate
for the deficiency of the NN in this initialization stage to
clearly identify the actual character. To obtain a more bal-
ance segmentation, it would be necessary to obtain for the
distribution of the probability of the various possible seg-
mentation paths, a function as presented in Figure 5.

With such a function, if all TDNN outputs have about
the same probabilities then the selected path will dis-
tribute uniformly the observations to the corresponding
letters. With this example, the returned path will be
”dddddeeeee”. However, if there is a strong evidence for
a letter in a given position, it has to be taken into account.

To address this problem two current solutions are pro-
posed in the literature. They require a training with a
character database: the first one with a duration model
for HMM sub-unit and the second one with manual seg-
mentation constraints. The first and most common way
to overcome this segmentation problem is to use a dura-

Figure 5. Desired form of the likelihood distribution
on the different segmentation paths

tion model resulting in a specific topology for the Markov
model. In Penacee [8] the training consists in 3 steps.
The first two steps correspond to the training of on iso-
lated characters and the training of transitions (i.e. not
valid characters). The last step based on a ML criterion
used a duration model for each HMM character category
where the transition probabilities follow a Poisson distri-
bution. The second method consists to do a first training
with a hand labeled character database with the constraint
of same number of passages in each state in the character
model, see Remus [13] or Npen++ [4]. This constraint is
then relaxed on the characters database and finally a ML
training on a word database is performed.

We propose another method that does not modify the
structure of the Markov models (transitions equals to one)
and does not use a character database but that integrates
a duration model directly in the emission probabilities.
We can note that a training with a discrimination directed
by the TDNN outputs (α > 0 in the objective function
Eq. (1)) allows us to do an initialization of the TDNN and
avoid to use a character database.

4. Implicit segmentation control

To control the segmentation in order that it does not
rely solely on the TDNN outputs but also on some a priori
knowledge concerning handwriting, we apply a weighting
function, which is defined by a simple parametric trian-
gle function notedfT centered on each letter of the word
label, see (Eq. (2)).

fT (t, B,E,H) = 1t∈[B,B+S/2](1 + 2(t − B)(H − 1)/S
+1t∈]B+S/2,E](1 − 2(t − E)(H − 1)/S

Outputs(t, l) = min(Outputs(t, l) ∗ fT (B,E,H, t); 1)

(2)
with

B = First observation position for the concerned letter
E = Last observation position for the concerned letter
H = Height of the triangle functionfT

S = E − B = letter size

By doing this, we keep the same topology for the



whole hybrid system with always unitary transitions
between states, the duration model being incorporated
within the emission probabilities. The width of the trian-
gle function is set to the average number of observations
per letter (number of observations for the word/number of
letters) and its heightH allows to monitor the strength of
the segmentation constraint. Figure 6 illustrates the shape
of the TDNN output weighting function for one consid-
ered letter with two differentH values. WhenH is more
than 100% then the central points have the same weight
due to the clamping threshold, allowing to move the seg-
mentation point inside this range without penalty. Con-
versely, whenH is less than 100%, only one optimal path
is possible, the one that associates the average number of
observations per letter to every letter. In that case, and for
the previous example, the segmentation will effectively be
”dddddeeeee”.

Figure 6. Profile of the weighting function centered
on the observations associated with a given letter

In the case of the example ”de” and a triangle function
with H = 100 , the weighting functions for the two let-
ters ’d’ and ’e’ are displayed in Figure 7, the values being
bounded by 1 and 100%. Only the reference path will be
constrained, i.e. the path of the true label, by weighting
the observations probabilities corresponding to the letters
belonging to this label at their respective location.

Figure 7. Weighting of the TDNN outputs for the word
”de”

In the case of a multi-state TDNN all the states of the
same letter are weighted by the same function.

Now that we have defined this weighting function to

constrain the segmentation, it would be interesting to de-
fine a measurement to evaluate its effectiveness. For that
purpose, we introduce the rate of regularity of segmenta-
tion for a word, called ASR for Averaged Segmentation
Rate (Eq. (3)); which is defined by the geometric mean
of the ratios of the number of observations for a character
over the number of observations awaited by character.

ASR =
1

N

N∑

e=1

(

NLs(e)∏

i=1

nb obs(i)

NLc(i) ∗ T/NL(e)
) (3)

with
e: index of the considered sample ;
T: number of observations scanned by the TDNN ;
N: (fixed or limited) number of training samples ;
NL(e): number of letters in the word label ;
NLs(e): number of sequences of different letters ;
i: index of a sequence of letters from 1 to NLs ;
NLc(i): number of the same consecutive letter ;
(ie for ”bee” NL=3, NLs = 2, NLc(1)=1, NLc(2)=2) ;
and nbobs(i): number of observations of the letter i in
the optimal Viterbi path.

This ratio is equal to one in the case of a homogeneous
distribution of the number of observations. The more dis-
tant the segmentation of the word will be from a regular
distribution, the more this average ratio will tend towards
0. If one takes again the example of the word ”de” to 10
observations, the table 3 below gives the rate of regularity
of segmentation for the various possible segmentations of
this word.

Table 3. Rate of regularity of segmentation for the
various possible segmentations of the word ”de”.

NL(d) 1 2 3 4 5 6 7 8 9

NL(e) 9 8 7 6 5 4 3 2 1

ASR 0,36 0,64 0,84 0,96 1 0,96 0,84 0,64 0,36

This rate can be used to check the effectiveness of the
constrained segmentation procedure, and could be used to
relax this constraint once a reasonable rate has been ob-
tained and/or a given number of iterations of the training
database has been carried out, so that the TDNN has been
trained enough to take over the training process.

5. Experimental Results

We have divided the training stage in two steps. The
first step corresponds to the training with a MLE crite-
rion constrained by a duration model for 20 epochs and
the second step to train the system without segmentation
constraint and with a discriminant criterion.

The different discriminant criteria introduced in sec-
tion 2 have been tested, and Table 4 presents the corre-
sponding results for two hmm topologies:1 state and 3
states per letter. In addition to the recognition rate, the
relative improvement in the recognition rate has also been



indicated.

Table 4. Influence of a constrained segmentation for
different criteria : recognition rate (RR %) and relative
improvement w.r.t. unconstrained segmentation (no
Duration Model)

Criterion MLE MMIs MMIs+ Mixed
MLE

1s-TDNN 77.61 88.02 89.04 91.31
w.r.t no DM 0.79 25.9 19.7 32.6
3s-TDNN 85.10 92.43 93.38 94.81

w.r.t no DM 2.67 19.7 17.1 28.1

From Table 4, we observe that the performances with
the ML criterion remain similar in the 1-state TDNN or
3-states TDNN with or without the constrained segmenta-
tion, while they progress significantly with the other dis-
criminant criteria. For instance, there is a reduction of the
word error rate of more than 28% with the 3-states model
when using the mixed objective function, in that case the
recognition rate reaches 94.8% instead of 92.8% without
any duration model to constrain the segmentation.

It is interesting to compare these results with those pre-
sented in Table 5. It displays the values of the average
segmentation rate, as defined above (Eq. (3)), according
to the type of objective function used to train the hybrid,
and with or without the segmentation constraint.

Table 5. Influence of a control of the implicit segmen-
tation for different criteria : regularity rate of segmen-
tation (ASR) with or without Duration Model (DM)

Criterion MLE MMIs MMIs+ Mixed
ASR MLE

1s - no DM 0.260 0.290 0.306 0.423
1s -DM 0.273 0.663 0.503 0.498

3s - no DM 0.325 0.403 0.438 0.612
3s -DM 0.369 0.632 0.543 0.684

We can observe that the ASR values are highly corre-
lated with the recognition results, and that the introduc-
tion of the duration model, which is only applied during
the first 20 epochs, increases systematically the average
segmentation ratio computed on the test database. With
the MLE criterion, this effect is not very important, while
it is much more significant with the other criteria. One
possible explanation is that with the MLE criteria, once
a word is in the top 1 position, it does not participate any
more to the training process, even if the individual outputs
produced by the TDNN are far for being optimal.

6. Conclusion and future works

We have pointed out in this paper the limitation en-
countered in the training of a hybrid word recognition
system directly at the word level. There are some diffi-
culties to bootstrap the system correctly without any hand
labeled character database. The proposed solution uses an

initialization stage where some constraints are added dur-
ing the segmentation step, they are simply introduced as
a weighting function which affects the emission probabil-
ities computed by the TDNN. We show that it allows to
obtain a segmentation of better quality and most impor-
tantly that the recognition results were increased. Up to
now, we have manually switched from the controlled seg-
mentation stage to the unconstrained one, but it would be
possible to gradually loosen the constraints by modifying
the H parameter of the weighting function, and to adapt it
automatically with respect to the ASR value.
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