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Multiscale Autoregressive Models and Wavelets
Khalid Daoudi, Austin B. Frakt,Student Member, IEEE, and Alan S. Willsky,Fellow, IEEE

Abstract—The multiscale autoregressive (MAR) framework
was introduced to support the development of optimal multiscale
statistical signal processing. Its power resides in the fast and
flexible algorithms to which it leads. While the MAR framework
was originally motivated by wavelets, the link between these two
worlds has been previously established only in the simple case
of the Haar wavelet. The first contribution of this paper is to
provide a unification of the MAR framework and all compactly
supported wavelets as well as a new view of the multiscale
stochastic realization problem. The second contribution of this
paper is to develop wavelet-based approximate internal MAR
models for stochastic processes. This will be done by incorpo-
rating a powerful synthesis algorithm for the detail coefficients
which complements the usual wavelet reconstruction algorithm
for the scaling coefficients. Taking advantage of the statistical
machinery provided by the MAR framework, we will illustrate
the application of our models to sample-path generation and
estimation from noisy, irregular, and sparse measurements.

Index Terms—Fractional Brownian motion, graphical models,
internal models, multiscale estimation, multiscale models, sto-
chastic realization, wavelets.

I. INTRODUCTION

I N THE last two decades, multiresolution decomposition
techniques, such as the wavelet transform, have been widely

and successfully applied in signal processing. This is due both
to their ability to compactly capture the salient scale-to-scale
properties that many signals exhibit and to the efficiency of
the algorithms to which they lead. With both of these attrac-
tive features in mind, the multiscale autoregressive (MAR)
framework was introduced [5] to support the development
of optimal multiscale statistical signal processing. Like the
wavelet transform, MAR processes are recursive in scale and,
due to the nature of the scale recursion, fast statistical signal
processing algorithms (sample-path generation, linear least
squares estimation, likelihood calculation) for MAR processes
exist. The power of the MAR framework resides in its ability
to simultaneously address several complications which arise in
a variety of signal processing applications. For instance, the
data sets can be large, the processes to be estimated can be
nonstationary, the measurements may be irregularly spaced,
nonlocal, and corrupted by nonstationary noise.

Despite the apparent similarities between wavelets and the
MAR framework, it seemed that the two could not be easily
reconciled except in the simplest case of the Haar wavelet.

Manuscript received March 1, 1998. This work was supported by the
Office of Naval Research under Grant N00014-91-J-1004, the Air Force
Office of Scientific Research under Grant F49620-98-1-0349, and by INRIA
Rocquencourt, France.

The authors are with the Laboratory for Information and Decision Systems,
Massachusetts Institute of Technology, Cambridge, MA 02139 USA (e-mail:
daoudi@lids.mit.edu).

Publisher Item Identifier S 0018-9448(99)02268-3.

The crux of the problem, which this paper resolves, hinges on
the particular properties that useful MAR processes possess.

One such property, which is very similar to wavelet recon-
struction, is that the finest-scale signal of an MAR process
is formed from a coarse signal by successively adding detail.
Specifically, the MAR framework provides animplicit second-
order statistical model for a fine-scale signal by creating a
dynamically coupled hierarchy of vector-valued signals above
the fine-scale signal (see Fig. 1).

The coarse-to-fine dynamics of an MAR process1

, for some
integer , are analogous to those of a state-space model

(1)

where indicates the integer part and is white noise
with auto-covariance (see Fig. 1 for a concise summary
of our indexing notation). Note, however, that (1) is more
general than a classical state-space model because here,
is indexed by the nodes ofany tree rather than by the integers
which form a monadic tree. We call the vector an MAR
state.

The form of (1) suggests that MAR dynamics can be made
to mimic those of the wavelet reconstruction algorithm. This
has been previously shown only in the case of the Haar wavelet
[21]. We will show that through a particular definition of the
state vector , the MAR dynamics can be chosen to match
the reconstruction algorithm associated withany compactly
supported orthogonal or biorthogonal wavelet. We emphasize,
however, that signal synthesis is not our purpose. Instead,
modelingis our objective. Specifically, given the statistics of a
random signal, which we view as indexed by the leaf nodes of
a tree, we focus on building an MAR model to capture those
given statistics with high fidelity.

A particular class of MAR processes we are going to focus
on areinternal MAR processes. While we will elaborate on
the notion of internality later, briefly an internal MAR process
is one for which the state at every node2 is a linear
functional of the states which reside at the fine-scale nodes
which descend from . In general, there are no constraints
on how the MAR states should be defined, but internality is a
property which is very useful for many reasons. First, internal
models are intellectually important in the context of statistical
modeling and are widely used in stochastic realization theory
for time-series [30]. It is, therefore, natural to consider the
extension of this idea to the context of MAR processes as is
done in [24]–[28].

1In this paper, we will assume without loss of generality that all processes
we consider are zero-mean.

2We will use the notation(j; n) to refer to the node of a dyadic tree at
scalej and shiftn.
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Fig. 1. An MAR process on a dyadic tree. The root node state isx0(0). The parent of statexj(n) is xj�1([n=2]); while its children arexj+1(2n)
and xj+1(2n + 1).

Second, in many applications there is a need to fuse mea-
surements taken at different scales [15]. Frequently, the nonlo-
cal coarse-scale measurements in a multiscale measurement set
are linear functionals of the finest scale variables (e.g., tomo-
graphic measurements). Since internal MAR models include as
coarse states nonlocal functions of the finest scale, they allow
efficient fusion of nonlocal and local measurements with no
increase in complexity as compared to the case of fusing only
fine-scale data.

Finally, as we will see, internality provides a convenient
parameterization of the information content of the MAR states.
Using this parameterization leads to MAR dynamics that
incorporate a powerful optimal prediction of a child state from
its parent. This optimal prediction will have important and
significant consequences for our ability to accurately model
signals using MAR processes based on wavelets.

In the early attempts to marry MAR processes and wavelets,
it was incorrectly thought that the internal property doomed
the union in all but the Haar case. This is because for all
but the Haar wavelet, the supports of the wavelet functions
overlap. We will show the connection between the overlapping
of the wavelet functions and the internal property and illustrate
how the nonoverlapping property of the Haar wavelet permits
its simple union with the MAR framework. After proving
some particular relationships between wavelet coefficients and
through appropriate state augmentation we show how to build
internal MAR processes based on any compactly supported
wavelet.

An important property that MAR processes possess is wide-
sense Markovianity. This MAR “Markov Property,” as we
shall call it, is a generalization of the wide-sense Markovianity
of state-space processes. For a state-space process, the present
is a boundary between the past and future in that it condi-
tionally decorrelates them. Analogously, for an MAR process,
the node is a boundary between the subtrees extending
away from it; the values of the MAR process indexed by these
subtrees are mutually conditionally decorrelated by . The
Markov Property means that summarizes all the relevant
stochastic properties of one subtree leading from for
optimal statistical reasoning about the other subtrees leading
from and therefore justifies our terminology in calling

an MAR state. For internal MAR processes, the Markov
Property is equivalent to the fact that the linear functionals
which define the states fulfill the conditional decorrelation
role just described. This provides part of our motivation for

choosing the linear functionals from a wavelet basis since they
have nice decorrelation properties.

Our main objective, after showing how to unify the MAR
and wavelet frameworks, is to build approximate internal
MAR models for stochastic processes. To do so, we use the
statistics of the process to be modeled to derive the dynamics
of our internal MAR-wavelet models. While wavelets have
nice decorrelation properties, the decorrelation they provide is
not exact in general. Therefore, our MAR models based on
wavelets are approximate. This doesnot mean that we assume
in our internal models that the detail coefficients are white. In
fact, while (for comparison purposes) we do make this assump-
tion for what we shall call the standard MAR-wavelet models,
our internal MAR-wavelet models are more sophisticated. In
particular, they incorporate the powerful property of optimal
stochastic prediction for the detail coefficients at a given scale
from both detailand scaling coefficients at coarser scales.
This is different from the common wavelet-based modeling
in which the detail coefficients are assumed to be white. In
our internal models, we make the weaker assumption that the
predictionerrors are white. This assumption is the reason why
our models are approximate.

Another property that an MAR process must posses is low
state dimensionality. This is because sample-path generation,
linear least squares estimation [7], [8], and likelihood calcu-
lation [31] for MAR processes all have complexity which is
polynomial in state dimension (and linear in the number of
fine-scale nodes).

We will see that the state dimension of our MAR-wavelet
models grows only linearly with the lengths of the support of
the scaling functions, which are related, in some cases, such
as orthogonal wavelets, to the number of vanishing moments
of the analyzing wavelet. However, the fact that wavelets
with a large number of vanishing moments do a good job
of whitening and stationarizing a large class of processes
[1], [22], [29], [35], [37], [39], does not imply that the
degree of statistical fidelity of our internal models necessarily
increases with the number of vanishing moments. This is
because we are not exclusively concerned with the correlations
between wavelet coefficients, but rather with theconditional
correlation between them (in order to approximately satisfy
the Markov Property). Therefore, as will be illustrated, with
internal MAR-wavelet models, it is possible to build accurate
models using wavelets with fairly short supports and, thus,
without dramatically increasing the state dimension.
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Throughout this paper, we will use fractional Brownian
motion (fBm) as a vehicle to support our results. In par-
ticular, we will apply our internal MAR-wavelet models to
generating fBm sample-paths and, more importantly, to the
problem of estimating an fBm from noisy, irregular, and sparse
measurements.

In the context of the previous work on MAR processes, this
paper provides a unification of wavelets and MAR processes
as well as a new view of themultiscale stochastic realization
problem. This problem is to design coarse-scale states to match
the given fine-scale statistics. Previous approaches to the mul-
tiscale stochastic realization problem focussed on designing
MAR states to, in some sense, optimally match the statistics
of the finest scale process being modeled [23]–[28]. As a
consequence, the resulting states typically have no discernible
structure beyond the fact that they represent solutions to
specific optimization problems.

Our approach differs in that the design of our MAR states
is not closely tied to the intricate details of the fine-scale
statistics. Our philosophy which, in part, motivated this work is
to restrict the class of linear functionals that define the states
of an internal MAR process to the small but rich class of
wavelet bases. We thus force the states to contain meaningful
multiscale representations of the fine-scale process and avoid
the computationally burdensome search over all possible linear
functionals.

On the other hand, our approach is similar to the previous
work on the multiscale stochastic realization problem in that
we use the fine-scale statistics of the process to be modeled to
derive the dynamics of the MAR model.

There are at least two other frameworks [9], [20] that
propose unifications of multiscale stochastic processes and
wavelets, both of which are different from ours in significant
ways. To fully contrast [9] and [20] with our work requires
a longer discussion than space constraints permit. Therefore,
we focus on the main points and refer the reader to [9] and
[20] for details. The first [9] develops decoupled dynamic
wavelet systems that support a fast estimation algorithm whose
structure takes the form of a set of monadic trees in scale. The
second [20] generalizes the work in [9] to wavelet packets and
develops a fast estimation framework whose structure takes
the form of a set of dyadic trees. There are several differences
between these approaches and ours. The first is that in [9] and
[20] it is assumed that the detail coefficients are white.3 In our
internal models, we make no such assumption. The second
is that to perform estimation in the frameworks of [9] and
[20], the data must be transformed into the wavelet domain.
Therefore, there is no way to handle sparse or irregular
measurements which our framework can handle easily. Lastly,
the models of [9], [20] are only interesting in the noninternal
context. Under an internality assumption, they collapse to a
trivial case.

There exist other wavelet-based tree models such as those
in [6], [12], and [13]. In these models, the key wavelet
coefficient dependencies are captured using hidden Markov
models (HMM’s). In particular, these HMM’s are used to

3Moreover, the approaches in [9] and [20] assume a particular model while
we construct one.

capture contexts describing statistical features. These models
differ from ours in that they include hidden variables and are,
therefore, necessarily not internal. Nevertheless, these models
also lead to very powerful and efficient algorithms for signal
and image processing.

The remainder of this paper is organized as follows. In
Section II we review the MAR framework. In Section III we
review the essential elements of wavelet theory and introduce
the MAR–Haar process. In Section IV we show how to build
an internal MAR-wavelet process based on any compactly
supported wavelet. In Section V we build approximate MAR-
wavelet models for random signals. The conclusion and a
discussion of open questions for future work are in Section VI.

II. MAR PROCESSESBACKGROUND

MAR processes are tree-indexed stochastic processes. For
the purposes of this paper it is sufficient to consider only
dyadic trees. Our notation for referring to nodes of a dyadic
tree is indicated in Fig. 1. There is a natural notion of scale
associated with dyadic trees. The root node represents the
coarsest scale which we denote as scale zero. The children of
the root node represent the first scale. Continuing, leaf nodes
constitute the finest scale which we denote as theth scale.
We will denote by the stacked vector consisting of
for , i.e., the finest scale subprocess.

As mentioned, an MAR process has a Markov Property:
it is a (wide-sense) Markov random field on a tree [7]. This
Markov Property leads to fast statistical signal processing algo-
rithms. For instance, sample-path generation (with complexity
quadratic in state dimension and linear in the number of finest-
scale nodes) is accomplished using (1). Also, a linear least
squares estimator [7], [8] and likelihood calculator [31] have
been developed based on a measurement model

(2)

The zero-mean white noise, has auto-covariance
and is uncorrelated with the MAR process4 and the
process noise . The estimator and likelihood calculator
have computational complexity cubic in state dimension and
linear in the number of finest-scale nodes.

An important subclass of the class of MAR processes are
internal MAR processes. As stated in Section I, an internal
MAR process is one for which each state is a linear
function of the portion of indexed by finest scale nodes
which descend from . Therefore, if is an internal
MAR process we can write

(3)

We will call an internal matrix. As shown in [23]
and [24], a necessary and sufficient condition to fulfill (3)
is for each state to be a linear function of and

, the states which reside at the children nodes
of . Notice that this fact imposes some constraints on

4We will use the notationx(�) and w(�) to refer toxj(n) and wj (n),
respectively, for allj andn.
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the form of and thus on . The internal matrices
cannot be arbitrarily and independently defined but are coupled
so as to arrive at an internal process [23], [24].

The concept of an internal process was first introduced in the
state space time-series modeling literature [2]–[4], [19]. In the
time-series modeling context, internal models are of intense
interest because they constitute a class of processes which is
rich enough to includeminimal models (i.e., those with the
smallest possible state dimensions). While this is not the case
for internal MAR models (i.e., a minimal MAR model may not
belong to the class of internal models), there are, nonetheless,
several good reasons why we are interested in internal MAR
processes. As mentioned in Section I, internal processes are
of both intellectual and practical interest. First, the theory for
internal MAR processes is well-developed and provides the
firm foundation upon which our work is built. Indeed, many
of the concepts relating to internal processes developed in the
state-space context have been generalized to MAR processes
in [23]–[28].

Second, while noninternal MAR processes can be con-
structed, their states have exogenous random components, a
property that is not suitable in many problems. In contrast,
internal processes consist of states which are linearly related,
a property that is essential to address certain problems, for
instance when one wishes to estimate coarse-scale states which
are, in fact, local averages of a fine-scale signal. In addition,
with internality we can make clear the tie of the MAR
framework to wavelet analysis.

Finally, internal processes provide a convenient parameter-
ization for the MAR dynamics. From the internal matrices,
the dynamics are related in a simple way to the covariance
of the fine-scale process5 . The key to seeing
this is recognizing that (1) represents the linear least squares
estimate of from plus the estimation error

. Therefore, the standard linear least squares formulas
[38] dictate that

(4)

(5)

where is our notation for the covariance matrix for random
vector and is the cross covariance matrix for random
vectors and . The state covariances and cross-covariances
follow trivially from (3) as

(6)

(7)

While a full theoretical development of internal MAR
processes may be found in [24], we point out one aspect
of this theory so as to avoid confusion. An MAR process
has white noise-driven coarse-to-fine dynamics [cf. (1)]. Yet,
for an internal MAR process, the parent state is a

5
E[�] is the expectation operator.

linear function of its children states, a deterministic fine-
to-coarse relationship. That is, for some matrix we
have . That the driving noise

and are uncorrelated and that is
deterministically related to and is not
contradictory because by construction [i.e., using (4)–(7)], the
noise vector is in the null-space of [24].

In this paper, our primary interest is themultiscale stochas-
tic realization problem(hereafter called simply the realiza-
tion problem). The realization problem is to build an MAR
process such that the fine-scale realized covariance matrix,,
matches a specific desired covariance matrix which we will
denote by . Of particular interest to us is the decorrelation
role that the linear functionals [the rows of ] play in
the realization problem. To achieve , the linear
functionals which define the states of the MAR process must
represent enough information to satisfy the Markov Property.
However, for many problems this requires impractically large
state dimensions, resulting in models which are not useful
because of the high computational burden of sample-path
generation, estimation, or likelihood calculation.

There are several ways to overcome this computational
bottleneck. One way is to start with an exact model and
then to reduce the state dimensions by throwing away some
of the linear functionals which define the states [23]–[28].
One can then compute the dynamics of an MAR model by
taking the resulting reduced row-dimension internal matrices
and using them in (4)–(7) in which is substituted for .
A consequence of reducing the state dimensions is that the
Markov Property becomes an approximation and the resulting
model is not exact .

For exact internal models, throwing away elements of
states will, in general, also destroy internality. This will
occur if, for any node , the state cannot be
written as a linear function of its children states because the
necessary information has been discarded in the process of
state dimension reduction. This raises the following interesting
question: how can low-order approximate models (i.e., those
for which ) also be made internal?

Our approach to this question, in particular, and to the
stochastic realization problem, in general, differs considerably
from previous work [23]–[28] in several ways. In this previous
work, the states of exact models are closely tied to the process
being modeled in that the internal matrices are determined by
solving optimization problems, the parameters of which are
governed by the intricacies of fine-scale desired covariance

. Therefore, these internal matrices have no meaningful
structure beyond the fact that they are solutions to specific
optimization problems.

In contrast to these previous approaches, our internal ma-
trices are not the solutions to optimization problems. Instead,
they are selected from the small but rich class of wavelet
bases. Therefore, they take no work to compute and have the
intuitively pleasing and mathematically rich structure given by
wavelets. Moreover, we directly design approximate internal
models without first constructing an exact model and then
discarding state information.
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III. W AVELET BACKGROUND

In this section, we give a brief review of wavelet decom-
positions. For more details see [17], [32], [34], and [36]. The
wavelet representation of a continuous signalconsists of a
sequence of approximations ofat coarser and coarser scales
where the approximation at theth scale consists of a weighted
sum of shifted and dilated versions of a basic functioncalled
the scaling function. By considering the incremental details
added in obtaining the st scale approximation from the
th, one arrives at the wavelet transform based on a single

function called the analyzing wavelet.
The reconstruction is performed using the function, called

the synthesis wavelet, such that the two families
and are a biorthogonal Riesz basis of
where

and similarly for . The synthesis wavelet is obtained
from the function which is dual to , i.e., which satisfies

, where is the standard inner product
in and is the Dirac function. The scaling functions

and must satisfy

and

where and are discrete filters satisfying the biorthogonality
condition in

(8)

and are given by

where

(9)

The discrete filters and must satisfy the perfect
reconstruction condition which can be found in [32]. When

and , then is a conjugate mirror filter (CMF) and
the family constitutes an orthonormal wavelet
basis of .

The fast wavelet transform computes the wavelet coeffi-
cients of a discrete signal . The fast wavelet decompo-
sition algorithm is

(10)

Fig. 2. The Haar dependency graph is a dyadic tree. Here,n is even.

The reconstruction algorithm is

(11)

The coefficients and are called, respectively, the
scaling and detail coefficients at theth scale and th shift.

In the remainder of this paper, we consider only the case
when and are finite impulse response (FIR) filters, i.e.,
when they have a finite number of nonzero coefficients. For
the sake of notational simplicity, we assume that the lengths of

and are both even. Without loss of generality, we choose
and for some

integers and such that . Thus, using (9) we
have and . We
also assume that and have the same parity. We point out,
however, that all the results in this paper hold for all perfect
reconstruction FIR filters with minor modifications.

The wavelet reconstruction algorithm (11) defines a dy-
namical relationship between the scaling coefficients
at one scale and those at the next finer scale, with the detail
coefficients acting as the input. Note that these dynamics
are with respect toscalerather than time. This suggests that
it is natural to think of constructing MAR processes within
the wavelet framework. This construction is, in fact, obvious
in the case of the Haar wavelet [21] because the dependency
structure of the wavelet coefficients is a dyadic tree as shown
in Fig. 2. Indeed, the wavelet reconstruction algorithm using
the Haar system states that, for each

(12)

Assuming that the detail coefficients are white noise, (12)
suggests that one can build an MAR process [21] by defining
each as containing a scalingand detail coefficient at
scale and position , i.e., . For

, the auto-regression for this model is

(13)

where represents . The auto-regression at the finest
scale is simply given by

(14)

The link between MAR processes and wavelets is not obvi-
ous if one considers wavelets other than the Haar system. This
is due to the overlapping supports of such wavelets (which
does not occur in the Haar case). Indeed, to compute a scaling
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Fig. 3. Dependency graph for the Daubechies four-tap filter. Heren is even.

Fig. 4. Through state augmentation, the dependency graph for the
Daubechies four-tap filter can be made into a tree. Heren is even.

coefficient one does not need only the time-synchronous
parents6 of but also a number of neighboring coefficients
depending on the supports of the analysis and synthesis
wavelet. Thus, if we build a multiscale process where the states
are defined as in the Haar case, i.e., ,
but where we consider that the scaling and detail coefficients
are computed using more regular wavelets, we will end up
with a more complex graph structure of the scale-to-scale auto-
regression instead of a tree one as imposed by (1). This is
illustrated in Fig. 3 in the case of the Daubechies four-tap
filter [17].

The first issue, then, is to redefine the states in such a way
as to arrive at a tree dependency structure rather than a more
complex graph. We will see that this can be done easily using
state augmentation. The second issue we must address, which
is the crucial issue and the most difficult one, is how to provide
internality. As mentioned in Section I, this is, in fact, one of
our main objectives since we want to use wavelets as the linear
functionals that define the internal states. These two issues will
be the focus of the next section.

IV. WAVELET-BASED INTERNAL MAR PROCESSES

In this section, we first address (in subsection A) the issue
of defining the states in such way to obtain a tree dependency
structure. We then address (in subsection B) the issue of
internality.

6The time-synchronous parents ofaj(n) [or dj(n)] areaj�1([n=2]) and
dj�1([n=2]).

A. Tree Structure

To see the intuition behind how to define the states in order
to arrive at a tree structure, let us consider the simple case
where is the Daubechies four-tap filter [17]. In this case,
we have . Then, the wavelet reconstruction
algorithm (11) implies that for every even integer

(15)

Therefore, for every and for every
, if we chose each state to be

it is clear from (15) that the scaling coefficients carried within
each depend only on the parent of
(see Fig. 4).

In the general case, for every and for every
, the state at scaleand shift is defined as

shown in (16), at the bottom of this page. The details showing
that (16) implies that each state depends only on its parent can
be found in Appendix A. We then can show that

if
if

(17)

if

if
(16)
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Fig. 5. Example of the internal MAR-wavelet process with the Daubechies four-tap filter. Scaling coefficients in bold illustrate the necessary information
transmitted from one scale to the next. The boxed coefficients are a linear function of the coefficients of their children by the wavelet decomposition algorithm.

where

(18)

The proof of (17) and the expression for the matrices
can also be found in Appendix A.

Assuming that is a white noise process uncorrelated
with the root node state , (17) represents an MAR process
with dynamics matching the reconstruction algorithm associ-
ated with any compactly supported orthogonal or biorthogonal
wavelet. In the sequel, we refer to this process asthe standard
MAR-wavelet process.

B. The Internal MAR-Wavelet Process

If the coefficients are considered as the detail coeffi-
cients computed using the wavelet decomposition algorithm

and thus are deterministic inputs, then (17), (18) is just a
rewriting of the wavelet reconstruction algorithm (11). But
if the coefficients are generated as random variables,
then (17) and (18) constitute a statisticalmodel for a fine-
scale process. However, almost surely, the states generated by
this model do not consist of scaling and detail coefficients7 of
the realized fine-scale process. This is because the standard
MAR-wavelet process isnot internal. Indeed, as mentioned in
Section II, a necessary and sufficient condition for internality
is that each state has to be a linear functional of its im-
mediate children [23]–[25]. From the wavelet decomposition
algorithm, one can easily see that, when , each state of
the standard MAR-wavelet process is not a linear functional of
just its immediate children but of the range of states at the next
finer scale depending on the supports of the scaling functions.

The question now is how to build an internal MAR-wavelet
process in order to ensure that the states consist of scaling and
detail coefficients of the realized fine-scale process. This issue
is, in fact, the one which seemed to doom the union between
MAR process and wavelets, and the central contribution of

7For each statexj(n), only aj(n) anddj(n) can be expressed as linear
functions of the children states.
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this paper is to solve this problem. This will be done by
exhibiting and exploiting some relationships between scaling
and detail coefficients and by appropriately modifying the
state definition. We emphasize that this is purely deterministic
analysis.

The intuition that leads us to construct internal states is
essentially state augmentation. For the coarse-to-fine synthesis,
each state needs to have all the necessary information. This
was done in the standard MAR-wavelet process. We need
now to make sure that each state has all the information for
analysis, so that we have internality. As explained above, the
states of the standard MAR-wavelet process do not contain
enough information. We thus need to augment the states in
order to achieve internality. Before showing how we augment
the states, we need the following intermediate result which
allows us to add only a few coefficients in the process of
defining internal states.

Proposition 1: There exists four matrices such
that

...

...
...

(19)

...

...
...

(20)

Proof: See Appendix B.

The idea behind constructing internal states is to define new
states in such a way so that the left (respectively, right)
child of contains

(respecticely,
However, having copied and from to its children

and , we must continue to pass
and down to the children (and grandchildren and so

on) of and to maintain internality.
Of course, we must do this for all and . This seems to
suggest that the state dimensions will explode. However, by
simply splitting at each step the necessary information between
the two children, the state dimension remains bounded. The
construction of the states is depicted in Fig. 5 in the simple
case of Daubechies four-tap filter. To define rigorously the
internal states in the general case, for , we
define recursively the sequence of vectors as shown in
(21) at the bottom of this page. We then have the final result
in which we show in bold the augmentation of the states with
respect to the standard MAR-wavelet model. This is shown
in (22)

Proposition 2: The MAR process for which the states are
defined by

if is even

if is odd

(21)
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(22)

is internal.
Proof: See Appendix C.

We refer to this new process asthe internal MAR-wavelet
process. Notice that the size of each is . Thus
the maximal state dimension of the internal MAR-wavelet
process is .

With Proposition 2, we have shown how to build internal
MAR processes based on any compactly supported orthogonal
or biorthogonal wavelet. This completes our unification of
wavelets with MAR processes.

V. APPROXIMATE MAR-WAVELET

MODELS FOR STOCHASTIC PROCESSES

In this section, we focus on the construction of approximate
MAR-wavelet models for stochastic processes in order to take
advantage of the fast statistical signal processing algorithms
associated with the MAR framework. In our examples, we
will use the fast sample-path generator and the fast linear
least squares estimator for estimating a signal from irregularly
spaced, sparse measurements corrupted by nonstationary noise.

The standard MAR-wavelet process, defined by (17) and
(18), can be used as an approximate model for a stochastic
process by assuming that the detail coefficients are white. We
call this model thestandard MAR-wavelet model. However, the
states realized using this model are not consistent with the fine-
scale realized process in that they do not represent, with
probability one, scaling and detail coefficients of. This is
because of the lack of internality, as discussed in Section IV-
B. Notice that the assumption of the whiteness of [defined
by (18)] is never fulfilled if . Indeed, for and such
that , it is clear that, at a given
scale and are correlated since they share at
least one detail coefficient.

By achieving internality, the states of the internal MAR-
wavelet process (22) are forced to be consistent with the
fine-scale realized process. We can then examine the problem
of building internal stochastic models that are consistent with
the graph structure of the tree (i.e., we insist on models in
which we have the Markov Property) and approximate the
given statistics of a fine-scale process. Given these fine-scale
statistics, internality provides immediately the statistics of any
MAR state and the statistics between each state and its parent,
as each state is a set of linear functionals of the fine scale.
As a result, we can immediately define the linear dynamics
of an MAR model of the form (1). The dynamics of this
model incorporate optimal prediction from parent to child
using the implied statistics, and we then model the errors

in this prediction as white (the requirement for the Markov
Property to be satisfied).

The implications of this are twofold. First, the resulting
internal model in general produces fine-scale statistics that
only approximate the desired ones (because of our insistence
that the coarse-to-fine prediction errors be white). To be
sure, our internal MAR-wavelet modeldoes produce the
correct marginal statistics at each node and the correct joint
statistics for each state and its parent, but other statistics
(e.g., cross-covariance for two nodes at the same scale) are
only captured approximately. The second point is that the
coarse-to-fine dynamics so defined are in generalverydifferent
from standard wavelet modeling. In particular, these dynamics
exploit correlation between detail coefficientsandcoarser scale
scaling and detail coefficients by performing optimal predic-
tion and then assuming that the errors in these predictions are
white. This is in contrast to one common approach in using
wavelets for modeling stochastic processes in which the detail
coefficients are themselves modeled as white (i.e., the wavelet
representation isassumedto be the Karhunen–Loeve (K–L)
decomposition). In our case, since we allow MAR dynamics,
we do not need to have K–L diagonalization. Rather, the
success of our method in approximating stochastic processes
relies only on the weaker requirement that theerrors in
predicting finer scale detail coefficients from coarser scale
coefficients are white. As we illustrate, an implication of this
is that we can use fairly short wavelets, implying lower state
dimensions, which certainly donot do a good job of whitening
the details (as evidenced by our results using the noninternal
standard MAR-wavelet models), but which do remarkably well
for our internal models.

Using this optimal prediction procedure, we incorporate
a synthesis algorithm for the detail coefficients in addition
to the usual wavelet reconstruction algorithm for the scaling
coefficients. The initialization for this new synthesis algorithm
is given by the statistics of the scaling and detail coefficients at
the coarsest scale. Those statistics are given by the covariance
matrix of the root node state which is computed using
(6) (in which is replaced by ).

More precisely, the optimal prediction is performed as
follows: if represents the detail coefficients carried by
the state defined by (22), then

(23)
where the covariance matrix for is

and where , and are sub-
matrices of and which are computed
using (6) and (7) in which is replaced by , the covariance
matrix for the signal being modeled.8 The prediction errors

are not white in general. This can be easily seen from
the fact that the states of the internal MAR-wavelet model

8The internal matrices required in (6) and (7) are implicitly given by
Proposition 2.
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contain duplicated detail coefficients. Yet, we assume that the
prediction errors in (22) are white noise to legitimately
apply the signal processing algorithms provided by the MAR
framework. We thus have an approximate MAR model for any
process whose second-order statistics,, are known. We will
refer to this model as theinternal MAR-wavelet model. Note
that an advantage of the internal MAR-wavelet model and,
in fact, of any internal model is that it achieves the correct
variances (i.e., the diagonal elements of match exactly
those of ).

We emphasize another important point. In real world prob-
lems, the user may not know how to choose the appropriate
wavelet to do a good job in decorrelating the process under
study. Thus, the resulting detail and scaling coefficients may
be strongly correlated. We point out that, even in this case, our
internal MAR-wavelet model can be an accurate one for the
underlying process by exploiting these potential correlations,
as well as the correlations between detail and scaling coef-
ficients, in the optimal prediction scheme. We will illustrate
this later in the case of an fBm.

To be more precise, let us discuss this optimal prediction
algorithm in the simple case of the Haar wavelet and support
this discussion by showing some examples for fBm. We will
consider fBm defined on the time interval and we
normalize the fBm statistics to have unit variance at time one.
The covariance function for fBm [33] is

(24)

Fig. 6(a) and (b) shows for 64 samples of fBm on the
interval with Hurst parameter and ,
respectively.

A. The Haar Case

The MAR-Haar model defined in Section III by (13) and
(14) has many drawbacks. First, the assumption that the detail
coefficients are white is very poor in general. Indeed, since
the Haar wavelet has only one vanishing moment, for most
processes the resulting detail coefficients are strongly corre-
lated both in space and scale. Second, due to the piecewise
constant shape of the Haar wavelet, any realized covariance
matrix (i.e., the covariance matrix of ) with this model
will have “blockiness” in general. Thus, any sample-path
generated using this model will have distracting artifacts and
will be blocky. Therefore, this model is not appropriate for
synthesizing or estimating stochastic processes in general. An
illustration of this phenomenon is shown in Fig. 7(a) which
displays for an fBm with Hurst parameter . It is
clear by comparing Fig. 6(a) and Fig. 7(a) that is a poor
approximation to . We point out, however, that this model
has been successfully used for hypothesis discrimination. In
[21] the authors applied the MAR likelihood calculator to
accurately estimate the Hurst parameter of fBm.

Now, notice that this model is internal, which is clear
from the wavelet decomposition algorithm associated with
the Haar system. Therefore, instead of using the dynamics
defined by (13) and (14), one can build a more accurate model
[14] by computing the auto-regression parameters so that the

(a)

(b)

Fig. 6. Exact covariance matrices for fBm. (a)H = 0:3. (b) H = 0:7.

multiscale auto-regression is the optimal prediction of
from . Thus, while in the model defined
by (13) and (14) represents the detail coefficient , the
process noise in the internal model based on optimal prediction
will represent the prediction error in the estimation of
conditionedon the detail and scaling coefficient represented
by , i.e.,

where, from the linear least squares estimation error formula,
we have
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(a) (b) (c)

Fig. 7. Realized covariance matricesPJ for fBm with H = 0:3. (a) PJ using the standard MAR-Haar model. (b)PJ using the internal MAR-Haar
model. (c) jPf � PJ j where PJ is from (b).

Therefore, this multiscale model will capture correlations
in scale among the detail coefficients represented by states at
neighboring nodes in the tree. Thus, this optimal prediction
model will do a better job of approximating the statistics of
the underlying process than does the model defined by (13)
and (14). The improvement is illustrated in the case of fBm in
Fig. 7(b) which displays the realized covariance matrix of an
fBm with Hurst parameter and should be compared
to Fig. 7(a). This shows the power of the optimal prediction
procedure in the simple case of the Haar wavelet.

B. The General Case

It is worth noting that, with the Haar wavelet, the detail
coefficients which are not neighbors (in space and scale) are
in general also strongly correlated. Therefore, even with this
optimal prediction procedure, the internal MAR–Haar model
remains very crude since it captures only the correlations
between a detail coefficient at a given scale and the time-
synchronous detail and scaling coefficients at the previous
coarser scale. Fig. 7(b) and (c) illustrates the limitation of this
model in the case of fBm with . One sees that the
realized covariance matrix is still a poor approximation of the
true one.

One way to overcome the limitations of the Haar wavelet is
to build an internal MAR-wavelet model using an analyzing
wavelet with a large number of vanishing moments. With such
a wavelet, the detail coefficients which are not neighbors in
space and scale will, in general, be better decorrelated and
the potential correlations will reside only between neighbor-
ing coefficients. Then, our optimal prediction procedure will
exploit these residual correlations between detail and scaling
coefficients and do the best job in linearly predicting the detail
coefficients.

However, this is not the only solution. One can still build
accurate models without using an analyzing wavelet with large
number of vanishing moments. Indeed, all we need to have
accurate models is to provide a good approximation to the
Markov Property. Therefore, accurate models will be provided
usinganywavelet yielding scaling and detail coefficients such

that the states they form approximatively fulfill theconditional
decorrelation role of the Markov Property.

To support these arguments and to illustrate the performance
of the optimal prediction procedure, we apply our MAR-
wavelet models to approximate the statistics of fBm using
different wavelets. Specifically, we compare the internal MAR-
wavelet model to the standard MAR-wavelet model which
assumes the whiteness of the detail coefficients. We use the
Daubechies orthogonal wavelet with two vanishing moments
(Daub4), the Daubechies orthogonal wavelet with three van-
ishing moments (Daub6), the spline biorthogonal wavelet
(Spline13) such that9 [respectively, ] has three
(respectively, 1) zeros at , and the spline biorthogonal
wavelet (Spline31) such that [respectively, ] has 1
(respectively, three) zeros at .

Fig. 8(a)–(c) displays the element-wise absolute value of
the difference between and obtained by the standard
MAR-wavelet model for an fBm with using,
respectively, Daub4, Daub6, and Spline13. The improvement
with respect to the standard MAR–Haar model is clear as
expected, since we are using analyzing wavelets with more
than one vanishing moment. However, the approximation
is not satisfactory which is not surprising since the detail
coefficients are not exactly decorrelated using these wavelets.
Finally, note that Daub6 does better than Spline13 because
Daub6 is an orthogonal wavelet and is smoother than the
analyzing wavelet of Spline13.

Now, with the internal MAR-wavelet model, the detail
coefficients are no longer assumed to be white noise. Instead,
they are computed using the optimal prediction procedure
described above. Therefore, the internal MAR-wavelet model
will better approximate the statistics of fBm. Fig. 9(a)–(c)
displays the element-wise absolute value of the difference
between and for an fBm with using,
respectively, Daub4, Daub6, and Spline13. The improvement
with respect to the standard MAR-wavelet model is clear.
Fig. 10(a)–(c) displays the same element-wise absolute value

9
H(z) (respectively, ~H(z)) is the z-transform of h(n) (respectively,

~h(n)).
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(a) (b) (c)

Fig. 8. jPf � PJ j for fBm with H = 0:3 using the standard MAR-wavelet model. (a) Daub4 (state dimension six). (b) Daub6 (state dimension ten).
(c) Spline13 (state dimension eight).

(a) (b) (c)

Fig. 9. jPf � PJ j for fBm with H = 0:3 using the internal MAR-wavelet model. (a) Daub4 (state dimension eight). (b) Daub6 (state dimension
14). (c) Spline13 (state dimension ten).

(a) (b) (c)

Fig. 10. jPf � PJ j for fBm with H = 0:7 using the internal wavelet model. (a) Daub4 (state dimension eight). (b) Daub6 (state dimension 14).
(c) Spline13 (state dimension ten).

of the difference obtained using the internal MAR-wavelet
model for fBm with .

To illustrate, in the case of fBm, the fact that even with rel-
atively nonregular wavelets our internal MAR-wavelet model
can provide very accurate models, we use the biorthogo-
nal wavelet Spline31. The analyzing wavelet for Spline31
has only one vanishing moment and the synthesis wavelet
is extremely singular (see Fig. 11). Fig. 12(a) displays the
element-wise absolute value of the difference betweenand

using the standard MAR-wavelet model. One sees that
the approximation is extremely bad, which is not surprising
given the properties of Spline31 and the weakness of the
assumption that the detail coefficients are white. However,
using the internal MAR-wavelet model, the approximation
is very accurate as displayed in Fig. 12(b). Furthermore,
notice that this approximation is more accurate than the one
illustrated in Fig. 10(c) in which the state dimension is larger.
Indeed, in Fig. 12(b) we have and thus the
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(a) (b)

Fig. 11. Spline biorthogonal wavelet (Spline31). (a) Analyzing wavelet. (b) Synthesis wavelet.

(a) (b)

Fig. 12. jPf � PJ j for fBm with H = 0:7 using (a) the standard MAR-wavelet model with Spline31 (state dimension six) and (b) the internal
MAR-wavelet model with Spline31 (state dimension eight).

maximum state dimension is eight while in Fig. 10(c) we have
and thus the maximum state dimension is ten.

This shows the power of the optimal prediction procedure in
approximating the Markov Property even without considering
analyzing wavelets with a large number of vanishing moments.

Now, we use the fast signal processing algorithms associated
with the MAR framework to synthesize fBm sample-paths
and to perform estimation from irregularly-spaced and sparse
measurements corrupted by nonstationary noise. We empha-
size that the latter is a problem whichcannot be easily and
efficiently handled with other estimation techniques due to the
nonstationarity of the process to be estimated and the process
noise and the irregularity of the measurements. Fig. 13(a) and
(b) displays 256-point sample-paths using the internal MAR-
wavelet model with Daub6 for an fBm with and

, respectively. Fig. 14(a) displays an exact 64-point
realization10 of fBm with . Fig. 14(b) displays noisy
observations of (a) where observations are only available on

(over which the white measurement noise has variance
0.3) and (over which the white measurement noise has

10Exact realizations of fBm are obtained by multiplying white Gaussian
noise by the matrix square root ofPf . This requiresO(N3) computations if
Pf is N �N . In contrast, the MAR sample-path generator isO(N).

variance 0.5). Fig. 14(c) displays the MAR estimates based
on 14(b) using the internal wavelet model with Daub6. The
MAR estimates are the solid line and the optimal estimates
based on the exact statistics11 are the dash–dot line. The
plus/minus one standard deviation error bars are the dashed
line. Fig. 15 illustrates the same processing but for fBm with

. Notice that in both Fig. 14(c) and in Fig. 15(c)
the optimal estimate based on the exact statistics is not easily
distinguishable from the MAR estimate since the two nearly
coincide. Also, the estimation error standard deviations that
the MAR estimator provides are very close to the ones based
on the exact statistics (although we have not plotted the latter
in our examples). More importantly, the difference between
the optimal estimate and the MAR estimate is well within
the one standard deviation error bars. This demonstrates that
the degree to which our internal MAR-wavelet model deviates
from the exact model is statistically irrelevant.

Finally, we point out that in the case of finite length signals,
folded discrete transforms [32] can be applied in the case of

11That is, the optimal estimates are obtained by solving the normal
equations based on the true fBm and measurement statistics. Note that solving
the normal equations requiresO(N3) computations while the MAR estimator
is O(N) whereN is the size of the signal to be estimated [7]–[9].
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(a) (b)

Fig. 13. fBm sample-paths using the internal MAR-wavelet model with Daub6. (a)H = 0:3. (b) H = 0:7.

(a) (b) (c)

Fig. 14. MAR estimation for fBm withH = 0:3 using the internal MAR-wavelet model with Daub6. (a) Sample-path using exact statistics. (b) Noisy,
irregular, and sparse observations of (a). The noise variance over(0; 1=3] is 0.3 and over(2=3;1] is 0.5. (c) MAR estimates are the solid line and optimal
estimates based on the exact statistics are the dash–dot line. The plus/minus one standard deviation error bars are the dashed line.

(a) (b) (c)

Fig. 15. MAR estimation for fBm withH = 0:7 using the internal MAR-wavelet model with Daub6. (a) Sample-path using exact statistics. (b) Noisy,
irregular, and sparse observations of (a). The noise variance over(0;1=3] is 0.3 and over(2=3;1] is 0.5. (c) MAR estimates are the solid line and optimal
estimates based on the exact statistics are the dash–dot line. The plus/minus one standard deviation error bars are the dashed line.

symmetric or antisymmetric biorthogonal wavelets. Boundary
wavelets [11] can be used in the case of orthogonal wavelets.
We used the folded discrete transform in both cases. In all
the examples we considered, the results were very close to
those obtained by assuming the knowledge of the statistics of
the signal over . However, at this point, we have
no precise mathematical description for the influence of the
boarder treatment techniques on the accuracy of the models.

VI. CONCLUSION

The primary contribution of this paper has been to pro-
vide a unification of the MAR framework with the wavelet
framework. We have shown how to construct internal MAR

processes based on any compactly supported orthogonal or
biorthogonal wavelet. We then used these internal MAR-
wavelet processes as approximate models for stochastic pro-
cesses. The marriage of the MAR and wavelet frameworks
led us to incorporate a powerful reconstruction algorithm for
the detail coefficients which complements the usual wavelet
reconstruction algorithm for the scaling coefficients. While we
have used fBm as a vehicle to illustrate the performance of our
internal MAR-wavelet models, these models can be applied
to any process whose second-order statistics exist. While, in
this paper, we have assumed that these second-order statistics
are known (i.e., is known), this is not a prerequisite: the
internal MAR-wavelet dynamics can be efficiently estimated
directly from data.
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In this way, our approach to modeling represents a new view
of the multiscale stochastic realization problem. Rather than
selecting internal matrices which are finely tuned according to
the particular signal being modeled (as previous approaches
do), we select them from a library of linear functionals. Our
approach is not only computationally fast, but it provides a
systematic way to build MAR states that have meaningful and
useful structure and are not tied directly to the intricate details
of the process being modeled.

The idea of selecting internal matrices from a library of
linear functionals is an extremely important one in many
applications. For example, if one is interested in estimating
nonlocal variables from data collected at multiple resolutions,
the MAR states must be able to represent the coarser variables
in addition to playing a conditional decorrelation role. This
corresponds to selecting internal matrices from a library of
linear functionals which include ones that not only do a good
conditional decorrelation job but also include ones which
represent nonlocal variables to estimate or to include as
measurements. The particular library consisting of wavelet
bases represents a natural candidate for this role and might
be useful for data fusion problems in which data are available
at several resolutions.

While we have shown how to build MAR processes for
modeling one-dimensional signals, our approach generalizes
to higher dimensions. In two dimensions, there are a number
of important and challenging problems associated with the
modeling and estimation of random fields. We are currently
working on extending the ideas in this paper to applications
in image processing.

In addition to extending our work to two-dimensional prob-
lems, there are a number of other interesting and challenging
problems to consider for future research. First, having states
which contain wavelet coefficients suggests ways of doing
data-adaptive multiresolution estimation where the resolution
of the estimate is governed by the quality of the data. Since the
MAR estimator provides estimates of for all , one
can use the estimates of the coarser-scale scaling coefficients
of an MAR-wavelet model to obtain a coarser-scale signal
estimate. Generalizing this idea, one can consider estimating
the signal at a fine scale in areas where the data are of relatively
high quantity and quality and at a coarser scale where the data
are more sparse and of poor quality.

Another challenging problem is to build MAR-wavelet
models from incomplete covariance information (i.e., from just
parts of ). Solutions to problems of this type have been
elusive because, before our work, the linear functionals which
define the states were based on complete knowledge of
and the relaxation of this has proven difficult. However, since
we select linear functionals from a library, we have no need
for knowledge of until we want to determine the MAR-
wavelet dynamics. However, at a given node , the MAR
parameters and do not rely on all of since
they are a function just of and . These
are small matrices and, therefore, the dynamics which rely on
unavailable parts of can be efficiently estimated from data
(if available) or chosen to be consistent with the pieces of
which are known.

Finally, there are a number of open questions associated
with the work presented in this paper. One is how to choose the
right wavelet which would provide the most accurate model
for a particular class of processes. While there are many ways
to address this issue, the one which is of most interest to
us is to use the lifting scheme concept [10], [18] to perform
multiscale decompositions which are adapted to the statistics
of the process under study. Another interesting question is:
how does modeling performance translate to performance in a
particular estimation problem? These are questions which will
motivate our future work on MAR-wavelet models.

APPENDIX A
PROOF OF (17)

To see that (16) implies that each state depends only on its
parent, consider two states and at scale , for
some even integer . The parent of these
two states is

Then, for every integer , we have

(25)

and

(26)

In order to check that every and in (25) and
(26) is carried by , one can easily check that

and that

Then, using (25) and (26), we get (17) where, for every
, the matrices are
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and follow from (25) and (26) as: for
, for and

for

When are vectors of length
and follow as: for and for

APPENDIX B
PROOF OF PROPOSITION 1

In this Appendix we provide a proof of Proposition 1. The
proof of Proposition 1 requires the following lemma. Due to
the lack of space, the proof of this lemma is omitted but can
be found in [16].

Lemma 1: Let be an integer in , then

(27)

and

(28)

where we have (29), as shown at the bottom of the page, and
(30), also shown at the bottom of the page.

We now prove Proposition 1.
Proof: Define the matrices and as shown in (31)

at the bottom of this page, and the
triangular matrices and as also shown at the
bottom of this page, then (27) and (28) imply that

if

if
(29)

if

if
(30)

...
...

.. .
...

...
...

. . .
...

(31)

for and
otherwise

for and
otherwise

for and
otherwise

for and
otherwise
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...
...

...

...
...

...

Since and , then and are
invertible and (19) and (20) follow with

, and .

APPENDIX C
PROOF OF PROPOSITION 2

In this Appendix we provide a proof of Proposition 2.
Proof: First, let us define for notational simplicity
. Now consider the children and

of . Then we have the following.

• (respectively,

) is obviously a linear
function of and (respectively, )
since it is simply copied in (respectively,

).
• Using Proposition 1, and

are a linear function of
and respectively.

• The wavelet decomposition formulas (10) imply that
is a linear function of and

since they contain for
.

• The wavelet decomposition formulas (10) also imply that
is a linear function

of and . Indeed, for
we have

Since

it follows that is a linear
function of and .

• Finally, is a linear function of and
since the two parts and that

compose are carried by and
respectively.
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de la transformation par ondelettes,”C.R.A.S. Paris S´er. I Math, vol.
321, pp. 351–358, 1995.

[36] G. Strang and T. Nguyen,Wavelets and Filter Banks. Wellesley-
Cambridge Press, 1996.

[37] A. H. Tewfik and M. Kim, “Correlation structure of the discrete wavelet
coefficients of fractional Brownian motion,”IEEE Trans. Inform. The-
ory, vol. 38, pp. 904–909, Mar. 1992.

[38] H. L. Van Trees,Detection, Estimation, and Modulation Theory, Part I.
New York: Wiley, 1968.

[39] J. Zhang and G. Walter, “A wavelet-based KL-like expansion for wide-
sense stationary random processes,”IEEE Trans. Signal Processing, vol.
42, pp. 1737–1745, July 1994.

Authorized licensed use limited to: UR Futurs. Downloaded on December 4, 2009 at 12:37 from IEEE Xplore.  Restrictions apply. 


