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Abstract

In this paper, we present an approach to knowledge discovery in databases in the context of object-based representation systems. The goal of this approach is to extract viewpoints and association rules from data represented by objects. A viewpoint is a hierarchy of classes and an association rule can be defined within a viewpoint or between two classes lying in different viewpoints. The viewpoints construction algorithm allows to manipulate objects which are indifferently classes or instances of classes. Moreover, multivalued attributes as well as relations can be taken into account in the current approach.
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1 Introduction

Knowledge discovery in databases (KDD) aims at the discovery of useful information from large collections of data [3]. The discovered knowledge is represented by classification, association or causal rules describing properties of the data, classes or clustering of the objects in the database, etc. A KDD system relies on five main components: (1) data (and database management system); (2) data mining modules for extracting knowledge; (3) visualisation modules showing both the data and the knowledge; (4) a knowledge-based system able to solve problems on the domain of data; and (5) the human analyst who controls the process of knowledge discovery.

In the following, we present a KDD process whose goal is to discover clusterings and association rules from a collection of medical data. Currently, we are working on a medical database: the childhood cancer registry of Lorraine (a region of France). This database memorises descriptions of childhood cancer.

The KDD process is then organised around an analyst (actually a physician) and a knowledge-based system describing the medical universe of the data being analysed. Actually, knowledge is represented in an object-based representation system (OBRS) where individual objects are clustered into classes organised in an inheritance hierarchy. Moreover, a classification process, inspired from description logics [2] can be used to draw inferences and solve problems in the medical universe.

In our approach, rough data are transformed into individual objects and then clustered into classes in order to be handled by the KDD process. Classes are then organised into special hierarchies that can be considered as special viewpoints on rough data. Association rules can be extracted from those hierarchies, rules inside one hierarchy and rules between hierarchies. Viewpoints and rules are proposed to the analyst for further validation.

The present work relies on several previous work on Galois lattices and rules extraction [8, 4, 6, 5]. Our approach extend these previous works in several directions. We work with an OBRS and we handle multivalued attributes and any type of relations (not only boolean relations or monovalued attributes). For a KDD perspective, our algorithm has to deal with a large amount of data. Nonetheless, Galois lattice construction is time and space expensive with respect to the number of handling data. Then, viewpoints are not only constructed from basic objects but also from classes (clusters of basic objects) which already summarise a large set of data. Lastly, we take advantage of domain knowledge during the Galois lattice construction. Domain knowledge allows us to obtain more precise and more fine-grained clustering of objects.

The remainder of this paper is organised as follows. First, we present the basis of object-based representation systems. Then, we introduce the notion of Galois viewpoints and the Galois viewpoints construction
2 Object-Based Representation

In order to exploit domain knowledge, a KDD system has to be associated with a knowledge-based representation system (as explained in [3]). In our approach, we rely on an object-based representation system OBRS. Domain knowledge is represented by a conceptual hierarchy \( \mathcal{H} = (\mathcal{X}, \preceq, \omega) \) where \( \mathcal{X} \) is a set of classes, \( \preceq \) is a partial ordering — also called subsumption — and \( \omega \) is the root of \( \mathcal{H} \).

A class \( \alpha \in \mathcal{X} \) represents a real-world concept and is defined by a name and a set of properties describing the behavioral and definitional characteristics of the represented concept. A class is used as a cluster for a set of instances or individuals, i.e., basic level objects. From a KDD perspective, an OBRS can be considered at two levels: the intensional level where classes represent real-world concepts on a given domain, and the extensional level where individual objects represent data to be analysed.

The extension of a class \( \alpha \), denoted by \( \text{Ext}(\alpha) \), is the set of instances of \( \alpha \). An instance \( i \) of a class \( \alpha \) verifies all the properties of the intension of \( \alpha \). The intension of a class \( \alpha \), denoted by \( \text{Int}(\alpha) \), is defined by a set of attributes, denoted by \( A(\alpha) \), which corresponds to the set of constraints the instances of \( \alpha \) have to verify. Attributes can be symbolic attributes and filled with elementary values or relations establishing a correspondence between two classes. A range \( \text{range}(a, \alpha) \), describing the set of possible values for an attribute \( a \) in the class \( \alpha \), is associated with \( a \).

When an attribute \( a \) is a relation, \( \text{range}(a, \alpha) \) denotes the class with which \( a \) establishes a relation. For example, let us consider the conceptual hierarchy \( \mathcal{H}_1 = (X_1, \preceq, \omega_1) \) given in figure 1. The attribute profession in the class Person establishes a relation between Person and Activity.

In the range of an attribute \( a \), certain values must be necessarily associated with \( a \). The special keyword required introduce compulsory values and \( \text{required}(a, \alpha) \) denotes the set of compulsory values for the attribute \( a \) in the class \( \alpha \). For example, \( \text{required}(\text{Diploma}, \text{Graduate}) = \{ \text{MA}, \text{MS} \} \).

The subsumption relation is defined on the set \( \mathcal{X} \) of classes and can be considered at the extensional and intensional levels. At the extensional level, a class \( \beta \) subsumes a class \( \alpha \), denoted by \( \alpha \preceq \beta \), if and only if an instance of \( \alpha \) is also an instance of \( \beta \), what means: \( \text{Ext}(\alpha) \subseteq \text{Ext}(\beta) \). Then, \( \alpha \) is described by at least the attributes of \( \beta \) and an attribute can have more possible values for \( \beta \) than for \( \alpha \), what means: \( \text{Int}(\alpha) \supseteq \text{Int}(\beta) \).

3 Construction of a Viewpoint

In our approach, domain knowledge is represented by a conceptual hierarchy \( \mathcal{H} = (\mathcal{X}, \preceq, \omega) \). Basic data are reified as basic objects. A way of discovering new knowledge units in given sets of properties \( \mathcal{A} \) and objects \( \mathcal{D} \) (classes or instances) is to build a conceptual hierarchy, called a viewpoint and denoted by \( \mathcal{H}_{\mathcal{D}, \mathcal{A}} = (X_{\mathcal{D}, \mathcal{A}}, \preceq, \omega_{\mathcal{D}, \mathcal{A}}) \).

The construction of viewpoints relies on the Galois lattice theory. A lattice is a partially ordered set where each pair of elements \( (a, b) \) has unique meet \( a \land b \) and join \( a \lor b \) elements [8]. Given a set of objects \( \mathcal{D} \) and a set of attributes \( \mathcal{A} \), the viewpoint extraction process builds a conceptual hierarchy \( \mathcal{H}_{\mathcal{D}, \mathcal{A}} \) where a class \( \alpha \) is defined as a pair \( (\text{Ext}(\alpha), \text{Int}(\alpha)) \). The intension \( \text{Int}(\alpha) \) is the most general intension w.r.t. \( \exists \) describing properties common to all objects laying in \( \text{Ext}(\alpha) \) and \( \text{Ext}(\alpha) \) is the set of all objects in \( \mathcal{D} \) which have an intension more general than \( \text{Int}(\alpha) \) w.r.t. \( \exists \). Since objects of \( \mathcal{D} \) can be classes, it is the extension of the objects of \( \mathcal{D} \) which are considered in \( \text{Ext}(\alpha) \). An instance \( i \) is then considered like a special class which verifies \( \text{Ext}(i) = \{ i \} \).

From a computational perspective, the algorithm used to build viewpoints is based on the Galois algorithm described in [4]. Given a set of objects \( \mathcal{D} \) and a set of attributes \( \mathcal{A} \), the algorithm tries to build a partial Galois lattice. The symbolic attributes and the relations are manipulated in a special way as described below. The algorithm proceeds in an incremental way and updates the current lattice as soon as new objects are added. When a new object \( o \) is added, every class \( \alpha \) of the hierarchy is examined. If \( \text{Int}(o) \) is more general than \( \text{Int}(\alpha) \) then \( o \) is added to \( \text{Ext}(\alpha) \), else a new class \( \beta \) is created; given the set \( \text{Ext}(\alpha) \cup \text{Ext}(o) \), \( \beta \) is the class with the most general intension w.r.t. \( \exists \). A classification process is then used to introduce the new class \( \beta \) in the hierarchy [2].

3.1 The Manipulation of Attributes

Given a set \( \mathcal{D} \) of objects and a set \( \mathcal{A} \) of attributes, the class with the most general intension, denoted by \( \text{MGI}_{\mathcal{A}, \mathcal{D}} \), is defined as follows. The set of attributes of \( \text{MGI}_{\mathcal{A}, \mathcal{D}} \) is: \( A(\text{MGI}_{\mathcal{A}, \mathcal{D}}) = \bigcap_{o \in \mathcal{D}} A(o) \cap \mathcal{A} \). The constraints on attributes are: \( \text{range}(a, \text{MGI}_{\mathcal{A}, \mathcal{D}}) = \bigcup_{o \in \mathcal{D}} \text{range}(a, o) \).
and \( \text{required}(a,MGI_{A,D}) = \cap_{o \subseteq D} \text{required}(a,o) \).

For example, let us assume that \( A = \{ \text{cancer}, \text{prescriptions} \} \) and \( D = \{ P2, P3 \} \). The class with the most general intension \( MGI_{A,D} \) associated with \( A \) and \( D \) is defined by: \( \text{range(cancer,MGI}_{A,D}) = \{ \text{ca} \} \), \( \text{required(cancer,MGI}_{A,D}) = \{ \text{ca} \} \), \( \text{range(prescriptions,MGI}_{A,D}) = \{ t1,t2 \} \), \( \text{required(prescriptions,MGI}_{A,D}) = \{ t1 \} \). Taking into account that for an instance \( i \) and an attribute \( a \), \( \text{range}(i,a) = \text{required}(i,a) \).

Now, we explain how relations are handled. A relation is manipulated like an attribute, and this manipulation may be recursive, i.e. the range of a relation is a class that can be in turn in relation with another class, and so on. For example, suppose that \( D = \{ P1, P2, P3 \} \) and that \( A = \{ \text{exposure, profession} \} \). The objects in \( D \) share the relation \( \text{profession} \) for which they have the set of values \( D' = \{ \text{Pro1, Pro2, Pro3} \} \). The objects in \( D' \) share the attribute \( \text{exposure} \), whose range is \( \text{asbestos} \). Thus, the class \( MGI_{A,D} \) with the most general intension associated with \( A \) and \( D \) is described by the following constraints: \( \text{range(profession,MGI}_{A,D}) = \text{MGI}_{A,D} \) and \( \text{range(exposure,MGI}_{A,D}) = \{ \text{asbestos} \} \).

### 3.2 Domain Knowledge

One originality of the present work is to take into account the knowledge associated with the domain being analysed. Actually, knowledge is encoded into classes and the conceptual hierarchy. Given a conceptual hierarchy \( H \) and a set of objects \( E \), it is possible to find the most specific class \( C \) w.r.t. \( \preceq \) in \( H \) which subsumes all the objects of \( E \). According to this remark, given a set of objects \( D \) and a conceptual hierarchy \( H \), we introduce a special attribute \( a \text{-kind-of} \) whose value is the most specific class the objects of \( D \) are subsumed by.

Let us examine how the class hierarchy can be exploited by means of an example. Let us suppose that \( D = \{ P1, P2, P3 \} \) and \( A = \{ \text{cancer, profession, prescriptions, exposure} \} \). The viewpoint \( H_{D,A} \) relying on \( A \) and \( D \) is shown on the figure. The class \( C1 \) is a subclass of \( \text{Patient} \), as indicated by the special attribute \( a \text{-kind-of} \), i.e. every instance of \( C1 \) is also an instance of \( \text{Patient} \). Moreover, the attribute \( \text{profession} \) establishes a relation between the class \( C1 \) and the class \( C6, C6 \) being a subclass of \( \text{Handwork} \).

### 3.3 Discussion

One of the major advantages of the present work is the ability to handle structured objects. Thus, viewpoints are not only described by boolean attributes (like in the case in classical approaches) but by attributes with a set of possible (range) and compulsory (required) values. Moreover, the manipulation of relations allows to construct several viewpoints linked by relations. In our application, the OBRS formalism allows us to significantly decrease the number of attributes used to describe children and then increases the efficiency of the viewpoint construction algorithm. Indeed, a child can be affected by twenty different kinds of illnesses and each kind of illness can be attended by at least five treatments. The illnesses are then described by a hierarchy of classes, and each different kind of illness is describe by its possible treatments. A relation is then simply defined between a child and an illness. In the classical data representation, we would have to introduce one attribute for each illness and one attribute for each treatment associated with an illness which represents at least one hundred attributes. Moreover, an illness can be attended by more than one treatment what can not be taken into account in the classical representation without a significant increase of the number of attributes.
(one attribute for two kinds of treatments and so on).

The ability to handle classes to construct viewpoints is a real improvement. Indeed, the Galois lattice technique is time and space expensive and can not be used with large sets of objects (it is a real limitation for KDD purpose). Thus, in order to analyse large databases, data are previously clustered into classes. Classes can be obtained from experts, from reification of requests or from conceptual clustering methods based on statistical measures [7]. For example, in our application, the analyst has defined six classes of different types of childhood cancer which resume all the data (nine hundred children). These classes are then used to generate viewpoints. One can note that this number of data can not be handled by classical method in tractable time and space [6].

A viewpoint is a potential knowledge for the analyst. Indeed, a class is able to represent a concept previously unknown and the hierarchical structure of viewpoints conveys knowledge about the organisation of data. For example, the construction of a viewpoint on the six types of childhood cancer has put in evidence that solid tumours are close to leukaemia with respect to one type of treatment, and that three types of solid tumour can be generalised in one type with respect to the kind of treatment used to attend them.

In our approach, the same formalism is used to represent the results of the learning process, background knowledge and data. A viewpoint is then a conceptual hierarchy similar to the one defined in section 2. So, as viewpoints are conceptual hierarchies, they can be stored in the knowledge base, and the classification process of OBRS is used to draw inferences on data and for reasoning purpose [2]. Another knowledge about data is association rules. The following section is about association rule extraction process.

4  Association Rules Extraction

In this section, we show how association rules can be extracted within and between viewpoints to finish with a discussion on the rule extraction process.

4.1 Rules within Viewpoints

An association rule $B' \rightarrow C'$, where $B'$ and $C'$ are conjunction of properties, means that every individual that verify all the properties of $B'$ also verify the properties of $C'$. In [6], it is shown that an association rule $B' \rightarrow C'$ exists iff the most general class w.r.t. $\leq$, containing $B'$ is subsumed by the most general class containing $C'$. Indeed, an association rule $B' \rightarrow C'$ can be generated from a class $\alpha$ as soon as $B'$ is a subset of $\lambda(\alpha)$, i.e. the own properties of $\alpha$, and $C'$ is a subset of the global properties of $\alpha$ (own and inherited properties).

In our framework, classes of viewpoints are not only represented by properties but also by attributes associated with ranges and constraints. Then, an element of an association rule is not only a property, but also an attribute with which is associated a conjunction of values (required) and a disjunction of values (range). For example, in the figure 2, the class C2 has two own attributes: the attribute cancer and prescriptions. The association rule cancer: ca $\leftrightarrow$ prescriptions: (t1) $\land (t1 \lor t2)$ is generated. This association rule can be interpreted as follows: the treatment t1 is always used to attend cancer ca. But, treatments t2 can also be associated with t1 to attend ca.

4.2 Rules between Viewpoints

The generation of association rules involving the a-kind-of relation is more classical, but it shows how knowledge organisation can be exploited in the rule generation process. A classical way of interpreting the a-kind-of relation is the following: when the class $\alpha$ is a-kind-of $\{\beta, \gamma\}$, then every instance of $\alpha$ is an instance of $\beta$ and $\gamma$. As a matter of consequence, this implies that all objects having the properties of $\alpha$ have also those of $\beta$ and $\gamma$. Since an own property represents a necessary condition, it is possible to conclude that objects having the own properties of $\alpha$ have also the own properties of $\beta$ and $\gamma$. So, the right side of
the rule can be reduced to the own properties of the a-kind-of classes. For example, the rule exposure: asbestos $\rightarrow$ own properties of Handwork, can be generated from the class C6 and the property a-kind-of.

Association rules associated with relations between classes can also be defined between viewpoints. When a relation $r$ is defined for objects lying in a set $D$, then objects in $D$ are in correspondence with objects in $D' = \bigcup_{o \in D} \text{range}(r, o)$. Moreover, classes in the view point $H_{D', A}$ are in correspondence with classes in the viewpoint $H_{D, A}$. In this case, the own properties of $\alpha$ entail the properties of $\beta$, where $\beta$ defines $\text{range}(r, \alpha)$ for the relation $r$ in $\alpha$. For example, the following rule can be extracted from the class C3: cancer: $cB \rightarrow \text{range}(\text{profession})$ with exposure: asbestos.

4.3 Discussion

The association rules extracted from viewpoints have a good degree of expressiveness. For example, the association rule generated from class C2: cancer: $cA \leftrightarrow \text{prescriptions}: t1 \land (t1 \lor t2)$ can be interpreted as follows: when a person has a cancer $cA$ he is attended with the treatment $t1$ who can be combined with the treatment $t2$.

Viewpoints can be considered for their own or in association with other Viewpoints. For example, the following rule can be extracted from the relation between class C3 and class C7: a patient ill with cancer $cB$ has an activity implying painting and an exposure to asbestos. Moreover, the relation a-kind-of is used to extract rules between the viewpoint under construction and the already stored viewpoints. One can note that viewpoints and association rules are closely associated with the object-based formalism used here. Thus, if the analyst agrees, viewpoints or association rules can be saved in the knowledge base in order to be reused.

5 Conclusion

In this paper, we have presented an approach to knowledge discovery in databases in the context of OBRs. In the current approach, data are represented by objects which are then clustered into classes; classes are themselves organised into viewpoints giving a particular view of data represented. Viewpoints are also used to generate association rules that can be used to explain the data; viewpoints and association rules generation are basic tool for a KDD process.

The current work extends previous works on Galois lattices in a number of directions: viewpoints as partial lattice, viewpoints are obtained from classes or instances, association rules within and between viewpoints, and exploitation of domain knowledge in the KDD process.

We plan to implement a technique based of the number of instances in the extension of the classes to generate partial association rules. $B' \rightarrow C'$ is a partial association rule with confidence c if c% of individuals that verify $B'$ also verify $C'$. First, Galois lattice will provide a theoretical framework for the partial association rules generation. Moreover, we will obtain the advantages of OBRs on the boolean properties which are used in [1].
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