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Abstract. We propose a transformation based method for proving termination of ELAN strategies. We first give a sufficient criterion for ELAN strategies to terminate, only relying on rewrite rules involved in the strategy. We then give a simplification process of strategies, itself described by rewriting, to empower the previous criterion. This simplification, beyond easing termination proof of strategies, can both facilitate elaboration of specifications and ease proofs of other program properties.

1 Strategy-guided evaluation in rule-based languages

Rule-based languages like ASF+SDF [18], Maude [8], Cafe-OBJ [11], Stratego [24] or ELAN [4,3] are now used for various applications like constraint solving, protocol verification, modeling of biological or chemical systems, and more. Nowadays, these systems deserve all the more interest as they are backed up by efficient compilers or interpreters. The declarative aspects of programming brought by rewrite rules can be enforced by a declarative language for expressing control as for instance in [15]. In a more general context, methods for controlling non-deterministic computations [20,21,16] are used to reduce backtracking.

The ELAN system, in particular, provides an environment for specifying and prototyping deduction systems by allowing to combine rules with strategy operators. Evaluating a data in the rewriting context consists in exploring all possible rewriting derivations. The strategy operators combining the rules are used to refine the rewriting process while preserving its non-determinism. They restrict the search space by describing the form of the best derivations to get results.

In this context, as in programming in general, termination is a key property. It warrants, in particular, the existence of a result for every evaluation of a program. Our purpose here is to study termination of ELAN-like strategies. The idea is to transform the termination problem of a strategy, very difficult to tackle directly, into the termination study of a conditional rewriting system (CRS in short). The transformation we propose is a simplification in the sense that operators of the strategy are suppressed, as well as redundancy of rules implicated in the program. The structure of the resulting program is then simpler; it has in general significantly less rules than the initial one, and so is in general more readable.

For related work, R. Kieburtz, in [17], defines a programming logic for rewriting Stratego-like strategies [24]. His study consists in characterizing the largest set of terms verifying a certain property $P$ once transformed by a strategy $S$. However, no termination result emerges from this work, and recursion is explicitly assumed terminating.

Some of the simplifications of this paper have been inspired from [19], where many laws on ELAN-like strategies (called tactics) are established. The notion of simplification of strategies also occurs in [25], but, as we will see, ours is the first one that preserves both semantics and termination behaviour, may the strategies terminate or not. This work can also be of interest for rule-based languages like Stratego [24], Maude [8] and Cafe-OBJ [11], previously cited, and for declarative languages [21,16], since they have strategy features similar to the ones described in this work.
The paper is organized as follows. In Section 2, we present the background and introduce the strategies studied in the paper. In Section 3, we introduce a method for proving termination of these strategies. In Section 4, a simplification process empowering this method is proposed. Illustrative examples are given.

2 Rule-based programs with strategies

We assume that the reader is familiar with the basic definitions and notations of term rewriting given for instance in [7]. In the following, we denote $\mathcal{X}$ a (potentially infinite) set of variables. $\mathcal{T}(\mathcal{F}, \mathcal{X})$ is the set of terms built from a given finite set $\mathcal{F}$ of function symbols $f$ having (possibly variable) arity $n \in \mathbb{N}$ (which is denoted $f : n$), and the set $\mathcal{X}$. Given a term $t \in \mathcal{T}(\mathcal{F}, \mathcal{X})$, $\text{Var}(t)$ denotes the set of variables in $t$. The normal form of a term $t$ w.r.t. a TRS $\mathcal{R}$ is denoted $t \downarrow^* \mathcal{R}$.

A substitution is an assignment from $\mathcal{X}$ to $\mathcal{T}(\mathcal{F}, \mathcal{X})$, written $\sigma = (x \mapsto t) \ldots (y \mapsto u)$, and identified with the finite set of equations $(x = t) \land \ldots \land (y = u)$. It uniquely extends to an endomorphism of $\mathcal{T}(\mathcal{F}, \mathcal{X})$. The result of applying $\sigma$ to a term $t \in \mathcal{T}(\mathcal{F}, \mathcal{X})$ is written $\sigma(t)$ or $\sigma t$. The domain of $\sigma$, denoted $\text{Dom}(\sigma)$ is the finite subset of $\mathcal{X}$ such that $\sigma x \neq x$. The range of $\sigma$, denoted $\text{Ran}(\sigma)$, is defined by $\text{Ran}(\sigma) = \bigcup_{x \in \text{Dom}(\sigma)} \text{Var}(\sigma x)$. We have in addition $\text{Dom}(\sigma) \cap \text{Ran}(\sigma) = \emptyset$. The restriction of a substitution $\sigma$ to a set of variables $\mathcal{X}$ is denoted $\sigma|_{\mathcal{X}}$, and is defined by $\text{Dom}(\sigma|_{\mathcal{X}}) \subseteq \mathcal{X}$, and $\sigma|_{\mathcal{X}} x = \sigma x$ for every $x \in \mathcal{X}$.

From the programming viewpoint, a rule-based program with strategies enables to specify system calculi based on multi-sorted rewriting theories; each theory is described by a program consisting of a signature, a set of rewrite rules for calculus and execution strategies for control.

Given a program $E$ describing a theory, we denote $\mathcal{F}_E$ the set of symbols of the signature, where the subscript $E$ may be omitted if there is no ambiguity. We denote $\mathcal{L}_E$ the set of rules, assumed labelled to enable strategy constructors to use them later on. Several rewrite rules may have the same label; hence a labelled rule is a set of conditional rewrite rules built over terms of $\mathcal{T}(\mathcal{F}_E, \mathcal{X})$. The syntax of a rewrite rule is

$$[\text{label}] \; l \rightarrow r \; \text{if c}$$

where label is the label of the rule, $(l \rightarrow r \; \text{if c})$ is a conditional rewrite rule, where $l, r, c \in \mathcal{T}(\mathcal{F}_E, \mathcal{X})$ are respectively the left-hand side, the right-hand side and the boolean conditional part of the rule. By convention, we have $\text{Var}(r) \cup \text{Var}(c) \subseteq \text{Var}(l)$.

In the following, to fix ideas, we will consider the strategy language offered by the ELAN system. Strategies consist of terms built on $\mathcal{F}_E \cup \mathcal{S}_E$, with $\mathcal{S}_E = \mathcal{L}_E \cup \{i, \mathit{fail}, \mathit{dk}, \mathit{dc}, \mathit{first}, \mathit{;}, \mathit{repeat}\}$. The $\mathit{dk}$ operator is an abbreviation of $\mathit{don't} \; \mathit{know} \; \mathit{choose}$, and selects non-deterministically all strategies given as parameter. The $\mathit{dc}$ operator, for $\mathit{don't} \; \mathit{care} \; \mathit{choose}$, chooses in a non-deterministic way one strategy that does not fail. The $\mathit{first}$ operator selects the first strategy that does not fail. It is similar to the classical structure $\mathit{if-then-else-orelse}$ in other languages. The $\mathit{;}$ operator expresses composition of strategies, and the $\mathit{repeat}$ operator composes a strategy with itself while it is not failing. Note that this is the case of recursion we consider in our study. $\mathit{i}$ is the identity strategy, and $\mathit{fail}$ a strategy that always fails. Given a strategy $S \in \mathcal{T}(\mathcal{F}_E \cup \mathcal{S}_E, \mathcal{X})$, for $i \geq 0$, we inductively define $\mathcal{S}^i$ by $\mathcal{S}^0 = \mathit{id}$ and $\mathcal{S}^{i+1} = S_i \cdot S$. The semantics of the strategy operators is given in Table 1, and borrowed from [2].

Strategies apply to terms to give sets of terms, empty if the application fails. Application of a strategy $S$ to a ground term $t \in \mathcal{T}(\mathcal{F})$ is denoted $S(t)$, and computed with rules of Table 1. For readability, we may also use the notation $[S](t)$. Labelled rewrite rules apply to a term at the top position; however, a $\mathit{congruence}$ strategy enables the application of a strategy deeper in a term. We denote $\Rightarrow^*$ the rewriting relation on strategy applications induced by rules of Table 1. Its reflexive transitive closure is denoted $\Rightarrow^*$. Normal forms of this rewriting are sets of terms. Due to the non-determinism of some strategy operators, we may have two sets
Table 1. The ELAN strategies: atoms and operators

<table>
<thead>
<tr>
<th>Label/Operator</th>
<th>Notation</th>
<th>Functional semantics / Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td><code>id</code></td>
<td><code>[id](t)\rightarrow \{t\}</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>makes no transformation, but never fails.</td>
</tr>
<tr>
<td>Failure</td>
<td><code>fail</code></td>
<td><code>[fail](t)\rightarrow \emptyset</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>always fails.</td>
</tr>
<tr>
<td>Labelled rule</td>
<td><code>[S]</code></td>
<td><code>[S](t)\rightarrow \{\alpha \cup \alpha_i = t \land \alpha_i \rightarrow \text{true}\}</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>gives all one-step reductions of <code>t</code> at the top position with the set of conditional rewrite rules of <code>S</code>.</td>
</tr>
<tr>
<td>Composition</td>
<td><code>S_1; S_2</code></td>
<td><code>[S_1; S_2](t)\rightarrow \bigcup_{t' \in [S_1](t)} [S_2](t')</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>returns all results (maybe none) of <code>S_2</code> applied to the results of <code>S_1</code>.</td>
</tr>
<tr>
<td>Congruence</td>
<td><code>f(S_1, \ldots, S_n)</code></td>
<td><code>[f(S_1, \ldots, S_n)](g(t_1, \ldots, t_m))\rightarrow \begin{cases} \bigcup_{u_1 \in [S_1](t_1), \ldots, u_n \in [S_n](t_n)} f(u_1, \ldots, u_n) \\ \emptyset \quad \text{if } f = g \quad \text{and } \forall i : [S_i](t_i) \neq \emptyset \\ \emptyset \quad \text{if } f = g \quad \text{and } \exists i : [S_i](t_i) = \emptyset \\ \emptyset \quad \text{if } f \neq g \end{cases}</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>enables the application of a strategy deeper into a term.</td>
</tr>
<tr>
<td>Don’t know</td>
<td><code>dk(S_1, \ldots, S_n)</code></td>
<td><code>[dk(S_1, \ldots, S_n)](t)\rightarrow \bigcup_{i=1}^{n} [S_i](t)</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>returns all results of <code>S_1, \ldots, S_n</code>. Whatever the term <code>t</code>, every strategy <code>S_i</code> is tried in all possible ways on <code>t</code>.</td>
</tr>
<tr>
<td>Don’t care</td>
<td><code>dc(S_1, \ldots, S_n)</code></td>
<td><code>[dc(S_1, \ldots, S_n)](t)\rightarrow \begin{cases} \emptyset \quad \text{if } \bigcup_{i=1}^{n} [S_i](t) = \emptyset \\ [S_j](t) \quad \text{if } [S_i](t) \neq \emptyset \end{cases}</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>chooses non-deterministically a successful strategy among <code>S_1, \ldots, S_n</code> and returns all its results.</td>
</tr>
<tr>
<td>First</td>
<td><code>first(S_1, \ldots, S_n)</code></td>
<td><code>[first(S_1, \ldots, S_n)](t)\rightarrow \begin{cases} \emptyset \quad \text{if } \bigcup_{j=1}^{n} [S_j](t) = \emptyset \\ [S_j](t) \quad \text{if } [S_j](t) \neq \emptyset \end{cases}</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>selects in a sequential way the first strategy that does not fail, and returns all its results. If <code>S_i</code> is selected, then <code>S_1, \ldots, S_{i-1}</code> have failed.</td>
</tr>
<tr>
<td>Repeat</td>
<td><code>repeat^*(S)</code></td>
<td><code>[repeat^*(S)](t)\rightarrow [S^j](t) \quad \text{if } [S^{j+1}](t) = \emptyset \land \bigwedge_{i=0}^{j} [S^i](t) \neq \emptyset</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>iterates the strategy <code>S</code> until it fails and then returns the last result.</td>
</tr>
</tbody>
</table>
|                |          | Remark that if `S` fails, then `repeat^*(S)` is equivalent to the `id` strategy.
of terms $E_1 \neq E_2$ such that $S(t) \rightarrow^* E_1$ and $S(t) \rightarrow^* E_2$. We write $S(t) \subseteq S'(t)$ iff for every set of terms $E$ such that $S(t) \rightarrow^* E$, there exists an evaluation of $S'(t)$ such that $S'(t) \rightarrow^* E'$, with $E \subseteq E'$. We write $S(t) = S'(t)$ iff $S(t) \subseteq S'(t)$ and $S'(t) \subseteq S(t)$. We say that $S$ and $S'$ have the same semantics iff $S(t) = S'(t)$ for every ground term $t$, that $S(t)$ terminates (or is terminating) if every evaluation of $S(t)$ terminates and that $S$ terminates (or is terminating) if $S(t)$ terminates for every ground term $t$. We say that two strategies $S$ and $S'$ have the same termination behaviour if for every ground term $t$, $S(t)$ terminates iff $S'(t)$ terminates, and that two strategies $S$ and $S'$ are equivalent iff they have both same semantics and termination behaviour.

Remark that two strategies $S$ and $S'$ may have the same semantics without having the same termination behaviour; if we consider a terminating strategy $S$ and a strategy $S_\infty$ such that there exists no terminating evaluation of $[S_\infty](t)$ for every ground term $t$, then the strategies $dc(S, S_\infty)$ and $S$ have the same semantics, but the first is not terminating, while the second is. Remark also that if a ground term $t \in T(\mathcal{F})$ and a strategy $S$, we can infer from the rules of Table 1 that if $[S](t) \rightarrow^* \emptyset$, then every evaluation of $[S](t)$ fails. By abuse of notation, we may denote $[S](t) = \emptyset$ for $[S](t) \rightarrow^* \emptyset$.

Table 2. Collection of TRSs used for termination

<table>
<thead>
<tr>
<th>$\mathcal{LR}$</th>
<th>$\rightarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules(id)</td>
<td>${x \rightarrow x}$</td>
</tr>
<tr>
<td>Rules(fail)</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>Rules(\ldots\ldots)</td>
<td>${\ldots}$</td>
</tr>
<tr>
<td>Rules($dk(S_1, \ldots, S_n)$)</td>
<td>$\bigcup_{i=1}^{n} \text{Rules}(S_i)$</td>
</tr>
<tr>
<td>Rules($dc(S_1, \ldots, S_n)$)</td>
<td>$\bigcup_{i=1}^{n} \text{Rules}(S_i)$</td>
</tr>
<tr>
<td>Rules($first(S_1, \ldots, S_n)$)</td>
<td>$\bigcup_{i=1}^{n} \text{Rules}(S_i)$</td>
</tr>
<tr>
<td>Rules($f(S_1, \ldots, S_n)$)</td>
<td>$\bigcup_{i=1}^{n} \text{Rules}(S_i)$ if $f \in \mathcal{F}$</td>
</tr>
<tr>
<td>Rules($S_1; S_2$)</td>
<td>$\text{Rules}(S_1) \cup \text{Rules}(S_2)$</td>
</tr>
<tr>
<td>Rules($\text{repeat}^*(S)$)</td>
<td>$\text{Rules}(S) \cup {x \rightarrow x}$</td>
</tr>
</tbody>
</table>

Term

| $\text{TERMIN}(S)$ | $\rightarrow T(\text{true}, S)$ |
| $T(\text{id})$ | $\rightarrow \text{true}$ |
| $T(\text{fail})$ | $\rightarrow \text{true}$ |
| $\text{Termin}$ | $\rightarrow \text{true}$ if $\text{Rules}(S)_{\mathcal{LR}}$ is terminating or

$\frac{\text{is } \varepsilon\text{-terminating and } S \text{ contains no congruence strategy}}{\text{otherwise}}$

| $T(\text{false}, \text{repeat}^*(S))$ | $\frac{\text{true}}{}$ |
| $\frac{\text{otherwise}}{}$ |

| $T(\text{true}, \text{repeat}^*(\ldots\ldots))$ | $\rightarrow \text{false}$ if $\ldots\ldots$ is not $\varepsilon$-terminating |
| $\frac{\text{otherwise}}{}$ |

| $T(\text{true}, \text{repeat}^*(S))$ | $\rightarrow \frac{\text{true}}{}$ if $S \neq \ldots\ldots$ and $\text{Rules}(S)_{\mathcal{LR}}$ is terminating or |
| $\frac{\text{otherwise}}{}$ |

3 Termination of strategies

Given a strategy, we propose a way of extracting a set of labelled rules whose termination ensures termination of the strategy. A first, naive approach for proving termination of a strategy $S$ is
to prove termination of the set of all labelled rewrite rules involved in $S$. Indeed, given a set of labelled rewrite rules, strategy operators are used to constrain the rewriting, and hence restrict the possible applications of the rules. If termination of all applications is proved, then, in particular, so is termination of a strategy restricting these applications. By decomposing the strategy term and gathering the involved set of rules, the rewriting system $\mathcal{LR}$ on $\mathcal{T}(\mathcal{F} \cup \mathcal{S} \cup \{\text{Rules}_1\})$, $\mathcal{X}$ given in Table 2 rewrites $\text{Rules}(S)$ into this set.

Remark the particular rewriting of $\text{Rules}(\text{repeat}^*(S))$, evaluating in $\text{Rules}(S)$ to which $id$ is added. Indeed, $id$ is hidden in the strategy $\text{repeat}^*(S)$, and applies if $S$ fails. In particular, a strategy $\text{repeat}^*(\text{repeat}^*(S))$ cannot be terminating, even if $S$ is.

Before using $\mathcal{LR}$ to prove termination of strategies, let us remark that since labelled rewrite rules only apply at the top position, we can restrict their termination study to the particular case of $\varepsilon$-rewriting, that is rewriting at the top position.

**Definition 1.** Given a CRS $\mathcal{R}$ built on $\mathcal{T}(\mathcal{F}, \mathcal{X})$ and two terms $t, t' \in \mathcal{T}(\mathcal{F}, \mathcal{X})$, we say that $t$ $\varepsilon$-rewrites into $t'$ iff $t \rightarrow_{\mathcal{R}}^* t'$. We say that $\mathcal{R}$ is $\varepsilon$-terminating iff there exists no infinite $\varepsilon$-rewriting chain in $\mathcal{R}$.

We can now state a first sufficient condition for termination of strategies. The complete proofs of the results presented in this paper can be found in the appendix.

**Proposition 1.** Given a strategy $S$, the reduction of the term $\text{Rules}(S)$ with $\mathcal{LR}$ terminates and results in a set of rules such that: if $\text{Rules}(S)_{\upharpoonright_{\mathcal{LR}}} \varepsilon$-terminating, then $S$ terminates.

Classical methods for proving termination of CRSs [6, 14] rely on simplification orderings and then show general termination, hence in particular $\varepsilon$-termination. In Section 4.1, we propose a sufficient condition for proving $\varepsilon$-termination of a set of labelled rewrite rules when classical methods fail, in some cases.

Proposition 1 can be refined, since it considers all rules of a strategy, while only some of these rules may cause non-termination. For instance, let us consider the strategy $S = \{f(a) \rightarrow g(a); \text{repeat}^*\{g(a) \rightarrow f(a)\}\}$. Obviously, $S$ is terminating: for any ground term $t$, the rule $f(a) \rightarrow g(a)$ fails or applies and, if it applies, the rule $g(a) \rightarrow f(a)$ can apply only once. However, we have $\text{Rules}(S)_{\upharpoonright_{\mathcal{LR}}} = \{f(a) \rightarrow g(a), g(a) \rightarrow f(a)\}$, which is obviously not $\varepsilon$-terminating.

The intuition suggests that non termination can be caused only by recursion. We then use Proposition 1 for strategies encapsulated by a $\text{repeat}^*$ operator. Moreover, if the encapsulated strategy is a set of rules $S$, then we have equivalence between $\varepsilon$-termination of $S$ and termination of $\text{repeat}^*(S)$, and in this particular case, non termination of a strategy may be shown. If $S$ is not a set of rules, then $\varepsilon$-termination of the set of rules $\text{Rules}(S)_{\upharpoonright_{\mathcal{LR}}}$ is just a sufficient condition for termination of $S$.

For strategies that are not headed by a $\text{repeat}^*$ operator, we infer from the semantics given in Table 1 and the definition of a terminating strategy the following conditions for termination:

- if $S = \text{id}, \text{fail}$ or $\{\ldots\}$, then its application consists of a finite number of one-step rewrites, and hence terminates;
- if $S = f(S_1, \ldots, S_n)$, for $f \in \mathcal{F}$, then $S$ terminates iff $S_1, \ldots, S_n$ are terminating;
- if $S = d(S_1, \ldots, S_n)$, then $S$ terminates iff $S_1, \ldots, S_n$ are terminating;
- if $S = \text{dc}(S_1, \ldots, S_n)$, application of $S$ may evaluate into application of $S_i$: for some $i \in \{1, \ldots, n\}$, therefore $S$ terminates iff $S_1, \ldots, S_n$ are terminating;
- if $S = \text{first}(S_1, \ldots, S_n)$, application of $S$ may never evaluate into application of $S_j, \ldots, S_n$, for $j > 1$; this is why termination of $S_1, \ldots, S_n$ is just a sufficient condition for $S$ to terminate. However, if $S_1$ does not terminate, then neither does $S$;
- if $S = S_1; S_2$, a sufficient condition for $S$ to terminate is that $S_1$ and $S_2$ are terminating. However, like for the previous point, if $S_1$ does not terminate, then neither does $S$.

The above conditions for termination induce a transformation that preserves termination and can even sometimes ensure non termination of a strategy. This transformation is defined by a
TRS $\text{Termin}$ on $T(F \cup S \cup \{\text{TERMIN} : 1, T : 2, true : 0, false : 0, \varepsilon : 0\}, X)$ such that given a strategy $S$, $S$ terminates if the term $\text{TERMIN}(S)$ built on $S$ with the new symbol $\text{TERMIN}$ rewrites into $true$ and does not terminate if $\text{TERMIN}(S)$ rewrites into $false$. Termination of $S$ is undetermined if $\text{TERMIN}(S)$ rewrites into $\varepsilon$.

Reduction of the term $\text{TERMIN}(S)$ is achieved in a classical way through reduction of the term $T(b, S)$ where $b$ is a boolean value, initially true, indicating whether the reduction will give a necessary and sufficient condition or just a sufficient condition. The value $\varepsilon$ extends the boolean values true and false by $\varepsilon \wedge true = true$, $\varepsilon \wedge false = false$. See Table 2 for Termin, whose correctness is ensured by the following theorem.

**Theorem 1.** Let $S$ be a strategy. Then the reduction of $\text{TERMIN}(S)$ with Termin terminates and its normal form is either true, false or $\varepsilon$, and:

- if $\text{TERMIN}(S) \Downarrow \text{Termin} = true$, then $S$ terminates;
- if $\text{TERMIN}(S) \Downarrow \text{Termin} = false$, then $S$ does not terminate.

A corollary of Theorem 1 is that any strategy containing no repeat* operator is terminating.

**Example 1.** Let us come back to the strategy $S$ motivating the refinement of Proposition 1:

$$\{f(a) \rightarrow g(a); \text{repeat}^*\{g(a) \rightarrow f(a)\}\}.$$  

With $\text{Termin}$, we have the reduction:

$$\text{TERMIN}(S)$$
$$\rightarrow T(true, \{f(a) \rightarrow g(a)\}; \text{repeat}^*\{g(a) \rightarrow f(a)\})$$
$$\rightarrow T(true, \{f(a) \rightarrow g(a)\})$$
$$\quad \land T(false, \text{repeat}^*\{g(a) \rightarrow f(a)\})$$
$$\rightarrow true \land T(false, \text{repeat}^*\{g(a) \rightarrow f(a)\})$$
$$\rightarrow true \land true$$
$$\rightarrow true.$$

Consequently, by Theorem 1, $S$ is terminating.

Our termination criterion is still too coarse, for we have not taken into account the way strategy operators make their arguments interact. For instance, let us consider the strategy $S$:

$$\text{repeat}^*(\text{first}(\{f(a) \rightarrow g(b)\}, \{f(x) \rightarrow g(x), g(a) \rightarrow f(a)\})).$$

Theorem 1 proves that $S$ terminates if $\{f(a) \rightarrow g(b)\}$ is $\varepsilon$-terminating, which is not the case, because of the infinite $\varepsilon$-derivation

$$f(a) \rightarrow g(a) \rightarrow f(a) \rightarrow \ldots$$

Yet, the semantics of the $\text{first}$ operator ensures that the rule $f(x) \rightarrow g(x)$ cannot apply with the instance $x = a$, because of the first argument of the $\text{first}$ strategy. In fact, $S$ terminates.

We then need to exploit the semantics of the strategy operators for proving termination of strategies in a finer way than previously. An appropriate way consists in simplifying, in some sense defined later on, a strategy into another one whose termination is easier to prove and ensures termination of the original strategy.

4 Simplification of strategies

We then propose to exploit the particular definition of strategy operators to define a reduction mechanism on strategies. We come up with rewrite rules transforming strategy terms into equivalent ones, i.e. having both same semantics and termination behaviour. To distinguish rewriting of strategies from rewriting applied to data $t$ of programs, we will denote the reduction
relation on strategies by $\rightarrow$. Defining the "size" of a strategy by its number of labelled rewrite rules and strategy operators, the main idea is to make this size decrease when simplifying a strategy $S$ into a strategy $S'$. We propose a simplification process empowering the termination criterion described in Section 3, by removing labelled rules and strategy operators.

Starting from very simple observations, we can easily, in a first step, introduce simplification rules dealing with properties of the failure and success of a strategy, i.e. of the particular operators $fail$ and $id$. They are rules (1–9) of the system $SIMPL$ given in Table 5 at the end of Section 4, where all simplification rules of the paper are gathered.

Remark that one would also expect the simplification rule $S; fail \rightarrow fail$ in the list of rules above, but this rules does not preserve the termination behaviour of the left-hand side strategy. Indeed, if $S$ is not terminating then neither is $S; fail$, while the strategy $fail$ always terminates. The rules (6) and (7) express that the $fail$ strategy is never selected in the list of arguments. On the opposite, the rules (8) and (9) express that if a strategy $S$ cannot fail, then the strategies occurring after $S$ in the list of arguments of a $first$ strategy will never be selected.

Now, rules expressing the distributivity of the composition can also simplify strategy expressions. See rules (10–12) in Table 5. Note however that though the "$;" operator is distributive over congruence and $dk$ strategies, it is not over $dc$ and $first$ strategies.

To illustrate the non left-distributivity over the $dc$ strategies, let us consider the application of the strategy $dc(\{a \rightarrow b\};\{c \rightarrow d\})$ to the term $a$ (for convenience, we sometimes use rewrite rules instead of their label). It results either in the empty set or in $\{d\}$, while the application $[dc(\{a \rightarrow b\};\{c \rightarrow d\})\{a \rightarrow c\};\{c \rightarrow e\}]$ always results in $\{d\}$, and hence never fails. The right distributivity is not correct either, such as illustrated by $[dk(\{a \rightarrow b\};\{a \rightarrow c\});dc(\{b \rightarrow d\};\{c \rightarrow e\}]\{a \rightarrow c\};\{c \rightarrow e\}]$ always results in $\{d\}$ or $\{e\}$. Similar counter-examples can be found to prove the non-distributivity of the composition over the $first$ strategies.

When encapsulation of arguments by a strategy combinator is superfluous, we propose a way of flattening strategies with rules (13–20). For the rule (20), we assume that $f \in \mathcal{F}$ and $\mathsf{Var}(l_i) \cap \mathsf{Var}(l_j) = \emptyset, \forall i \neq j$.

Finally, we deal with redundancy of arguments in $first$ and $dc$ strategies by removing arguments that are syntactically equal to other ones. See rules (21),(22).

Let us now tackle more complex simplifications.

### 4.1 Composition of labelled rewrite rules

We now focus on the simplification of the composition of sets of labelled rewrite rules. As said above, the main purpose of the simplification is to reduce the number of rewrite rules occurring in a strategy, which has a direct impact on its termination study with our termination criterion.

We recall that labelled rewrite rules apply only at the top position; given a ground term $t$, the application of the composition of two labelled rewrite rules $l_1 \rightarrow r_1$ if $c_1;l_2 \rightarrow r_2$ if $c_2$ to $t$ can then either fail or result in a singleton. Putting the conditional parts aside, the previous composition succeeds if there exist two ground substitutions $\alpha_1, \alpha_2$ such that $t = \alpha_1 l_1$ and $\alpha_1 r_1 = \alpha_2 l_2$. Assuming there is no variable shared by both rules, the domains of $\alpha_1$ and $\alpha_2$ are disjoint, and the last condition is equivalent to the existence of a unifier of $r_1$ and $l_2$. The following Proposition formalizes this result and extends it to the conditional case.

**Proposition 2.** Let $l_1 \rightarrow r_1$ if $c_1,l_2 \rightarrow r_2$ if $c_2$ be two labelled rewrite rules, and let us assume that any rewriting step only occurs at the top position. Then, for any ground term $t \in T(\mathcal{F})$, we have:

- $[l_1 \rightarrow r_1$ if $c_1;l_2 \rightarrow r_2$ if $c_2](t) = \emptyset$ if $r_1$ and $l_2$ are not unifiable.
- $[l_1 \rightarrow r_1$ if $c_1;l_2 \rightarrow r_2$ if $c_2](t) = [\mu \rightarrow \mu \circ \mu_2$ if $\mu \circ \mu_1 \land \mu \circ \mu_2](t)$ if $\mu$ is a most general unifier of $r_1$ and $l_2$. 


We now infer from Proposition 2 the two-rule TRS \(\text{Comp} \) on \(T(\mathcal{F} \cup S \cup \{\text{comp} : 2\}, \mathcal{X})\) given in Table 3 such that given two labelled rewrite rules \((l_1 \rightarrow r_1)\) if \(c_1\), \((l_2 \rightarrow r_2)\) if \(c_2\), the term \(\text{comp}(l_1 \rightarrow r_1, \text{if } c_1, l_2 \rightarrow r_2 \text{ if } c_2)\) rewrites into a set of rules equivalent to the composition of the two rules. This set of rules is either the empty set, or a singleton. Rule (23), in Table 5, simplifies the composition of two sets of labelled rewrite rules \(\{\ldots\}_1\) and \(\{\ldots\}_2\) into a new (possibly empty) set of rewrite rules, by using \(\text{Comp}\). Let us give an example illustrating how efficient this simplification may be.

**Example 2.** Let us consider the strategy

\[ S = \{f(x) \rightarrow g(x), f(x) \rightarrow h(0, x)\}; \]

\[ \{h(1, x) \rightarrow f(1), h(x, y) \rightarrow y, f(1) \rightarrow h(1, 1)\} \]

By using the simplification rule (23), \(S\) rewrites in the union of the following six sets of rules:

\[ \text{comp}(f(x_1) \rightarrow g(x_1), h(1, x_2) \rightarrow f(1)) \}\]

\[ \text{comp}(f(x_1) \rightarrow g(x_1), h(x_2, y_2) \rightarrow y_2) \]\n
\[ \text{comp}(f(x_1) \rightarrow g(x_1), f(1) \rightarrow h(1, 1)) \]\n
\[ \text{comp}(f(x_1) \rightarrow h(0, x_1), h(1, x_2) \rightarrow f(1)) \]\n
\[ \text{comp}(f(x_1) \rightarrow h(0, x_1), h(x_2, y_2) \rightarrow y_2) \]\n
\[ \text{comp}(f(x_1) \rightarrow h(0, x_1), f(1) \rightarrow h(1, 1)) \]

The fifth set is reduced into \(\{f(x) \rightarrow x\}\) by using the second rule of \(\text{Comp}\) with the unifying substitution \(\mu = (x_2 = 0 \land x_1 = x \land y_2 = x)\). The other sets are reduced into \(\emptyset\) by using the first rule of \(\text{Comp}\).

Then \(S\) simplifies into \(S' = \{f(x) \rightarrow x\}\).

Given a set \(\{\ldots\}\) of labelled rewrite rules, rule (23) enables to simplify \(\{\ldots\}^i = \{\ldots\}; \ldots; \{\ldots\}\), for \(i > 0\), into a (possibly empty) set of rules. As mentioned in Section 3, we can induce from this simplification a sufficient condition for \(\varepsilon\)-termination.

**Proposition 3.** Given a CRS \(R\) consisting of a set of rules \(\{\ldots\}\) built on \(T(\mathcal{F}, \mathcal{X})\), \(R\) is \(\varepsilon\)-terminating if \(\exists i > 0: \{\ldots\}^i \rightarrow^*_{\mathcal{S}^T_{\mathcal{M}^F \mathcal{P}^C}} \emptyset\).

Proposition 3 is of high interest in practice, since it allows to prove specific \(\varepsilon\)-termination of a non terminating (in the classical sense) set of rules, which often arises for programs with labelled rules.

### 4.2 Constraining rewrite rules

The idea now is to suppress redundancy in the application of the rewrite rules occurring in a strategy by constraining them with extra conditions. On the one hand, the conditional part of a rewrite rule may be so constrained that it can be shown to be unsatisfiable. In this case, the rewrite rule is equivalent to \(\text{fail}\), and the strategy can be simplified by the rules given at the beginning of Section 4. On the other hand, constraining rewrite rules restricts their application domain, and hence may improve their termination behaviour. For instance, the rewriting system \(\{f(x) \rightarrow g(x), g(a) \rightarrow f(a)\}\) is not terminating, but terminates if the first rule is constrained by the condition \(x \neq a\).

We propose here a way of constraining rewrite rules occurring in a strategy by using the assumption that other strategies fail. This is of particular interest for strategies like \(\text{first}(S_1, \ldots, S_n)\) applying to a ground term \(t\), which evaluates into \([S_i](t)\) only if \([S_1](t), \ldots, [S_{i-1}](t)\) fail.

As labelled rewrite rules apply to a term at the top position, the main idea is the following: given a rewrite rule \(l_1 \rightarrow r_1\) and a ground term \(t\) such that \([l_1 \rightarrow r_1](t) = \emptyset\), we also have \([l_2 \rightarrow r_2](t) = \emptyset\) for any rewrite rule \(l_2 \rightarrow r_2\) such that \(l_2\) is an instance of \(l_1\). On the opposite, if \(l_1\) is an instance \(\sigma\) of \(l_2\) \((l_1 = \sigma l_2)\), then we can exclude this instance when applying \(l_2 \rightarrow r_2\) to \(t\), that is \([l_2 \rightarrow r_2](t) = [l_2 \rightarrow r_2\] if \(\sigma(t)\). To ensure that the variables of the condition occur in \(l_2\), we must restrict to the case where \(\sigma\) is ground. Proposition 4 generalizes this idea to the case where \(l_1\) and \(l_2\) are unifiable, and extends it to the conditional case.
Proposition 4. Let \( l_1 \rightarrow r_1 \) if \( c_1 \) and \( l_2 \rightarrow r_2 \) if \( c_2 \) two conditional rewrite rules, \( t \in T(F) \) such that \( l_1 \rightarrow r_1 \) if \( c_1 \) fails on \( t \). If there exists a unifying substitution \( \mu \) such that \( \mu l_1 = \mu l_2 \) and \( \text{Ran}(\mu) \subseteq \text{Var}(l_2) \), then we have \([l_2 \rightarrow r_2 \text{ if } c_2]\{t\} = [l_2 \rightarrow r_2 \text{ if } c_2 \land \text{not}(\mu c_1 \land \mu_{\text{Var}(l_2)})]\{t\} \).

The conditional part \( \text{not}(\mu c_1 \land \mu_{\text{Var}(l_2)}) \) excludes instances of \( l_2 \) equal to \( l_1 \) and satisfying \( c_1 \). For consistency, we denote the empty substitution by the boolean value true; hence, if \( \text{Dom}(\mu) \cap \text{Var}(l_2) = \emptyset \), the boolean expression \( \text{not}(\mu c_1 \land \mu_{\text{Var}(l_2)}) \) is equivalent to \( \text{not}(\mu c_1) \).

Note that the condition \( \text{Ran}(\mu) \subseteq \text{Var}(l_2) \), together with the usual assumption \( \text{Dom}(\mu) \cap \text{Var}(l_2) = \emptyset \), ensures that for every variable \( x \in \text{Dom}(\mu) \cap \text{Var}(l_2) \), \( \mu x \) is a ground term. Thus the set of variables of the new condition is still included in the set of variables of \( l_2 \), such as required by the definition of the conditional rewrite rules.

Table 3. Collection of TRSs used for simplification : composing and constraining rewrite rules

<table>
<thead>
<tr>
<th>( \text{Comp} )</th>
<th>( \text{FR} )</th>
<th>( \text{CO} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{comp}(l_1 \rightarrow r_1 \text{ if } c_1 \land l_2 \rightarrow r_2 \text{ if } c_2) )</td>
<td>( \text{failureRules}(\ldots) \rightarrow { \ldots } )</td>
<td>( \text{constrain}(\ldots, l \rightarrow r \text{ if } c) \rightarrow { \ldots } )</td>
</tr>
<tr>
<td>( \text{comp}(l_1 \rightarrow r_1 \text{ if } c_1 \land l_2 \rightarrow r_2 \text{ if } c_2) )</td>
<td>( \text{failureRules}(\text{id}) \rightarrow \emptyset )</td>
<td>( \text{constrain}(\ldots, \text{id}) \rightarrow \text{id} )</td>
</tr>
<tr>
<td>( \text{comp}(l_1 \rightarrow r_1 \text{ if } c_1 \land l_2 \rightarrow r_2 \text{ if } c_2) )</td>
<td>( \text{failureRules}(\text{fail}) \rightarrow \emptyset )</td>
<td>( \text{constrain}(\ldots, \text{fail}) \rightarrow \text{fail} )</td>
</tr>
<tr>
<td>( \text{failureRules}(\text{id}) \rightarrow \emptyset )</td>
<td>( \text{failureRules}(\text{dk}(S_1, \ldots, S_n)) \rightarrow \text{failureRules}(S_1) \cup \ldots \cup \text{failureRules}(S_n) )</td>
<td>( \text{constrain}(\ldots, \text{id}) \rightarrow \text{id} )</td>
</tr>
<tr>
<td>( \text{failureRules}(\text{first}(S_1, \ldots, S_n)) \rightarrow \text{failureRules}(S_1) \cup \ldots \cup \text{failureRules}(S_n) )</td>
<td>( \text{failureRules}(S_1; S_2) \rightarrow \emptyset )</td>
<td>( \text{constrain}(\ldots, \text{first}(S_1, \ldots, S_n)) \rightarrow \text{first}(\text{constrain}(\ldots, S_1), \ldots, \text{constrain}(\ldots, S_n)) )</td>
</tr>
<tr>
<td>( \text{failureRules}(S_1; S_2) \rightarrow \emptyset )</td>
<td>( f({S_1, \ldots, S_n}) \rightarrow \bigcup_{(l_1 \rightarrow r_1 \text{ if } c_1) \in E} {f(l_1, \ldots, l_n) \rightarrow f(r_1, \ldots, r_n) \text{ if } \bigwedge_{i=1}^n c_i} )</td>
<td>( \text{constrain}(\ldots, S) \rightarrow \text{constrain}(\ldots, S) \text{ if } \text{constrain}(\ldots, S) \rightarrow \text{constrain}(\ldots, S) )</td>
</tr>
<tr>
<td>( \text{constrain}(\ldots, \text{repeat}(S)) \rightarrow {\text{id} \text{ if } \text{constrain}(\ldots, S) \rightarrow \text{constrain}(\ldots, S) \text{ otherwise} } )</td>
<td>( \text{constrain}(\ldots, \text{fail}) \rightarrow \text{fail} )</td>
<td>( \text{constrain}(\ldots, \text{repeat}(S)) \rightarrow \text{constrain}(\ldots, S) \rightarrow \text{constrain}(\ldots, S) )</td>
</tr>
<tr>
<td>( \text{constrain}(\ldots, f(S_1, \ldots, S_n)) \rightarrow f(S_1, \ldots, S_n) )</td>
<td>( \text{constrain}(\ldots, f(S_1, \ldots, S_n)) \rightarrow \text{constrain}(\ldots, S_1), \ldots, \text{constrain}(\ldots, S_n) )</td>
<td>( \text{constrain}(\ldots, \text{repeat}(S)) \rightarrow \text{constrain}(\ldots, S) \rightarrow \text{constrain}(\ldots, S) )</td>
</tr>
<tr>
<td>( \text{constrain}(\ldots, S_1; S_2) )</td>
<td>( \text{constrain}(\ldots, S_1; S_2) \rightarrow \text{constrain}(\ldots, S_1; S_2) )</td>
<td>( \text{constrain}(\ldots, \text{repeat}(S)) \rightarrow \text{constrain}(\ldots, S) \rightarrow \text{constrain}(\ldots, S) )</td>
</tr>
</tbody>
</table>

with \( E = \{ (\mu, c) \mid \exists (l_i \rightarrow r_i \text{ if } c_i) \in \ldots \text{ such that } \mu c \equiv \mu l \text{ and } \text{Ran}(\mu) \subseteq \text{Var}(l) \} \).

We illustrate on an example how to use Proposition 4 to constrain a rewrite rule.

Example 3. Let us assume that the comparison between integers reduces into true or false. Given \( \text{rule}_1 = (g(x_1, 1) \rightarrow h(x_1) \text{ if } x_1 > 1) \) a ground term \( t \in T(F) \) such that \( [\text{rule}_1]\{t\} = \emptyset \), let us constrain the rewrite rule \( \text{rule}_2 = (g(x_3, x_4) \rightarrow f(x_3) \text{ if } x_3 > 2) \) in the application \( [\text{rule}_2]\{t\} \).

The intuition suggests that \( \text{rule}_2 \) can be constrained by adding the condition \( x_3 \neq 1 \). In this way, we exclude possible instances of the left-hand side of the failing rule \( \text{rule}_1 \). Let us apply the constraining suggested by Proposition 4 to \( \text{rule}_2 \), by taking \( \mu = (x_1 = x_3 \land x_1 = 1) \). With such a substitution, the conditions \( \mu(g(x_1, 1)) = \mu(g(x_3, x_4)) \) and \( \text{Ran}(\mu) \subseteq \text{Var}(g(x_3, x_4)) \) are fulfilled.
Proposition 4 then states that, since \([\text{rule}_1](t) = \emptyset\), \([\text{rule}_2](t)\) is equivalent to the application \([g(x_3, x_4) \rightarrow f(x_3)\text{ if } x_3 > 2 \land \neg (x_3 > 1 \land x_4 = 1)](t)\). Assuming that the instances \(x_3\) and \(x_4\) normalize into integers, the condition is equivalent to \(x_3 > 2 \land (x_3 \leq 1 \lor x_4 \neq 1)\), that is to \(x_3 > 2 \land x_4 \neq 1\), such as suggested by the intuition.

We then define a TRS \(\mathcal{CO}\) on \(\mathcal{T}(\mathcal{F} \cup \mathcal{S} \cup \{\text{constrain:2}\}, \mathcal{X})\) such that given two strategies \(S_1\) and \(S_2\), the term \(\text{constrain}(S_1, S_2)\) rewrites into a constrained form \(S'_2\) of \(S_2\) such that \([S'_2](t) = [S_2](t)\) for every ground term \(t \in \mathcal{T}(\mathcal{F})\) on which \(S_1\) fails. Thanks to an easy extension of the failing rule in Proposition 4 to a set of failing rules, we get the first rewrite rule of \(\mathcal{CO}\) (the complete TRS is given in Table 3).

Let us now extend the constraint mechanism for a rewrite rule, expressed in the first rule of \(\mathcal{CO}\) introduced above, to a constraint mechanism for any strategy \(S\) knowing the failure of a set of rules \(\{\ldots\}\), using the following facts:

- If \(S = \text{id}\) or \(\text{fail}\), then there is no rule to constrain.
- If \(S\) is a set of rewrite rules, then we can try to constrain each rule of \(S\).
- If \(S = \text{op}(S_1, \ldots, S_n)\), with \(\text{op} \in \{\text{dk, dc, firs}\}\), then we look for the rules to constrain in each strategy \(S_1, \ldots, S_n\).
- If \(S = S_1; S_2\), then we look for the rules to constrain in \(S_1\) only. We cannot deduce anything on \(S_2\), since \(S_2\) applies to the results of \(S_1\), and not to the term on which the set of rules \(\{\ldots\}\) fails.
- If \(S = \text{repeat}^*(S_1)\), for the same reason as the composition above, we cannot constrain \(S_1\), which is repeatedly applied. However, \(S_1\) is not repeatedly applied if its first application fails. We can then test whether its constraint form is \(\text{fail}\) ; if it is the case, then \(S\) can be simplified in \(\text{id}\).
- If \(S = f(S_1, \ldots, S_n)\), with \(f \in \mathcal{F}\), the strategies \(S_1, \ldots, S_n\) apply to the subterms of the term on which the set of rules \(\{\ldots\}\) fails, and then we cannot deduce any constraint mechanism.

Hence the 9 following rules in Table 3.

We then have a way to constrain a strategy according to the failure of a set of rules. We finally extend this failure case to the failure of any strategy. To do so, we define a TRS \(\mathcal{FR}\) on \(\mathcal{T}(\mathcal{F} \cup \mathcal{S} \cup \{\text{constrain}\} \cup \{\text{failure Rules:1}\}, \mathcal{X})\), given in Table 3, such that \(\text{failure Rules}(S)\) rewrites into a set of rewrite rules that fail on every term \(t\) on which \(S\) fails. The rule \(\text{failure Rules}(\text{repeat}^*(S_1)) \rightarrow \emptyset\) of \(\mathcal{FR}\) is implied by the fact that a \(\text{repeat}^*\) strategy never fails. The last rule consists of simplifying a congruence strategy when all arguments are sets of rules. The following Lemma ensures the correction of the transformation induced by \(\mathcal{FR}\).

**Lemma 1.** Given a strategy \(S\), we have :

1. the reduction of the term \(\text{failure Rules}(S)\) with \(\mathcal{FR}\) terminates and its normal form is a (possibly empty) set of rewrite rules ;
2. every rule of \(\text{failure Rules}(S)\) \(\rightarrow \emptyset\) fails on any ground term \(t \in \mathcal{T}(\mathcal{F})\) such that \([S](t) = \emptyset\).

Thanks to \(\mathcal{FR}\), we can link the constraint mechanism of a strategy according to the failure of another strategy to the previous constraint mechanism of a strategy according to the failure of a set of rules, hence the last rule of \(\mathcal{CO}\).

**Lemma 2.** For any strategies \(S_1\) and \(S_2\), the reduction of the term \(\text{constrain}(S_1, S_2)\) with \(\mathcal{CO}\) terminates, and its normal form \(S'_2\) is a strategy such that for any ground term \(t \in \mathcal{T}(\mathcal{F})\) on which \(S_1\) fails :

- (correctness) \([S'_2](t) \subseteq [S_2](t)\).
- (completeness) \([S'_2](t) \subseteq [S_2](t)\).
- (termination) \([S'_2](t)\) terminates iff \([S'_2](t)\) terminates.
Let us now study how to exploit \( CO \) for simplifying strategies. As said before, constraining a strategy with respect to the failure of another one is of particular interest for \( first \) strategies. We recall that the \( first \) operator behaves like the classical \textit{if-then-else-elseif} in other languages. So, given a ground term \( t \), the application \([first(S_1, \ldots, S_n)](t)\) evaluates into \([S_i](t)\) only if \( S_1, \ldots, S_{i-1} \) fail on \( t \). According to the semantics of the \( dk \) operator, the latter condition is equivalent to the failure of \([dk(S_1, \ldots, S_{i-1})](t)\). The constrained form of each \( S_i \) is then given by the normal form with \( CO \) of the term \textit{constrain}(\( dk(S_1, \ldots, S_{i-1}), S_i \)). The \( first \) strategy may then be simplified by the rule (24) of Table 5. With this rule, we can get an infinite reduction of a \( first \) strategy:
\[
S = first(S_1, S_2, \ldots, S_n)
\]
\[
\downarrow^{(24)} S' = first(S_1', S_2', \ldots, S_n')
\]
\[
\downarrow^{(24)} S'' = first(S_1'', S_2'', \ldots, S_n'')
\]
\[
\downarrow^{(24)} \ldots
\]
But the rule has no effect anymore from the term \( S' \). This is why we require this rule to be applied only once on the same strategy term.

Remark that we can also use \( CO \) to simplify the particular case of the composition of a \( repeat * \) strategy with another strategy (see rule (25) in Table 5). Indeed, the strategy \( repeat *(S_1) \) iterates the application of \( S_1 \) until \( S_1 \) fails. Henceforth, in the particular case of \( repeat *(S_1); S_2 \), the strategy \( S_2 \) applies to a set of terms on which \( S_1 \) has just failed, and can then be constrained. For the same reason as above, rule (25) is required to be applied only once on the same strategy term.

### 4.3 Exclusive strategies

The constraint-based simplification studied in Section 4.2 may make strategy arguments of the \( first \) operator mutually exclusive. Intuitively, two strategies \( S \) and \( S' \) are mutually exclusive if there exists no ground term on which both \( S \) and \( S' \) apply.

**Definition 2.** Let \( S, S' \) be two strategies. We say that \( S \) excludes \( S' \) iff \( \forall t \in T(F) : (\exists E \neq \emptyset : [S](t) \rightarrow^* E) \Rightarrow ([S'](t) \text{ terminates and evaluates into } \emptyset) \). We say that \( S \) and \( S' \) are mutually exclusive iff \( S \) excludes \( S' \) and \( S' \) excludes \( S \).

To illustrate how important exclusive strategies are for simplification, let us consider the strategy \( S = first(\text{rule}_1, \text{rule}_2) \), where \( s_1 = g(x_1, 1) \rightarrow h(x_1) \) if \( x_1 > 1 \) and \( s_2 = g(x_3, x_4) \rightarrow f(x_3) \) if \( x_3 > 2 \). Both \( s_1 \) and \( s_2 \) apply on ground terms \( g(n, 1) \), with \( n > 2 \). We showed in Example 3 that \( S \) can be simplified into \( S' \equiv first(\text{rule}_1, \text{rule}'_2) \), with \( \text{rule}'_2 = g(x_3, x_4) \rightarrow f(x_3) \) if \( x_3 > 2 \land x_4 \neq 1 \). Now \( \text{rule}_1 \) and \( \text{rule}'_2 \) are mutually exclusive. As a consequence, we can show that the strategy \( first(\text{rule}_1, \text{rule}'_2) \) is equivalent to \( dk(\text{rule}_1, \text{rule}'_2) \), which simplifies into \( \{\text{rule}_1\} \cup \{\text{rule}'_2\} \), that is a set of rewrite rules.

Proposition 5 generalizes the use of mutually exclusive strategies sketched above to transform \( first \) and \( dc \) strategies into \( dk \) strategies, whose simplification is in general easier, and particularly interesting if arguments of the strategy are sets of rules.

**Proposition 5.** Let \( S_1, \ldots, S_n \) be strategies such that \( \forall i, j \in \{1, \ldots, n\}, i \neq j : S_i \) and \( S_j \) are mutually exclusive. Then we have :

1. \( dc(S_1, \ldots, S_n) \) is equivalent to \( dk(S_1, \ldots, S_n) \).
2. \( first(S_1, \ldots, S_n) \) is equivalent to \( dk(S_1, \ldots, S_n) \).

Using Proposition 5 to effectively transform \( dc \) or \( first \) strategies into \( dk \) strategies requires a way of proving that two strategies \( S \) and \( S' \) are mutually exclusive. We then define a TRS \( Excl \) on \( T(F) \cup S \cup \{\text{constrain}, \text{failureRules}\} \cup \{\text{mutex}: 2, \text{true}: 0; \text{mutex}: 0, \text{false}: \}, X \) such that \( \text{mutex}(S, S') \) rewrites with \( Excl \) into \( true \) if the strategies \( S \) and \( S' \) are mutually exclusive, and into \( false \) if we do not deduce anything on mutual exclusion of \( S \) and \( S' \). The definition of \( Excl \) relies on the following sufficient conditions:
Table 4. Collection of TRSs used for simplification: exclusive strategies

\[
\text{\texttt{\textbf{Excel}} = \left\{ \begin{array}{l}
m\text{utex}(l_1 \rightarrow r_1 \text{ if } c_1, l_2 \rightarrow r_2 \text{ if } c_2) & \rightarrow \left\{ \begin{array}{ll}
\top & \text{if } \exists \mu = m\text{gu}(l_1, l_2) : \mu \text{ satisfies } c_1 \land c_2 \\
\top & \text{otherwise}
\end{array} \right.
\\
m\text{utex}(id, S') & \rightarrow \left\{ \begin{array}{ll}
\top & \text{if } S' = \text{fail} \\
\top & \text{otherwise}
\end{array} \right.
\\
m\text{utex}(\text{fail}, S') & \rightarrow \top
\\
m\text{utex}(\{ \ldots \}, \{ \ldots \} \text{2}) & \rightarrow \left\{ \begin{array}{ll}
\top & \text{if } (l_2 \rightarrow r_2 \text{ if } c_2) \in \{ \ldots \} \text{2} : \top(l_2) \neq f \\
\top & \text{otherwise}
\end{array} \right.
\\
m\text{utex}(\text{dc}(S_1, \ldots, S_n), S') & \rightarrow \left\{ \begin{array}{ll}
\top & \text{if } S' \text{ is neither a set of rules nor a congruence strategy} \\
\top & \text{otherwise}
\end{array} \right.
\\
m\text{utex}(\text{first}(S_1, \ldots, S_n), S') & \rightarrow \top
\\
m\text{utex}(\text{dk}(S_1, \ldots, S_n), S') & \rightarrow \left\{ \begin{array}{ll}
\top & \text{if } S' \text{ is not a set of rules} \\
\top & \text{otherwise}
\end{array} \right.
\\
m\text{utex}(f(S_1, \ldots, S_n), g(S_1', \ldots, S_n')) & \rightarrow \left\{ \begin{array}{ll}
\top & \text{if } f \neq g \\
\top & \text{otherwise}
\end{array} \right.
\\
m\text{utex}(S_1; S_2, S') & \rightarrow \top
\\
m\text{utex}(\text{repeat}^*(S), S') & \rightarrow \left\{ \begin{array}{ll}
\top & \text{if } S' = \text{fail} \\
\top & \text{otherwise}
\end{array} \right.
\end{array} \right. \right. 
\]

- if the left-hand sides of two rewrite rules are not unifiable, then these rules are mutually exclusive;
- if the left-hand sides of two rewrite rules are unifiable and their mgu makes one of the conditional parts of the rules unsatisfiable, then these rules are also mutually exclusive;
- since \text{id} never fails, \text{id} and a strategy \text{S}' are mutually exclusive iff \text{S}' = \text{fail} ;
- two sets of rules are mutually exclusive if each rule of the first set is exclusive with each rule of the second ;
- a strategy \text{op}(\text{S}_1, \ldots, \text{S}_n), \text{with } \text{op} \in \{ \text{dk, dc, first} \}, \text{and a strategy } \text{S}' \text{ are mutually exclusive if for each } \text{S}_i, \text{i} \in \{ 1, \ldots, n \}, \text{S}_i \text{ and } \text{S}' \text{ are mutually exclusive ;}
- a congruence strategy \text{f}(\text{S}_1, \ldots, \text{S}_n) \text{ and a strategy } \text{S}' \text{ are mutually exclusive if :}
  \begin{itemize}
  \item \text{S}' \text{ is a set of rules and no top symbol of left-hand side of rule of } \text{S}' \text{ is equal to } \text{f} , \text{ or}
  \item \text{S}' \text{ is another congruence strategy } \text{g}(\text{S}'_1, \ldots, \text{S}'_n) \text{ with } \text{f} \neq \text{g} , \text{ or}
  \item \text{S}' \text{ is another congruence strategy } \text{f}(\text{S}'_1, \ldots, \text{S}'_n) \text{ and each } \text{S}_i; \text{S}'_i, \text{ for } \text{i} \in \{ 1, \ldots, n \} , \text{are mutually exclusive}.
  \end{itemize}

We do not deduce any mutual exclusion if \text{S}' is neither a set of rules nor a congruence ;
- if \text{S}_1 \text{ and } \text{S}_2 \text{ are mutually exclusive, then so are } \text{S}_1; \text{S}'_1 \text{ and } \text{S}_2; \text{S}'_2, \text{for any strategies } \text{S}'_1, \text{S}'_2.

Indeed, let us consider a ground term \text{t} such that \{ \text{S}_1; \text{S}'_1 \}(\text{t}) \neq \emptyset . \text{In particular, we have}\{ \text{S}_1 \}(\text{t}) \neq \emptyset , \text{and then, if } \text{S}_1 \text{ and } \text{S}_2 \text{ are mutually exclusive, we get } \{ \text{S}_2 \}(\text{t}) = \emptyset . \text{Consequently, we have } \{ \text{S}_1; \text{S}'_1, \text{S}_2; \text{S}'_2 \}(\text{t}) = \emptyset . \text{By a symmetrical reasoning, we get that } \text{S}_1; \text{S}'_1 \text{ and } \text{S}_2; \text{S}'_2 \text{ are mutually exclusive ;}
- since a repeat* strategy never fails, repeat*(S) and a strategy \text{S}' are mutually exclusive iff \text{S}' = \text{fail}.

The TRS \text{\textbf{Excel}} is given in Table 4.

Lemma 3. Let \text{S}, \text{S}' be two strategies. We have:

1. The reduction of \text{m\text{utex}}(\text{S}, \text{S}') with \text{\textbf{Excel}} terminates and its normal form is either true or \top.
2. If \text{m\text{utex}}(\text{S}, \text{S}') \rightarrow_{\text{\textbf{Excel}}}^* \top, \text{then } \text{S}, \text{S}' \text{ are mutually exclusive}.

We infer from Proposition 5 and Lemma 3 simplification rules (26) and (27) in Table 5.
Table 5. Strategy simplification rules – system $SIMPL$

<table>
<thead>
<tr>
<th>Rule Number</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>$fail; S \mapsto fail$</td>
</tr>
<tr>
<td>(2)</td>
<td>$id; S \mapsto S$</td>
</tr>
<tr>
<td>(3)</td>
<td>$S; id \mapsto S$</td>
</tr>
<tr>
<td>(4)</td>
<td>$repeat^*(fail) \mapsto id$</td>
</tr>
<tr>
<td>(5)</td>
<td>$dk(S_1, \ldots, fail, \ldots, S_n) \mapsto dk(S_1, \ldots, S_n)$</td>
</tr>
<tr>
<td>(6)</td>
<td>$first(S_1, \ldots, fail, \ldots, S_n) \mapsto first(S_1, \ldots, S_n)$</td>
</tr>
<tr>
<td>(7)</td>
<td>$dc(S_1, \ldots, fail, \ldots, S_n) \mapsto dc(S_1, \ldots, S_n)$</td>
</tr>
<tr>
<td>(8)</td>
<td>$first(S_1, \ldots, id, \ldots, S_n) \mapsto first(S_1, \ldots, id)$</td>
</tr>
<tr>
<td>(9)</td>
<td>$first(S_1, \ldots, repeat^<em>(S_i), \ldots, S_n) \mapsto first(S_1, \ldots, repeat^</em>(S_i))$</td>
</tr>
</tbody>
</table>
| (10)        | \[
f(S_1, \ldots, S_n); g(S'_1, \ldots, S'_m) \mapsto \begin{cases} 
0 & \text{if } f \neq g \\
\{ f(S_1; S'_1, \ldots, S_n; S'_n) \} & \text{if } f = g 
\end{cases}
\] |
| (11)        | $dk(S_1, \ldots, S_n); S \mapsto dk(S_1; S_1, \ldots, S_n; S)$ |
| (12)        | $S; dk(S_1, \ldots, S_n) \mapsto dk(S_1; S_1, \ldots, S_n; S)$ |
| (13)        | $dk(S) \mapsto S$ |
| (14)        | $first(S) \mapsto S$ |
| (15)        | $dk(S, \ldots, dk(S'_1, \ldots, S'_m), \ldots, S_n) \mapsto dk(S_1, \ldots, S'_1, \ldots, S'_m, \ldots, S_n)$ |
| (16)        | $first(S_1, \ldots, first(S'_1, \ldots, S'_m), \ldots, S_n) \mapsto first(S_1, \ldots, S'_1, \ldots, S'_m, \ldots, S_n)$ |
| (17)        | $dc(S_1, \ldots, dc(S'_1, \ldots, S'_m), \ldots, S_n) \mapsto dc(S_1, \ldots, S'_1, \ldots, S'_m, \ldots, S_n)$ |
| (18)        | $dk([\ldots]_1, \ldots, [\ldots]_n) \mapsto \bigcup_{i=1}^{\ldots} [\ldots]_i$ |
| (19)        | $f([\ldots]_1, \ldots, [\ldots]_n) \mapsto \bigcup_{\{l_i \rightarrow r_i\} \in [\ldots]_1} \{ f(l_1, \ldots, l_n) \rightarrow f(r_1, \ldots, r_n) \text{ if } \bigwedge_{i=1}^{\ldots} c_i \}$ |
| (20)        | $first([\ldots]_1, \ldots, S_j, \ldots) \mapsto first([\ldots]_1, \ldots, S_j, \ldots) \text{ if } S_i \equiv S_j$ |
| (21)        | $dc([\ldots]_1, \ldots, S_j, \ldots) \mapsto dc([\ldots]_1, \ldots, S_j, \ldots) \text{ if } S_i \equiv S_j$ |
| (22)        | $\{\ldots\}_1; [\ldots]_2 \mapsto \bigcup_{\{l_i \rightarrow r_i\} \in [\ldots]_1} \text{comp}(l_1 \rightarrow r_1 \text{ if } c_1, l_2 \rightarrow r_2 \text{ if } c_2)_{\text{comp}}$ |
| (23)        | $first(S_1, \ldots, S_n) \mapsto first(S_1, \ldots, \text{constrain}(dk(S_1, \ldots, S_n), S_n)_{\text{con}})$ |
| (24)        | $repeat^*(S_1); S_2 \mapsto repeat^*(S_1); \text{constrain}(S_1, S_2)_{\text{con}}$ |
| (25)        | $first(S_1, \ldots, S_n) \mapsto dk(S_1, \ldots, S_n) \text{ if } \bigwedge_{i \neq j} \text{mutex}(S_i, S_j)_{\text{excl}}$ |
| (26)        | $dc(S_1, \ldots, S_n) \mapsto dk(S_1, \ldots, S_n) \text{ if } \bigwedge_{i \neq j} \text{mutex}(S_i, S_j)_{\text{excl}}$ |

(24) and (25) have to be applied once
4.4 A correct and complete simplification

We now have obtained simplification rules for all strategy operators. They are gathered in the rewriting system SIMPL on \( \mathcal{F}(\mathcal{F} \cup \mathcal{S}, \lambda) \) given in Table 5. Remark that although Comp, CO and Excl introduce symbols that are not in \( \mathcal{F} \cup \mathcal{S} \), these symbols do not appear in SIMPL. Indeed, only normal forms for Comp, CO and Excl are involved in SIMPL, and these normal forms do not contain these symbols.

The following theorem states that the transformation induced by the simplification rules preserves both the semantics of the strategies and their termination behaviour.

**Theorem 2.** Let \( S, S' \) be two strategies such that \( S \rightarrow^*_{SIMPL} S' \). Then \( S \) and \( S' \) are equivalent.

As our simplification preserves the semantics of the initial strategy, it can be used not only for proving its termination, but also as an assistance for writing programs: obtaining a clearer, simpler and more concise form of the program enables a better control on it and facilitates proofs of its properties. Moreover, as the simplified form of the programs often is a set of rewrite rules, properties like confluence, sufficient completeness of the simplified program, reachability test of a given value and characterization of computed values can be studied and proved with classical methods of the rewriting theory. In addition, as the simplified form of the programs computes the same results as the initial one, reachability tests and characterization of computed forms also hold for the initial program.

4.5 Efficiently computing the simplification

The efficiency of the previously defined simplification of strategies is closely related itself to the strategy the rules of SIMPL are applied with. For instance, to simplify \( \text{fail}; S \), it is recommended to apply the rule (1) at the top position before trying to simplify \( S \). We now propose an efficient rewriting strategy to simplify a strategy with SIMPL. The strategy consists in attaching to each operator a strategy annotation \([22, 13, 11]\), with the notation \( 0_{(i)} \) for an attempt at rewriting at the top position **without using the rule (i)**.

\[
\begin{align*}
\text{first} & : [0_{(24)}, 1, 0_{(24)}, 2, \ldots, 0_{(24)}, n, 0] \\
\text{all} & : [0, 1, 0, 2, 0] \\
\text{dc} & : [0, 1, 0, 2, \ldots, 0, n, 0] \\
\text{dc} & : [0, 1, 0, 2, \ldots, 0, n, 0] \\
\text{repeat} & : [0, 1, 0] \\
f & : [1, \ldots, n, 0] \text{ for } f \in \mathcal{F}
\end{align*}
\]

The above strategies attached to each strategy operator rely on the idea that we first try to rewrite at the top position, then simplify an argument if rewriting at the top is not possible, then try again to rewrite at the top position, and so on. This strategy is somehow similar to the lazy strategy, but we need strategy annotations for a better control of the application of the rules, such as motivated by the simplification of first strategies.

In particular, the strategy attached to the first operator guarantees that the rule (24) is tried on a first strategy \( S \) only when \( S \) has previously been simplified by all other possible rules. In fact, these other rules may remove arguments in \( S \), while the rule (24) attempts at constraining each argument. In addition to the strategy annotations of first and repeat, we respectively require rules (24) and (25) to be applied only once, such as noticed at the end of Section 4.2.

For the strategy attached to the all, the normalization of the first argument is required before reducing the second argument. Indeed, \( S_1; S_2 \) can be simplified by rules (1) or (2) if \( S_1 \) simplifies respectively to \( \text{fail} \) or \( \text{id} \), and by rule (3) if \( S_2 \) simplifies to \( \text{id} \). Therefore \( S_1; S_2 \) has more chance to be reduced by simplifying \( S_1 \) than by simplifying \( S_2 \).
But there is no clear preference for the order in which arguments of $dk$ or $dc$ strategies
have to be normalized. We arbitrarily chose the leftmost order, but we could have chosen any
permutation of the arguments.

Let us come back to the example introduced at the end of Section 3, where Theorem 1
failed to prove termination of $S = \text{repeat}^* \left( \text{first}(\{ f(a) \rightarrow g(b) \}, \{ f(x) \rightarrow g(x), g(a) \rightarrow f(a) \}) \right)$, becuase the extracted set of rewrite rules $\{ f(a) \rightarrow g(b), f(x) \rightarrow g(x), g(a) \rightarrow f(a) \}$ was not $\varepsilon$-terminating. Simplification of $S$ with SIMPL results in $S' = \text{repeat}^* \left( \{ f(a) \rightarrow g(b), f(x) \rightarrow g(x) \text{ if } x \neq a, g(a) \rightarrow f(a) \} \right)$. Theorem 1 succeeds in proving termination of $S'$, for the extracted
set of rules to show termination of is $\{ f(a) \rightarrow g(b), f(x) \rightarrow g(x) \text{ if } x \neq a, g(a) \rightarrow f(a) \}$, which
can be shown terminating by Proposition 3. Note that no simplification ordering enables to show
termination of the set of conditional rules above. For details, see examples in the appendix.

4.6 Examples

Let us show on other examples how simplification can both ease termination proof and make
syntactic expression of strategies much clearer. We already showed in Example 2 that the strategy

$$S = \text{repeat}^* \left( \{ f(x) \rightarrow g(x), f(x) \rightarrow h(0, x) \}; \{ h(1, x) \rightarrow f(1), h(x, y) \rightarrow y, f(1) \rightarrow h(1, 1) \} \right)$$

simplifies with SIMPL into

$$S' = \text{repeat}^* \left( \{ f(x) \rightarrow x \} \right).$$

Theorem 1 fails to prove termination of $S$, because the extracted set of rules contains the rules
$h(1, x) \rightarrow f(1)$ and $f(1) \rightarrow h(1, 1)$, and hence is not $\varepsilon$-terminating. However, $\varepsilon$-termination of $S'$ is obvious, and ensures termination of $S$. Remark that $S'$ is syntactically much simpler than
$S$, though equivalent.

Example 4. Let us consider the following three labelled rules :

$$[s_1] f(x, y) \rightarrow g(x, y)$$
$$[s_2] g(x, y) \rightarrow y$$
$$[s_3] g(x, y) \rightarrow f(y, x).$$

The strategy

$$S_1 = \text{first}(\text{first}(s_2, s_3), \text{first}(s_3, s_2, s_1)).$$

rewrites with SIMPL into

$$S_1' = s_1 \cup s_2.$$

Then, while the strategy $\text{repeat}^*(S_1)$ built on $S_1$ cannot be shown terminating by Theorem 1,
the equivalent strategy $\text{repeat}^*(S_1')$ built on $S_1'$ can, by Theorem 1. Let us now consider the strategy

$$S_2 = \text{first}(\text{first}(s_3, s_2), \text{first}(s_3, s_2, s_1)),$$

which rewrites with SIMPL into

$$s_1 \cup s_3.$$

Then, though Theorem 1 fails to say anything about termination of the strategy $\text{repeat}^*(S_2)$
built on $S_2$, it enables to show non termination of the strategy $\text{repeat}^*(S_2')$ and hence non
termination of $S_2$.

The example above illustrates a case where non termination of a strategy can be shown.
Let us mention that the library provided with ELAN offers a strategy implementing a matching
algorithm. The simplification has made possible to show, in combination with Theorem 1, that
this strategy was not terminating. The bug has been fixed since then.
Example 5. The following strategy

\[
S = \text{repeat}^\ast(\text{first}(\{f(x_1) \rightarrow g(x_1) \text{ if } x_1 > 3\};
   \text{first}(\{g(x_2) \rightarrow h(x_2) \text{ if } x_2 > 1\},
   \{g(4) \rightarrow g(4), \{g(x_4) \rightarrow f(x_4) \text{ if } x_4 > 2\},
   dk(\{f(x) \rightarrow g(x), f(x) \rightarrow h(0, x) \text{ if } x > 4\};
   \{h(1, x) \rightarrow f(1), h(x, y) \rightarrow y, f(1) \rightarrow h(1, 1)\},
   f(x) \rightarrow f(f(x)) \text{ if } x > 5)))
\]

simplifies with \text{SLMP\text{\_}L} into

\[
S' = \text{repeat}^\ast(\{f(x) \rightarrow h(x) \text{ if } x > 3\}).
\]

Theorem 1 fails to prove termination of \text{\text{\textit{S}}}, while it enables to prove termination of \text{\text{\textit{S}}}' built on \text{\text{\textit{S}}}'. Remark the important syntactic simplification of the strategy.

5 Conclusion

We have presented a criterion for proving termination of strategies lying on a simplification process of these strategies. This simplification is defined by a rewriting mechanism removing most of the operators in the strategy, and suppressing redundancy in application of its rewrite rules. Beyond the impact on the termination study, since a simplified strategy is syntactically much simpler than the original one, the simplification process can be used as a helpful verification tool for writing specifications.

Another interesting aspect of our transformation is that it enables to infer for strategies other classical properties than termination. Indeed, when a strategy is shown, by simplification, to be equivalent to a set of rules, then one can deal with classical rewriting properties like sufficient completeness or confluence on the simplified form of the program, and even with reachability and characterization of normal forms of the initial program.

A first interesting perspective is to extend this work to the full expressivity of ELAN. Indeed, in all its generality, an ELAN program is not only a combination of labelled rules, but a composition of labelled rules, together with a set of unlabelled rules, assumed to be confluent and terminating, and whose leftmost-innermost normalization strategy is predefined. A data is normalized with the unlabelled rules between two rewriting steps determined by the user defined strategy.

Since the unlabelled rules are evaluated leftmost-innermost, existing methods for proving innermost termination of rewriting [1,9,10] can be used. Their combination with labelled rules, under study, will be dealt with equational rewriting [23], by rewriting with labelled rules modulo rewriting with unlabelled rules.

Another perspective is the use of our simplification of the program at run time. We will now study in which cases it will be more efficient to replace the direct execution of the ELAN strategies, as ELAN has provided till now, by the rewriting process with the set of rules obtained by simplification.
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A  Proofs

A.1  Composition (Section 4.1)

Proposition 2  Let \( I_1 \rightarrow r_1 \) if \( c_1, l_2 \rightarrow r_2 \) if \( c_2 \) be two labelled rewrite rules, and let us assume that any rewriting step only occurs at the top position. Then, for any ground term \( t \in T(F) \), we have:

- \([l_1 \rightarrow r_1 \text{ if } c_1; l_2 \rightarrow r_2 \text{ if } c_2](t) = \emptyset \text{ if } r_1 \text{ and } l_2 \) are not unifiable.
- \([l_1 \rightarrow r_1 \text{ if } c_1; l_2 \rightarrow r_2 \text{ if } c_2](t) = [\mu l_1 \rightarrow \mu r_2 \text{ if } \mu c_1 \wedge \mu c_2](t) \text{ if } \mu \text{ is a most general unifier of } r_1 \text{ and } l_2.

Proof: We recall that we assume \( \text{Var}(l_1) \cap \text{Var}(l_2) = \emptyset \), which can be ensured by an appropriate renaming of variables.

Let \((l_1 \rightarrow r_1 \text{ if } c_1)\) and \((l_1 \rightarrow r_2 \text{ if } c_2)\) two ELAN rewrite rules such that \( r_1 \) and \( l_2 \) are not unifiable, and let \( t \in T(F) \). Let us show \([l_1 \rightarrow r_1 \text{ if } c_1; l_2 \rightarrow r_2 \text{ if } c_2](t) = \emptyset\).

If \([l_1 \rightarrow r_1 \text{ if } c_1](t) = \emptyset\), then the property is trivial.

Let \( t' = [l_1 \rightarrow r_1 \text{ if } c_1](t) \). By definition of the rewriting, there exists a matching ground substitution \( \alpha_1 \) such that \( \text{Dom}(\alpha_1) = \text{Var}(l_1) \) and \( \alpha_1 r_1 = t' \). Let us assume the existence of a matching ground substitution \( \alpha_2 \) such that \( \text{Dom}(\alpha_2) = \text{Var}(l_2) \) and \( \alpha_2 l_2 = t' \). Then we would have \( \alpha_2 l_2 = \alpha_1 r_1 \), with \( \text{Var}(l_2) \cap \text{Var}(r_1) = \emptyset \). Therefore \( (\alpha_1 \wedge \alpha_2)(l_2) = \alpha_2 l_2 = \alpha_1 r_1 \), which is in contradiction with the hypothesis according to which \( r_1 \) and \( l_2 \) are not unifiable. Consequently, there exists no matching substitution \( \alpha_2 \) such that \( \alpha_2 l_2 = t' \), and then \([l_2 \rightarrow r_2 \text{ if } c_2](t') = \emptyset\), and therefore \([l_1 \rightarrow r_1 \text{ if } c_1; l_2 \rightarrow r_2 \text{ if } c_2](t) = \emptyset\).

Let us now assume \( \exists \mu = \text{mgu}(l_2, r_1) \), and let \( t \in T(F) \).

We first show the inclusion \([l_1 \rightarrow r_1 \text{ if } c_1; l_2 \rightarrow r_2 \text{ if } c_2](t) \subseteq [\mu l_1 \rightarrow \mu r_2 \text{ if } \mu c_1 \wedge \mu c_2](t)\).

If \([l_1 \rightarrow r_1 \text{ if } c_1](t) = \emptyset\), then the inclusion is trivial.

Let \( \{t'\} = [l_1 \rightarrow r_1 \text{ if } c_1; l_2 \rightarrow r_2 \text{ if } c_2](t) \), and show that \([\mu l_1 \rightarrow \mu r_2 \text{ if } \mu c_1 \wedge \mu c_2](t) = \{t'\} \).

By definition of the composition and of the conditional rewriting, we have:

- \( \exists t'' \in T(F) : [l_1 \rightarrow r_1 \text{ if } c_1](t') = \{t''\} \) and \([l_2 \rightarrow r_2 \text{ if } c_2](t'') = \{t'\} \).
- \( \exists \alpha_1 \) ground substitution such that \( \text{Dom}(\alpha_1) = \text{Var}(l_1) \) and \( \alpha_1 l_1 = t_1 \) and \( \alpha_1 c_1 \rightarrow^* \text{ true} \) and \( t'' = \alpha_1 r_1 \).
- \( \exists \alpha_2 \) ground substitution such that \( \text{Dom}(\alpha_2) = \text{Var}(l_2) \) and \( \alpha_2 l_2 = t'' \) and \( \alpha_2 c_2 \rightarrow^* \text{ true} \) and \( t' = \alpha_2 r_2 \).

Our goal is to exhibit a ground substitution \( \alpha \) such that \( \alpha \mu l_1 = t \) and \( \alpha(\mu c_1 \wedge \mu c_2) \rightarrow^* \text{ true} \) and \( t' = \alpha \mu r_2 \). We are going to build \( \alpha \) so that \( \alpha \mu = \alpha_1[\text{Dom}(\alpha_1)] \) and \( \alpha \mu = \alpha_2[\text{Dom}(\alpha_2)] \).

For \( x \in \text{Dom}(\alpha_1) \setminus \text{Dom}(\mu) \), we state \( \alpha x = \alpha_1 x \) (1).

Let \( x \in \text{Dom}(\alpha_1) \cap \text{Dom}(\mu) \). We have \( \text{Dom}(\alpha_1) = \text{Var}(l_1) \) and \( \text{Var}(l_1) \cap \text{Var}(l_2) = \emptyset \), therefore \( x \notin \text{Var}(l_2) \). In addition, \( x \in \text{Dom}(\mu) \) and \( \mu = \text{mgu}(r_1, l_2) \), therefore, since \( x \notin \text{Var}(r_1) \), we have \( x \in \text{Var}(l_2) \).

By hypothesis, we have \( \alpha_2 l_2 = t'' \) and \( \alpha_1 r_1 = \alpha_1 l_1 \), hence \( \alpha_1 r_1 = \alpha_2 l_2 \). Since \( \text{Var}(r_1) \cap \text{Dom}(\alpha_2) = \emptyset \) and \( \text{Var}(l_2) \cap \text{Dom}(\alpha_1) = \emptyset \) the ground substitution \( \alpha_1 \wedge \alpha_2 \) unifies \( r_1 \) and \( l_2 \). Since \( \mu = \text{mgu}(l_2, r_1) \), \( (\alpha_1 \wedge \alpha_2)(x) \) is a ground instance of \( \mu(x) \). Since \( x \notin \text{Var}(l_2) \) and \( \text{Dom}(\alpha_2) = \text{Var}(l_2) \), we get \( x \notin \text{Var}(\alpha_2) \) and hence \( \alpha_1 \wedge \alpha_2(x) = \alpha_1(x) \). We then showed that \( \alpha_1(x) \) is a ground instance of \( \mu(x) \). We can then state \( \alpha_1(x) = \alpha \mu(x) \) for \( x \in \text{Dom}(\alpha_1) \cap \text{Dom}(\mu) \).

From (1) and (2), we infer \( \alpha \mu = \alpha_1[\text{Dom}(\alpha_1)] \) (3).

By a symetrical reasoning, we build \( \alpha \) such that \( \alpha \mu = \alpha_2[\text{Dom}(\alpha_2)] \) (4). We now show \( \alpha \mu l_1 = t \) and \( \alpha(\mu c_1 \wedge \mu c_2) \rightarrow^* \text{ true} \) and \( t' = \alpha \mu r_2 \).

By definition of \( \alpha_1 \), we have \( \text{Dom}(\alpha_1) = \text{Var}(l_1) \) and \( \alpha_1 l_1 = t \); we then infer from (3) that \( \alpha \mu l_1 = t \) (5).

By definition of a conditional rewrite rule, we have \( \text{Var}(c_1) \subseteq \text{Var}(l_1) = \text{Dom}(\alpha_1) \) and, by construction of \( \alpha_1 \), we have \( \alpha_1 c_1 \rightarrow^* \text{ true} \). From (3) we then infer \( \alpha \mu c_1 \rightarrow^* \text{ true} \) (6).
By definition of a conditional rewrite rule, we have $\mathcal{V}(r_2) \subseteq \mathcal{V}(l_2)$ and, by construction of $\alpha_2$, we have $\mathcal{V}(l_2) = \text{Dom}(\alpha_2)$ and $t' = \alpha_2 r_2$. From (4) we then infer $\alpha \mu r_2 = t'$ (7).

By definition of a conditional rewrite rule, we have $\mathcal{V}(c_2) \subseteq \mathcal{V}(l_2) = \text{Dom}(\alpha_2)$ and, by construction of $\alpha_2$, we have $\alpha_2 c_2 \rightarrow \text{true}$. From (4) we then infer $\alpha \mu c_2 \rightarrow \text{true}$ (8).

Finally, from (5), (6), (7) and (8) we infer $\alpha \mu l_1 = t$ and $\alpha (\mu c_1 \land \mu c_2) \rightarrow \text{true}$ and $t' = \alpha \mu r_2$, and then $\{t'\} = \{\mu_1 \rightarrow \mu_2\}$ if $\mu_1 \land \mu_2 \subseteq \mathcal{V}(t')(t)$.

**Let us now show the inclusion** $\{\mu_1 \rightarrow \mu_2\}$ if $\mu_1 \land \mu_2 \subseteq \mathcal{V}(t')(t)$.

If $\{\mu_1 \rightarrow \mu_2\}$ if $\mu_1 \land \mu_2 \subseteq \mathcal{V}(t')(t) = \emptyset$, then the inclusion is trivial.

Let $t' = \{\mu_1 \rightarrow \mu_2\}$ if $\mu_1 \land \mu_2 \subseteq \mathcal{V}(t')(t)$. By definition, there exists a ground substitution $\alpha$ such that $\alpha \mu l_1 = t$ and $\alpha (\mu c_1 \land \mu c_2) \rightarrow \text{true}$ and $t' = \alpha \mu r_2$.

Let us consider $\alpha_1$ and $\alpha_2$ so that $\alpha_1 = \alpha \mu \mathcal{V}(l_1)$ and $\alpha_2 = \alpha \mu \mathcal{V}(l_2)$. We then have:

- $\alpha_1 l_1 = \alpha_1 \mu l_1 = t$ (1)
- by definition of a conditional rewrite rule, we have $\mathcal{V}(c_1) \subseteq \mathcal{V}(l_1)$, therefore $\alpha_1 \mu c_1 = \alpha_1 c_1$. Since we have, by hypothesis, $\alpha (\mu c_1 \land \mu c_2) \rightarrow \text{true}$, we have in particular $\alpha_1 \mu c_1 \rightarrow \text{true}$, hence $\alpha_1 c_1 \rightarrow \text{true}$ (2)
- by definition of a conditional rewrite rule, we have $\mathcal{V}(c_2) \subseteq \mathcal{V}(l_2)$, therefore $\alpha_2 c_2 = \alpha_2 c_2$.
- by definition of $\mu$, we have $\mu_1 \mu l_1 = \mu_2 l_2$, therefore $\alpha \mu l_1 = \alpha \mu l_2$, hence $\alpha_1 r_1 = \alpha_2 r_2$ (5)

Denoting $t'' = \alpha_1 r_1$, we have shown:

- $\alpha_1 l_1 = t$ and $\alpha_1 c_1 \rightarrow \text{true}$ and $t'' = \alpha_1 r_1$, therefore $\{t''\} = \{l_1 \rightarrow r_1\}$ if $c_1(t)$.
- $\alpha_2 l_2 = t''$ and $\alpha_2 c_2 \rightarrow \text{true}$ and $t' = \alpha_2 r_2$, therefore:

  $t' = \{l_2 \rightarrow r_2\}$ if $c_2(t'')$
  
  $= \{l_2 \rightarrow r_2\}$ if $c_2(l_1 \rightarrow r_1)$ if $c_1(t)$
  
  $= \{l_1 \rightarrow r_1\}$ if $c_1; l_2 \rightarrow r_2$ if $c_2(t)$

□

### A.2 Constraining strategies (Section 4.2)

**Proposition 4** Let $l_1 \rightarrow r_1$ if $c_1$ and $l_2 \rightarrow r_2$ if $c_2$ two conditional rewrite rules, $t \in \mathcal{T}(\mathcal{F})$ such that $l_1 \rightarrow r_1$ if $c_1$ fails on $t$. If there exists a unifying substitution $\mu$ such that $\mu l_1 = \mu l_2$ and $\text{Ran}(\mu) \subseteq \mathcal{V}(l_2)$, then we have $\{l_2 \rightarrow r_2\}$ if $c_2(t) \subseteq \{l_2 \rightarrow r_2\}$ if $c_2 \land \text{not}(\mu c_1 \land \mu_{\mathcal{V}(l_2)})$.

**Proof:** Let $t \in \mathcal{T}(\mathcal{F})$.

Let us first show the inclusion $\{l_2 \rightarrow r_2\}$ if $c_2(t) \subseteq \{l_2 \rightarrow r_2\}$ if $c_2 \land \text{not}(\mu c_1 \land \mu_{\mathcal{V}(l_2)})$.

If $\{l_2 \rightarrow r_2\}$ if $c_2(t) = \emptyset$, then the inclusion is trivial. Let us assume $\exists t' \in \mathcal{T}(\mathcal{F}) : \{l_2 \rightarrow r_2\}$ if $c_2(t) = \{t'\}$. By definition, there exists a ground substitution $\alpha$ such that $\alpha l_2 = t$ and $\alpha c_2 \rightarrow \text{true}$ and $t' = \alpha r_2$. Let us show that $\alpha$ is also the matching substitution enabling the application of $l_2 \rightarrow r_2$ if $c_2 \land \text{not}(\mu c_1 \land \mu_{\mathcal{V}(l_2)})$ to $t$. Thus we would have $\{l_2 \rightarrow r_2\}$ if $c_2 \land \text{not}(\mu c_1 \land \mu_{\mathcal{V}(l_2)})$. We already have the properties $\alpha l_2 = t$ and $\alpha c_2 \rightarrow \text{true}$. It remains to show that $\alpha c_1 \land \mu_{\mathcal{V}(l_2)} \rightarrow \text{true}$. Let us proceed by contradiction : we assume that $\alpha c_1 \land \mu_{\mathcal{V}(l_2)} \rightarrow \text{true}$, and we find a ground substitution $\alpha_1$ such that $\alpha_1 l_1 = t$ and $\alpha_1 c_1 \rightarrow \text{true}$, which contradicts the failure of the application of the rule $l_1 \rightarrow r_1$ if $c_1$ to $t$.

Let us denote $\alpha' = \alpha_{\mathcal{V}(l_2) \setminus \text{Dom}(\mu)}$ such that $\text{Dom}(\alpha') = \mathcal{V}(l_2) \setminus \text{Dom}(\mu)$. Let us now consider the ground substitution $\alpha_1$, such that $\alpha_1 = \alpha' \mu_{\mathcal{V}(l_1) \cup \mathcal{V}(l_2)}$.

We first show that $\alpha_1 l_1 = t$. By definition of $\alpha_1$, we have $\alpha_1 l_1 = \alpha' \mu l_1$. By definition of $\mu$, we have $\mu l_1 = \mu l_2$, therefore $\alpha_1 l_1 = \alpha' \mu l_2$ (0).

We now show that $\alpha' \mu l_2 = \alpha l_2$. For $x \in \mathcal{V}(l_2) \cap \text{Dom}(\mu)$, we have $\mu x = \alpha x$, for we
know by hypothesis that $\alpha\mu_{\text{var}(t)} \rightarrow^* \text{true}$. Since $\alpha$ is a ground substitution, we get $\alpha'\mu = \alpha'\alpha z = \alpha x$ (1). For $x \in \text{Var}(t) \setminus \text{Dom}(\mu)$, we have $\mu x = x$ and, by definition of $\alpha'$, $\alpha'\alpha z = \alpha' x = \alpha x$ (2). From (1) and (2), we get $\alpha'\mu = \alpha x$ for any $x \in \text{Var}(t)$, and then $\alpha'\mu z = \alpha z$. From (0), we then get $\alpha_1 l_1 = \alpha_1 l_2$ and then $\alpha_1 t_1 = t$ by definition of $\alpha$.

Let us now show that $\alpha_1 c_1 \rightarrow^* \text{true}$, by showing that $\alpha_1 c_1 = \alpha \mu c_1$.

Let $x_1 \in \text{Var}(c_1)$. By hypothesis, we have $\text{Var}(c_1) \subseteq \text{Var}(l_1)$, therefore $x_1 \in \text{Var}(l_1)$. Let $x_2 \in \text{Var}(\mu x_1)$. Since, by definition of $\mu$, we have $\text{Run}(\mu) \subseteq \text{Var}(l_2)$, we get $x_2 \in \text{Var}(l_2)$. Moreover, $x_1 \in \text{Var}(\mu x_1)$, therefore $x_2 \not\in \text{Dom}(\mu)$, and finally $x_2 \in \text{Var}(l_2) \setminus \text{Dom}(\mu)$. By definition of $\alpha'$, we then get $\alpha' x_2 = \alpha x_2$ for any $x_2 \in \text{Var}(\mu x_1)$, and hence $\alpha' \mu x_1 = \alpha x_1$, therefore $\alpha_1 x_1 = \alpha \mu x_1$ for any $x_1 \in \text{Var}(c_1)$. We then get $\alpha_1 c_1 = \alpha \mu c_1$, and therefore, by hypothesis, $\alpha_1 c_1 \rightarrow^* \text{true}$.

We have shown the existence of a substitution $\alpha$ such that $\alpha_1 l_1 = t$ and $\alpha_1 c_1 \rightarrow^* \text{true}$, which is in contradiction with the failure of the application of the rule $l_1 \rightarrow r_1$ if $c_1$ to $t$.

Therefore the property $\alpha \mu c_1 \land \alpha \mu_{\text{var}(t)} \rightarrow^* \text{true}$ is false, and then we have $\alpha \text{not}(\mu c_1 \land \mu_{\text{var}(t)}) \rightarrow^* \text{true}$, and henceforth $[l_2 \rightarrow r_2$ if $c_2 \land \alpha \text{not}(\mu c_1 \land \mu_{\text{var}(t)})](t) = \{ar_2\} = \{t'\}$.

**Let us now show the inclusion** $[l_2 \rightarrow r_2$ if $c_2 \land \alpha \text{not}(\mu c_1 \land \mu_{\text{var}(t)})](t) \subseteq [l_2 \rightarrow r_2$ if $c_2](t)$. If $[l_2 \rightarrow r_2$ if $c_2 \land \alpha \text{not}(\mu c_1 \land \mu_{\text{var}(t)})](t) = \emptyset$, then the inclusion is trivial. Let us assume $\exists t' \in T(\mathcal{F}) : [l_2 \rightarrow r_2$ if $c_2 \land \alpha \text{not}(\mu c_1 \land \mu_{\text{var}(t)})](t) = \{t'\}$, and let show that $[l_2 \rightarrow r_2$ if $c_2](t) = \{t'\}$. By hypothesis, there exists a ground substitution $\alpha$ such that $\alpha l_2 = t$ and $\alpha(c_2 \land \alpha \text{not}(\mu c_1 \land \mu_{\text{var}(t)})) \rightarrow^* \text{true}$ and $ar_2 = t'$. In particular, $\alpha$ is such that $\alpha c_2 \rightarrow^* \text{true}$, and then $[l_2 \rightarrow r_2$ if $c_2](t) = \{t'\}$ with the matching substitution $\alpha$.

□

**Lemma 1** Given a strategy $S$, we have:

1. the reduction of the term $\text{failureRules}(S)$ with $\text{FR}$ terminates and its normal form is a (possibly empty) set of rewrite rules;

2. every rule of $\text{failureRules}(S) \downarrow_{\text{FR}}$ fails on any ground term $t \in T(\mathcal{F})$ such that $[S](t) = \emptyset$.

**Proof:** Let us show Lemma 1 by structural induction on $S$.

We first consider the case where $S$ is an atom:

- If $S =$ id or $S =$ fail, then $\text{failureRules}(S) \rightarrow_{\text{FR}} \emptyset$, and $\text{failureRules}(S) \downarrow_{\text{FR}} = \emptyset$.

  Consequently we have $[\text{failureRules}(S) \downarrow_{\text{FR}}](t) = \emptyset$ for any $t$, and Lemma 1 holds for $S$.

- If $S = \{l_1 \rightarrow r_1, \ldots, l_n \rightarrow r_n\}$, then $\text{failureRules}(S) \rightarrow_{\text{FR}} S$, and $\text{failureRules}(S) \downarrow_{\text{FR}} = S$. Consequently Lemma 1 trivially holds.

Let us now assume the properties true for $S_1, \ldots, S_n$, and let us show that Lemma 1 holds for repeat($S_1$) and $op(S_1, \ldots, S_n)$, $op \in F \cup \{dk, dc, first\}$.

- If $S =$ op($S_1, \ldots, S_n$), with $op \in \{dk, dc, first\}$, then $\text{failureRules}(S) \rightarrow_{\text{FR}} \bigcup_{i=1}^n \text{failureRules}(S_i)$ and $\text{failureRules}(S) \downarrow_{\text{FR}} = \bigcup_{i=1}^n \text{failureRules}(S_i) \downarrow_{\text{FR}}$.

Let us show the two properties of Lemma 1.

1. By induction hypothesis, for each $i \in \{1, \ldots, n\}$, the evaluation of $\text{failureRules}(S_i)$ with $\text{FR}$ terminates and $\text{failureRules}(S_i) \downarrow_{\text{FR}}$ is a set of rewrite rules. Therefore $\text{failureRules}(S) \downarrow_{\text{FR}} = \bigcup_{i=1}^n \text{failureRules}(S_i) \downarrow_{\text{FR}}$ is a set of rewrite rules.

2. Let $t$ be a ground term such that $[S](t) = \emptyset$. By definition of the $dk$, $dc$ and $first$ operators (see Table 1), we have $[S](t) = \emptyset$ iff $[S_i](t) = \emptyset$ for each $i \in \{1, \ldots, n\}$. By induction hypothesis, since $[S](t) = \emptyset$, we have $[\text{failureRules}(S) \downarrow_{\text{FR}}](t) = \emptyset$ for each $i \in \{1, \ldots, n\}$, and therefore $[\text{failureRules}(S) \downarrow_{\text{FR}}](t) = \bigcup_{i=1}^n [\text{failureRules}(S_i) \downarrow_{\text{FR}}](t) = \emptyset$.
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If $S = f(S_1, \ldots, S_n)$, with $f \in \mathcal{F}$, then $\text{failureRules}(S) \rightarrow_{\mathcal{F}_R} f(\text{failureRules}(S_1), \ldots, \text{failureRules}(S_n))$, and hence $\text{failureRules}(S) \downarrow_{\mathcal{F}_R} = f(\text{failureRules}(S_1) \downarrow_{\mathcal{F}_R}, \ldots, \text{failureRules}(S_n) \downarrow_{\mathcal{F}_R}) \downarrow_{\mathcal{F}_R}$.

Let $t$ be a ground term such that $[S](t) = \emptyset$. By induction hypothesis, each $\text{failureRules}(S_i) \downarrow_{\mathcal{F}_R}$ is a set of rules $\{[\ldots]_i\}$ such that $[\ldots]_i(t) = \emptyset$.

Therefore $\text{failureRules}(S) \downarrow_{\mathcal{F}_R} = \bigcup (l_i \rightarrow r_i \text{ if } c_i \in \ldots) \{f(l_1, \ldots, l_n) \rightarrow f(r_1, \ldots, r_n) \text{ if } \bigwedge_{i=1}^n c_i\}$ is a set of rules.

Let us show that $[\text{failureRules}(S) \downarrow_{\mathcal{F}_R}](t) = \emptyset$. By definition of $t$, we have $[f(S_1, \ldots, S_n)](t) = \emptyset$, that is either $t = \emptyset$ or $t = f(t_1, \ldots, t_n)$ and $\exists j \in \{1, \ldots, n\} : [S_j](t_j) = \emptyset$.

If $[S](t) \neq \emptyset$, then we obviously have $[\text{failureRules}(S) \downarrow_{\mathcal{F}_R}](t) = \emptyset$.

Let us now assume $t = f(t_1, \ldots, t_n)$. Then $\exists j \in \{1, \ldots, n\} : [S_j](t_j) = \emptyset$. By induction hypothesis, we have $[\ldots]_j(t_j) = \emptyset$, i.e. $[l \rightarrow r \text{ if } c](t_j) = \emptyset$ for any rule $(l \rightarrow r \text{ if } c) \in \ldots$.

Consequently, for any rule $(l_j \rightarrow r_j \text{ if } c_j) \in \ldots$, we have $[f(l_1, \ldots, l_j, \ldots, l_n) \rightarrow f(r_1, \ldots, r_j, \ldots, r_n) \text{ if } c_j \land \bigwedge_{i \neq j} c_i](t_j) = \emptyset$, and hence $[\text{failureRules}(S) \downarrow_{\mathcal{F}_R}](f(t_1, \ldots, t_n)) = \emptyset$.

- If $S = S_1; S_2$ or $S = \text{repeat}^*(S_1)$, then $\text{failureRules}(S) \rightarrow_{\mathcal{F}_R} \emptyset$ and hence $\text{failureRules}(S) \downarrow_{\mathcal{F}_R} = \emptyset$. Consequently, $[\text{failureRules}(S) \downarrow_{\mathcal{F}_R}](t) = \emptyset$ for any ground term $t$.

\[\square\]

**Lemma 2** For any strategies $S_1$ and $S_2$, the reduction of the term $\text{constrain}(S_1, S_2)$ with $\mathcal{C}O$ terminates, and its normal form $S'_2$ is a strategy such that for any ground term $t \in T(F)$ on which $S_1$ fails:

- (correctness) $[S'_2](t) \subseteq [S_2](t)$.
- (completeness) $[S_2](t) \subseteq [S'_2](t)$.
- (termination) $[S_2](t)$ terminates iff $[S'_2](t)$ terminates.

**Proof:** If $S_1$ is not a set of rules, then the first rewriting of $\text{constrain}(S_1, S_2)$ with $\mathcal{C}O$ is $\text{constrain}(S_1, S_2) \rightarrow_{\mathcal{C}O} \text{constrain}(S_1 \downarrow_{\mathcal{F}_R}, S_2)$. By Lemma 1, there exists a set of rules $\{\ldots\}_1 = S_1 \downarrow_{\mathcal{F}_R}$ such that $[\ldots](t) = \emptyset$ for any ground term $t \in T(F)$ such that $[S_1](t) = \emptyset$.

If $S_1$ is a set of rewrite rules, let us denote $\{\ldots\}_1 = S_1$. In any case, the normal form of $\text{constrain}(S_1, S_2)$ with $\mathcal{F}_R$ exists iff the normal form of $\text{constrain}(\ldots, S_2)$ with $\mathcal{F}_R$ exists and, in case of existence, we have $\text{constrain}(S_1, S_2) \downarrow_{\mathcal{C}O} = \text{constrain}(\ldots, S_2) \downarrow_{\mathcal{C}O}$.

Let $t \in T(F)$ such that $[S_1](t) = \emptyset$. By construction of $\ldots$, $t$ is also such that $[\ldots](t) = \emptyset$. Proving Lemma 2 then comes down to showing the following four properties:

1. (P1) $\text{constrain}(\ldots, S_2) \downarrow_{\mathcal{C}O}$ exists and is an ELAN strategy.
2. (P2) $[S'_2](t) \subseteq [\text{constrain}(\ldots, S_2) \downarrow_{\mathcal{C}O}](t)$.
3. (P3) $[\text{constrain}(\ldots, S_2) \downarrow_{\mathcal{C}O}](t) \subseteq [S_2](t)$.
4. (P4) $[S'_2](t)$ terminates iff $[\text{constrain}(\ldots, S_2) \downarrow_{\mathcal{C}O}](t)$ terminates.

We proceed by structural induction on $S_2$.

**We first prove the property when $S_2$ is an atom.**

If $S_2 = \text{id}$ or $S_2 = \text{fail}$ or $S_2 = \emptyset$, then $\text{constrain}(\ldots, S_2) \rightarrow S_2$, and the properties are trivially true.

If $S_2 = l \rightarrow r$ if $c$, then we have:

\[
\text{constrain}(\ldots, S_2) \rightarrow_{\mathcal{C}O} \{l \rightarrow r \text{ if } c \bigwedge_{\mu_i \in E} \text{not}(\mu_i c_i)\}
\]

with $E = \{(\mu_i, c_i) | \exists l_i \rightarrow r_i \text{ if } c_i \in \ldots \}$ such that $\mu_i l = \mu_l l$ and $\text{Ran}(\mu_l) \subseteq \text{Var}(l)$.

Then the evaluation of $\text{constrain}(\ldots, S)$ with $\mathcal{C}O$ terminates and its normal form is a rewrite rule, therefore an ELAN strategy. Since $S_2$ is a rewrite rule, $[S_2](t)$ terminates and
we only have to show \( l \rightarrow r \) if \( c(t) = \bigwedge_{i \in E} \neg(\mu_i c_i \land \mu_i \text{Var}(t)) \), which is straightforward from Proposition 4.

If \( S_2 = \{ l_1 \rightarrow r_1 \text{ if } c_1, \ldots, l_n \rightarrow r_n \text{ if } c_n \} \), then we have:

\[
\text{constrain}(\ldots, S_2) \rightarrow_{CO} \bigcup_{c \in \{ l \rightarrow r \text{ if } c \}} \text{constrain}(\ldots, l \rightarrow r \text{ if } c)
\]

\[
\rightarrow_{CO} \bigcup_{c \in \{ l \rightarrow r \text{ if } c \}} \big\{ l \rightarrow r \text{ if } c \land \mu_i c_i \land \mu_i \text{Var}(t) \big\}
\]

with \( E = \{ (\mu_i, c_i) \mid \exists (l \rightarrow r_i \text{ if } c_i) \in \{ \ldots \} \text{ such that } \mu_i l = \mu_i l_i \text{ and } \text{Ran}(\mu_i) \subseteq \text{Var}(t) \} \).

Then the evaluation of \( \text{constrain}(\ldots, S_2) \) with \( CO \) terminates and its normal form is a union of rewrite rules, therefore an ELAN strategy. Since \( S_2 \) is a set of rewrite rules, \( [S_2](t) \) terminates and we only have to show the properties (P2) and (P3), which is straightforward from Proposition 4.

Finally the properties hold for any atom \( S_2 \). Let us now assume that the properties hold for \( S'_1, \ldots, S'_n \), and let us show them for any combination \( S_2 \) of \( S'_1, \ldots, S'_n \).

If \( S_2 = \text{dc}(S'_1, \ldots, S'_n) \), we have the following rewriting step:

\[
\text{constrain}(\ldots, S_2) \rightarrow_{CO} \text{dc}(\text{constrain}(\ldots, S'_1), \ldots, \text{constrain}(\ldots, S'_n)).
\]

Let us show the property (P1). By induction hypothesis, for \( i \in \{ 1, \ldots, n \} \), the evaluation of \( \text{constrain}(\ldots, S_i) \) with \( CO \) terminates and its normal form is an ELAN strategy.

Therefore \( \text{constrain}(\ldots, S_2) \downarrow_{CO} = \text{dc}(\text{constrain}(\ldots, S'_1) \downarrow_{CO}, \ldots, \text{constrain}(\ldots, S'_n) \downarrow_{CO}) \) exists and is an ELAN strategy (dk0).

Let us now show (P2) and (P3). By definition of the \( \text{dc} \) operator, we have \( [S_2](t) = \bigcup_{i=1}^{n} [S'_i](t) \) and, by induction hypothesis, we have \( [S'_i](t) = [\text{constrain}(\ldots, S_i) \downarrow_{CO}](t) \) for all \( i \in \{ 1, \ldots, n \} \). Then we get

\[
[S_2](t) = \bigcup_{i=1}^{n} [\text{constrain}(\ldots, S_i) \downarrow_{CO}](t) \quad \text{(dk1)}
\]

From (dk0) and the definition of the \( \text{dc} \) operator, we have

\[
[\text{constrain}(\ldots, S_2) \downarrow_{CO}](t) = \bigcup_{i=1}^{n} [\text{constrain}(\ldots, S_i) \downarrow_{CO}](t) \quad \text{(dk2)}
\]

From (dk1) and (dk2) we get

\[
[S_2](t) = [\text{constrain}(\ldots, S_2) \downarrow_{CO}](t)
\]

Let us now show (P4). By definition of the \( \text{dc} \) operator, we have \( [S_2](t) \mapsto \bigcup_{i=1}^{n} [S'_i](t) \) and then \( [S_2](t) \) terminates iff \( [S'_i](t) \) terminates for all \( i \in \{ 1, \ldots, n \} \) (dk3).

From (dk0) and the definition of the \( \text{dc} \) operator we have:

\[
[\text{constrain}(\ldots, S_2) \downarrow_{CO}](t) \mapsto \bigcup_{i=1}^{n} [\text{constrain}(\ldots, S_i) \downarrow_{CO}](t)
\]

and then \( [\text{constrain}(\ldots, S_2) \downarrow_{CO}](t) \) terminates iff \( [\text{constrain}(\ldots, S_i) \downarrow_{CO}](t) \) terminates for all \( i \in \{ 1, \ldots, n \} \) (dk4). From (dk3) and (dk4), we get (P4).

If \( S_2 = \text{dc}(S'_1, \ldots, S'_n) \), we have:

\[
\text{constrain}(\ldots, S_2) \rightarrow_{CO} \text{dc}(\text{constrain}(\ldots, S'_1), \ldots, \text{constrain}(\ldots, S'_n)).
\]

Let us show the property (P1). By induction hypothesis, for \( i \in \{ 1, \ldots, n \} \), the evaluation of \( \text{constrain}(\ldots, S_i) \) with \( CO \) terminates and its normal form is an ELAN strategy.
Therefore \( \text{constrain}(\ldots, S_2) \downarrow_{\text{CO}} = d_c(\text{constrain}(\ldots, S'_1) \downarrow_{\text{CO}}, \ldots, \text{constrain}(\ldots, S'_n) \downarrow_{\text{CO}}) \) exists and is an ELAN strategy (\( \text{dcl} \)).

Let us now show (P2–P4). By definition of the \( d_c \) operator, we have:

\[
[S_2](t) \mapsto \begin{cases} [S'_1](t) & \text{if } [S'_1](t) \neq \emptyset \\ \vdots & \quad \vdots \\ [S'_n](t) & \text{if } [S'_n](t) \neq \emptyset \\ \emptyset & \text{if } \bigcup_{i=1}^{n} [S'_i](t) = \emptyset \\ \end{cases} \quad (\text{dcl})
\]

From (\( \text{dcl} \)) and the definition of the \( d_c \) operator, we get:

\[
[\text{constrain}(\ldots, S_2) \downarrow_{\text{CO}}](t) \mapsto \begin{cases} [\text{constrain}(\ldots, S'_1) \downarrow_{\text{CO}}](t) & \text{if } [\text{constrain}(\ldots, S'_1) \downarrow_{\text{CO}}](t) \neq \emptyset \\ \vdots & \quad \vdots \\ [\text{constrain}(\ldots, S'_n) \downarrow_{\text{CO}}](t) & \text{if } [\text{constrain}(\ldots, S'_n) \downarrow_{\text{CO}}](t) \neq \emptyset \\ \emptyset & \text{if } \bigcup_{i=1}^{n} [\text{constrain}(\ldots, S'_i) \downarrow_{\text{CO}}](t) = \emptyset \\ \end{cases}
\]

By induction hypothesis, we have \( \forall i \in \{1, \ldots, n\} : [\text{constrain}(\ldots, S'_i) \downarrow_{\text{CO}}](t) = [S'_i](t) \), and therefore:

\[
[\text{constrain}(\ldots, S_2) \downarrow_{\text{CO}}](t) \mapsto \begin{cases} [S'_1](t) & \text{if } [S'_1](t) \neq \emptyset \\ \vdots & \quad \vdots \\ [S'_n](t) & \text{if } \bigcup_{i=1}^{n} [S'_i](t) = \emptyset \text{ and } [S'_n](t) \neq \emptyset \\ \emptyset & \text{if } \bigcup_{i=1}^{n} [S'_i](t) = \emptyset \\ \end{cases} \quad (\text{dcl})
\]

From (\( \text{dcl} \)) and (\( \text{dc2} \)), we infer properties (P2–P4).

If \( S_2 = \text{first}(S'_1, \ldots, S'_n) \), we have:

\[
\text{constrain}(\ldots, S_2) \rightarrow_{\text{CO}} \text{first}(\text{constrain}(\ldots, S'_1), \ldots, \text{constrain}(\ldots, S'_n)).
\]

Let us show the property (\( P1 \)). By induction hypothesis, for \( i \in \{1, \ldots, n\} \), the evaluation of \( \text{constrain}(\ldots, S'_i) \) with \( \text{CO} \) terminates and its normal form is an ELAN strategy.

Therefore \( [\text{constrain}(\ldots, S_1) \downarrow_{\text{CO}} = \text{first}(\text{constrain}(\ldots, S'_1) \downarrow_{\text{CO}}, \ldots, \text{constrain}(\ldots, S'_n) \downarrow_{\text{CO}}) \) exists and is an ELAN strategy (\( \text{first0} \)).

Let us now show (P2–P4). By definition of the \( \text{first} \) operator, we have:

\[
[S_2](t) \mapsto \begin{cases} [S'_1](t) & \text{if } [S'_1](t) \neq \emptyset \\ \vdots & \quad \vdots \\ [S'_n](t) & \text{if } \bigcup_{i=1}^{n} [S'_i](t) = \emptyset \text{ and } [S'_n](t) \neq \emptyset \\ \emptyset & \text{if } \bigcup_{i=1}^{n} [S'_i](t) = \emptyset \\ \end{cases} \quad (\text{first1})
\]

From (\( \text{first0} \)) and the definition of the \( \text{first} \) operator, we get:

\[
[\text{constrain}(\ldots, S_1) \downarrow_{\text{CO}}](t) \mapsto \begin{cases} [\text{constrain}(\ldots, S'_1) \downarrow_{\text{CO}}](t) & \text{if } [\text{constrain}(\ldots, S'_1) \downarrow_{\text{CO}}](t) \neq \emptyset \\ \vdots & \quad \vdots \\ [\text{constrain}(\ldots, S'_n) \downarrow_{\text{CO}}](t) & \text{if } \bigcup_{i=1}^{n} [\text{constrain}(\ldots, S'_i) \downarrow_{\text{CO}}](t) = \emptyset \text{ and } [\text{constrain}(\ldots, S'_n) \downarrow_{\text{CO}}](t) \neq \emptyset \\ \emptyset & \text{if } \bigcup_{i=1}^{n} [\text{constrain}(\ldots, S'_i) \downarrow_{\text{CO}}](t) = \emptyset \\ \end{cases}
\]

By induction hypothesis, we have \( \forall i \in \{1, \ldots, n\} : [\text{constrain}(\ldots, S'_i) \downarrow_{\text{CO}}](t) = [S'_i](t) \), and therefore:

\[
[\text{constrain}(\ldots, S_2) \downarrow_{\text{CO}}](t) \mapsto \begin{cases} [S'_1](t) & \text{if } [S'_1](t) \neq \emptyset \\ \vdots & \quad \vdots \\ [S'_n](t) & \text{if } \bigcup_{i=1}^{n} [S'_i](t) = \emptyset \text{ and } [S'_n](t) \neq \emptyset \\ \emptyset & \text{if } \bigcup_{i=1}^{n} [S'_i](t) = \emptyset \\ \end{cases} \quad (\text{first2})
\]
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From (first1) and (first2), we infer properties (P2–P4).
If $S_2 = f(S_1, \ldots, S_n)$, with $f \in \mathcal{F}$, we have:

$$\text{constrain}([\ldots]_1, S_2) \rightarrow_{co} S_2$$

and Lemma 2 trivially holds.
If $S_2 = \text{repeat}^*(S'_1)$, we have two cases:
- either $\text{constrain}([\ldots]_1, S'_1) \rightarrow_{co} \text{fail}$. In this case, $\text{constrain}([\ldots]_1, S_2)_{co} = \text{id}$, hence (P1). By induction hypothesis, we have $[S'_1](t) = \emptyset$, and then $\text{repeat}^*(S'_1)](t) = \{t\} = \text{constrain}([\ldots]_1, S_2)_{co}](t)$, and both $[S_2](t)$ and $\text{constrain}([\ldots]_1, S_2)_{co}](t)$ terminate;
- or $\text{constrain}([\ldots]_1, S_2) \rightarrow_{co} S_2$, and then Lemma 2 trivially holds.

□

A.3 Exclusive strategies (Section 4.3)

Lemma 3. Let $S, S'$ be two strategies. We have:

1. The reduction of $\text{mutex}(S, S')$ with $\text{Excl}$ terminates and its normal form is either true or false.
2. If $\text{mutex}(S, S') \rightarrow^*_{\text{excl}} \text{true}$, then $S, S'$ are mutually exclusive.

Proof: The proof is rather long and fastidious, because we proceed by structural induction on the strategies $S$ and $S'$. Since we study 8 kinds of strategy, we have to perform a proof for 64 cases. Fortunately, some cases can be factorized.

1. Case $S = \text{id}$ and $S' = \text{fail}$.
   
   Then $\text{mutex}(S, S') \rightarrow^*_{\text{excl}} \text{true}$. We have $\forall t \in \mathcal{T}(\mathcal{F}) : [S'](t) = \emptyset$, therefore $S'$ trivially excludes $S$, and $S$ trivially excludes $S'$.

2. Case $S = \text{id}$ and $S' \neq \text{fail}$.
   
   Then $\text{mutex}((id, S') \rightarrow^*_{\text{excl}} \text{false}$, and Lemma 3 trivially holds.

3. Case $S = [\ldots]_1$ and $S' = [\ldots]_2$.
   
   Then $\text{mutex}(S, S') \rightarrow^*_{\text{excl}} \bigwedge_{l_1 \rightarrow r_1} \text{mutex}(l_1 \rightarrow r_1$ if $c_1, l_2 \rightarrow r_2$ if $c_2)$. If $c_1, l_2 \rightarrow r_2$ if $c_2)$. By definition of $\text{Excl}$, $\forall (l_1 \rightarrow r_1$ if $c_1, l_2 \rightarrow r_2$ if $c_2) \in [\ldots]_1 \times [\ldots]_2 : \text{mutex}(l_1 \rightarrow r_1$ if $c_1, l_2 \rightarrow r_2$ if $c_2) \rightarrow^*_{\text{excl}} \text{false}$. Therefore the point 1 of Lemma 3 holds.

Let us now consider the case $\text{mutex}(S, S') \rightarrow^*_{\text{excl}} \text{true}$, i.e. $\forall (l_1 \rightarrow r_1$ if $c_1, l_2 \rightarrow r_2$ if $c_2) \in [\ldots]_1 \times [\ldots]_2 : \text{mutex}(l_1 \rightarrow r_1$ if $c_1, l_2 \rightarrow r_2$ if $c_2) \rightarrow^*_{\text{excl}} \text{true(m0)}$. Let $t \in \mathcal{T}(\mathcal{F})$, and show that $S$ excludes $S'$.

If $\exists E \neq \emptyset : [S](t) \Rightarrow^* E$, then $S$ trivially excludes $S'$ on $t$.

Let us now assume $\exists E \neq \emptyset : [S](t) \Rightarrow^* E$. By definition, we have

$$[S'](t) \Rightarrow^* \bigcup_{(l_2 \rightarrow r_2 \text{ if } c_2) \in [\ldots]_2} [l_2 \rightarrow r_2 \text{ if } c_2](t)$$

and therefore the evaluation of $[S'](t)$ terminates. Let us now show, by contradiction, that $[S'](t) = \emptyset$. We then assume $[S'](t) \neq \emptyset$. We then have $\exists (l_2 \rightarrow r_2 \text{ if } c_2) \in [\ldots]_2 : [l_2 \rightarrow r_2 \text{ if } c_2](t) \neq \emptyset$. By definition of the conditional rewriting, $\exists c_2 : \text{Dom}(c_2) = \forall (l_2) \land c_2 \rightarrow^* \text{true}$. We are going to show that $\forall (l_1 \rightarrow r_1$ if $c_1) \in [\ldots]_1 : [l_1 \rightarrow r_1$ if $c_1](t) = \emptyset$, which entails that $S(t) \Rightarrow^* \emptyset$, which raises a contradiction.
Let \((l_1 \rightarrow r_1) \text{ if } c_1 \in \ldots \).
From \((m_0)\) and the definition of \(\text{Excl}\), \(\exists \mu \in mgu(l_1, l_2) : c_1 \mapsto \lambda \mu \rightarrow \bullet \text{ true}\).
Let us assume \([l_1 \rightarrow r_1] \text{ if } c_1 \in \{ \ldots \}]\).
Then, by definition of the\(\lambda\) conditional rewriting, \(\exists \alpha_1 : \text{Dom}(\alpha_1) = \text{Var}(l_1) \land \alpha_1 l_1 = t \land \alpha_1 c_1 \mapsto \bullet \text{ true}\).
Considering the substitution \(\mu = \alpha_1 \land \alpha_2\), we have :
- \(\text{Var}(l_1) \cap \text{Var}(l_2) = \emptyset\), therefore \(\mu_1 = (\alpha_1 \land \alpha_2) l_1 = \alpha_1 l_1 = t\). Symetricly, we get \(\mu_2 = \alpha_2 l_2 = t\).
- \(\text{Var}(c_1) \subseteq \text{Var}(l_1)\), therefore \(\mu_1 = (\alpha_1 \land \alpha_2) c_1 = \alpha_1 c_1 \mapsto \bullet \text{ true}\);
- \(\text{Var}(c_2) \subseteq \text{Var}(l_2)\), therefore \(\mu_2 = (\alpha_1 \land \alpha_2) c_2 = \alpha_2 c_2 \mapsto \bullet \text{ true}\).
The three points above raise a contradiction with \((\text{m1})\), and then \([l_1 \rightarrow r_1] \text{ if } c_1 \in \{ \ldots \}]\), which contradicts \([S](t) \mapsto \bullet \text{ E } \emptyset \neq \emptyset\).
Consequently, \([S^*](t) \neq \emptyset\) is impossible and, since the evaluation of \([S^*](t)\) terminates, we get \([S^*](t) = \emptyset\).
Symetricly, we can show that \(S^*\) excludes \(S\).

4. \(\text{Case } S = \text{op}(S_1, \ldots, S_m) \text{ and } S^* \text{ any strategy}, \) with \(\text{op} \in \{ dk, dc, f \}\) and assuming \(\text{Lemma 3 holds for each pair of strategies } (S_i, S'), i \in \{1, \ldots, n\}\).
Then \(\text{mutex}(S, S^*) \mapsto \text{Excl } \bigcap_{i=1}^{m} \text{mutex}(S_i, S')\).
By induction hypothesis, \(\forall i \in \{1, \ldots, m\} : \text{mutex}(S_i, S^*) \mapsto \text{Excl}\) exists and is either \(\text{true}\) or \(\text{false}\). Therefore the evaluation of \(\text{mutex}(S, S^*)\) with \(\text{Excl}\) terminates and is either \(\text{true}\) or \(\text{false}\).
If its normal form is \(\text{false}\), then \(\text{Lemma 3 trivially holds}\).
Let us then assume that its normal form is \(\text{true}\).
Then we have \(\forall i \in \{1, \ldots, m\} : \text{mutex}(S_i, S^*) \mapsto \text{Excl}\) \(\text{true}\), and by induction hypothesis \(S_i \text{ and } S' \text{ are mutually exclusive } (\text{mdk0})\).
Let \(t \in \mathcal{T}(\mathcal{F})\). We first show that \(S\) excludes \(S'\).
If \(\mathcal{A}E \neq \emptyset : [S](t) \mapsto \bullet \text{ E}\), then \(S\) trivially excludes \(S'\) on \(t\).
Let us now assume \(\exists E : [S](t) \mapsto \bullet \text{ E}\).
By definition of the \(\text{op}\) operator, we have :
- \([S](t) \mapsto \bigcup_{i=1}^{m} [S_i](t) \neq \emptyset\) if \(\text{op} = dk\).
  By hypothesis, \(E \neq \emptyset\), hence \(\exists i \in \{1, \ldots, m\}, E_i : [S_i](t) \mapsto \bullet \text{ E}_i \neq \emptyset\).
  \(\exists i \in \{1, \ldots, m\} : [S](t) \mapsto [S_i](t)\) if \(\text{op} \in \{dc, f\}\).
  By hypothesis, \(E \neq \emptyset\), hence \([S_i](t) \mapsto \bullet \text{ E}_i \neq \emptyset\).
From \([S_i](t) \mapsto \bullet \text{ E}_i \neq \emptyset\) and \((\text{mdk0})\), we get \([S^*](t)\) terminates and evaluates in \(\emptyset\).
Let us now show that \(S\) excludes \(S'\).
If \(\mathcal{A}E \neq \emptyset : [S^*](t) \mapsto \bullet \text { E} \), then \(S'\) trivially excludes \(S\) on \(t\).
Let us now assume \(\exists E : [S^*](t) \mapsto \bullet \text{ E}\). From \((\text{mdk0})\), we get that \(\forall i \in \{1, \ldots, m\} : [S_i](t)\) terminates and evaluates in \(\emptyset\). Then, by definition of the \(\text{op}\) operator, we get :
\([S](t) \mapsto \bigcup_{i=1}^{m} [S_i](t) \mapsto \emptyset\).

5. \(\text{Case } S = f(S_1, \ldots, S_m) \text{ and } S' = \{ \ldots \}, f \in \mathcal{F}\).
If \(\exists l_2 \rightarrow r_2 \text{ if } c_2 \in \{ \ldots \} : \text{top}(l_2) = f\), then \(\text{mutex}(S, S^*) \mapsto \text{Excl } \text{false}\), and \(\text{Lemma 3 trivially holds}\).
If \(\mathcal{A}(l_2 \rightarrow r_2 \text{ if } c_2 \in \{ \ldots \}) : \text{top}(l_2) = f\), then \(\text{mutex}(S, S^*) \mapsto \text{Excl } \text{true}\).
Let \(t \in \mathcal{T}(\mathcal{F})\). Let us first show that \(S\) excludes \(S'\). If \(\mathcal{A}E \neq \emptyset : [S](t) \mapsto \bullet \text{ E}\), then \(S\) trivially excludes \(S'\) on \(t\).
Let us now assume \(\exists E : [S](t) \mapsto \bullet \text{ E}\). Necessarily, by definition of the congruence strategy, we have \(\text{top}(l_2) = f\). Since no rule of \(\{ \ldots \}\) has the top symbol of its lhs equal to \(f\), we have \([S^*](t) = \emptyset\).
Let us now show that \(S^*\) excludes \(S\).
If \(\mathcal{A}E \neq \emptyset : [S^*](t) \mapsto \bullet \text{ E}\), then \(S^*\) trivially excludes \(S\) on \(t\).
Let us now assume \(\exists E : [S^*](t) \mapsto \bullet \text{ E}\). From \([S^*](t) \mapsto \bullet \bigcup_{l_2 \rightarrow r_2} \text{ if } c_2 \in \{ \ldots \} : l_2 \rightarrow r_2 \text{ if } c_2 \in \{ \ldots \}\), that does not fail on \(t\). Since \(\text{top}(l_2) \neq f\), then \(\text{top}(t) \neq f\) and then, by definition of the congruence strategy, \([S](t) = \emptyset\).
6. Case $S = f(S_1, \ldots, S_n)$ and $S' = g(S'_1, \ldots, S'_m)$, with $f, g \in \mathcal{F}$ and assuming Lemma 3 holds for each pair of strategies $(S_i, S'_j)$, $(i, j) \in \{1, \ldots, n\} \times \{1, \ldots, m\}$.

If $f \neq g$, then $\text{mutex}(S, S') \rightarrow_{\epsilon_{exc}} \text{true}$. Let us first show that $S$ excludes $S'$. Given $t \in \mathcal{T}(\mathcal{F})$, $[S](t) \Rightarrow^* E \neq \emptyset$ implies that $\text{top}(t) = f$, and hence, by definition of the congruence strategy, we have $[S'](t) = \emptyset$. We can symmetrically show that $S'$ excludes $S$.

Let us now consider the case where $f = g$. Then $\text{mutex}(S, S') \rightarrow_{\epsilon_{exc}} \bigwedge_{i=1}^{n} \text{mutex}(S_i, S'_i)$. By induction hypothesis, the normal form of each $\text{mutex}(S_i, S'_i)$ exists and is either $\text{true}$ or $\text{false}$, and hence point 1 of Lemma 3 holds.

If $\forall i \in \{1, \ldots, n\} : \text{mutex}(S_i, S'_i) \downarrow_{\epsilon_{exc}} \text{false}$, then $\text{mutex}(S, S') \rightarrow_{\epsilon_{exc}} \text{false}$, and Lemma 3 trivially holds.

Let us now assume $\exists i \in \{1, \ldots, n\} : \text{mutex}(S_i, S'_i) \downarrow_{\epsilon_{exc}} \text{true}$. By induction hypothesis, strategies $S_i, S'_i$ are mutually exclusive.

Let $t \in \mathcal{T}(\mathcal{F})$. Let us show that $S$ excludes $S'$ on $t$.

If $\exists E \neq \emptyset : [S](t) \Rightarrow^* E$, then $S$ trivially excludes $S'$ on $t$.

Let us now assume $\exists E \neq \emptyset : [S](t) \Rightarrow^* E$. Necessarily, denoting $n$ the arity of symbol $f$, we have $\exists t_1, \ldots, t_n \in \mathcal{T}(\mathcal{F}) : t = f(t_1, \ldots, t_n)$ and $\exists E_i \neq \emptyset : [S](t_i) \Rightarrow^* E_i$. Then, by induction hypothesis, $[S'](t_i)$ terminates and evaluates in $\emptyset$, and therefore $[S'](t) = \emptyset$.

We can symmetrically show that $S'$ excludes $S$ on $t$.

7. Case $S = f(S_1, \ldots, S_n)$ and $S$ neither a set of rules nor a congruence strategy, with $f \in \mathcal{F}$.

Then $\text{mutex}(S, S') \rightarrow_{\epsilon_{exc}} \text{false}$, and Lemma 3 trivially holds.

8. Case $S = S_1; S_2$ and $S'$ any strategy, assuming Lemma 3 holds for the pair of strategies $(S_1, S')$.

Then $\text{mutex}(S, S') \rightarrow_{\epsilon_{exc}} \text{mutex}(S_1, S')$. By induction hypothesis, $\text{mutex}(S_1, S') \downarrow_{\epsilon_{exc}} \text{true}$, and hence so is $\text{mutex}(S, S') \downarrow_{\epsilon_{exc}} \text{true}$.

If $\text{mutex}(S_1, S') \downarrow_{\epsilon_{exc}} \text{false}$, then Lemma 3 trivially holds.

If $\text{FNar}_{\epsilon_{exc}} \text{mutex}(S_1, S') = \text{true}$ then, by induction hypothesis, $S_1$ and $S'$ are mutually exclusive.

Let $t \in \mathcal{T}(\mathcal{F})$. Let us first show that $S$ excludes $S'$.

If $\exists E \neq \emptyset : [S](t) \Rightarrow^* E$, then $S$ trivially excludes $S'$.

Let us now assume $\exists E \neq \emptyset : [S](t) \Rightarrow^* E$. Then, in particular, $\exists E_i \neq \emptyset : [S](t) \Rightarrow^* E_i$. Since $S_1$ and $S'$ are mutually exclusive, we get $[S'](t) = \emptyset$.

Let us now show that $S'$ excludes $S$.

If $\exists E \neq \emptyset : [S'](t) \Rightarrow^* E$, then $S'$ trivially excludes $S$.

Let us now assume $\exists E \neq \emptyset : [S'](t) \Rightarrow^* E$. Since $S_1$ and $S'$ are mutually exclusive, we get $[S](t) = \emptyset$, and then $[S](t) = \emptyset$.

9. Case $S = \text{repeat}^*(S_1)$ and $S' = \text{fail}$.

Then $\text{mutex}(S, S') \rightarrow_{\epsilon_{exc}} \text{true}$. We have $\forall t \in \mathcal{T}(\mathcal{F}) : [S'](t) = \emptyset$, therefore $S'$ trivially excludes $S$, and $S$ trivially excludes $S'$.

10. Case $S = \text{repeat}^*(S_1)$ and $S' \neq \text{fail}$.

Then $\text{mutex}(id, S') \rightarrow_{\epsilon_{exc}} \text{false}$, and Lemma 3 trivially holds.

11. Case $S = \{\ldots\}, S' \neq \{\ldots\}$.

Then $\text{mutex}(\{\ldots\}, S') \rightarrow_{\epsilon_{exc}} \text{mutex}(S', \{\ldots\})$, and the case $\text{mutex}(S', \{\ldots\})$ is covered by the previous cases.

□

**Proposition 5.** Let $S_1, \ldots, S_n$ be strategies such that $\forall i, j \in \{1, \ldots, n\}, i \neq j : S_i$ and $S_j$ are mutually exclusive. Then we have:

1. $\text{dc}(S_1, \ldots, S_n)$ is equivalent to $\text{dk}(S_1, \ldots, S_n)$.
2. \( \text{first}(S_1, \ldots, S_n) \) is equivalent to \( \text{dk}(S_1, \ldots, S_n) \).

**Proof:** If \( \forall i, j \in \{1, \ldots, n\}, i \neq j : S_i \) and \( S_j \) are mutually exclusive, then for any ground term \( t \), there is at most one application of some \( S_k \) to \( t \) that does not fail.

Then, by definition of the \( \text{dk} \) operator, we have \( [\text{dk}(S_1, \ldots, S_n)](t) \mapsto [S_i](t) \).

Likewise, by definition of the \( \text{op} \) operator, for \( op \in \{\text{dc}, \text{first}\} \), we have \( [\text{op}(S_1, \ldots, S_n)](t) \mapsto [S_i](t) \), hence Proposition 5. \( \square \)

### A.4 Equivalence of simplified strategies (Section 4.4)

**Theorem 2.** Let \( S, S' \) be two strategies such that \( S \rightarrow*_{\text{SIMPL}} S' \). Then \( S \) and \( S' \) are equivalent.

**Proof:** It is sufficient to prove that the property holds for any rewrite step \( S \rightarrow_{\text{SIMPL}} S' \). We then perform a case study on these rewrite rules. We refer to the rules by their equation number in Table 5. For each of these rules, \( S' \) is the result of applying the rule to the strategy \( S \), and \( t \) is any term. To prove equivalence, we show that \( [S](t) = [S'](t) \) and that \( [S](t) \) and \( [S'](t) \) have the same termination behaviour, relying on the semantics of strategy operators given in Table 1.

**Rule (1)**
\[
S = \text{fail}; S_2 \\
S' = \text{fail}.
\]

With the rules of Table 1, we have the reduction \( [S](t) \leftrightarrow [S_2]([\text{fail}](t)) \leftrightarrow [S_2](\emptyset) \leftrightarrow \emptyset \).

Then \( [S](t) \) always terminates and fails, exactly like \( S' = \text{fail} \). Therefore \( S \) and \( S' \) are equivalent.

**Rule (2)**
\[
S = \text{id}; S_2 \\
S' = S_2.
\]

With the rules of Table 1, we have the reduction \( [S](t) \leftrightarrow [S_2]([\text{id}](t)) \leftrightarrow [S_2](t) \).

Since \( S' = S_2 \), \( S \) and \( S' \) are equivalent.

**Rule (3)**
\[
S = S_1; \text{id} \\
S' = S_1.
\]

With the rules of Table 1, we have the reduction \( [S](t) \leftrightarrow [\text{id}][[S_1](t)] \).

Obviously, \( [S](t) \) terminates iff \( [S_1](t) \) terminates, that is iff \( [S'](t) \) terminates.

Moreover, for any \( t' \in [S] \) \( t \), the above rewriting step ensures that \( t' \in [\text{id}][[S_1](t)] \), i.e. \( \exists t'' \in [S_1](t) : t' \in [\text{id}][t''] \), that is \( t' = t'' \), and hence \( t' \in [S_1](t) \). We have shown \( [S](t) \subseteq [S'](t) \).

Let \( t' \in [S_1](t) \). By definition of \( \text{id} \), we have \( t' \in [\text{id}][t'] \), and hence \( t' \in [\text{id}][[S_1](t)] \). By the above rewriting step, we get \( t' \in [S](t) \). We have then also shown \( [S'](t) \subseteq [S](t) \). Finally, \( S \) and \( S' \) are equivalent.

**Rule (4)**
\[
S = \text{repeat*}(\text{fail}) \\
S' = \text{id}
\]

Trivially true, by definition of the \( \text{repeat*} \) operator.
Rule (5)

\[ S = dk(S_1, \ldots, S_{k-1}, fail, S_{k+1}, \ldots, S_n) \]
\[ S' = dk(S_1, \ldots, S_{k-1}, S_{k+1}, \ldots, S_n). \]

With the rules of Table 1, we have the reduction:

\[ [S](t) \mapsto \bigcup_{j \neq k} [S_j](t) \cup [fail](t) \mapsto \bigcup_{j \neq k} [S_j](t) \cup \emptyset. \]

Since we also have the reduction \([S'](t) \mapsto \bigcup_{j \neq k} [S_j](t)\), then \(S\) and \(S'\) are equivalent.

Rule (6)

\[ S = first(S_1, \ldots, S_{k-1}, fail, S_{k+1}, \ldots, S_n) \]
\[ S' = first(S_1, \ldots, S_{k-1}, S_{k+1}, \ldots, S_n). \]

With the rules of Table 1, we have the reduction:

\[
[S](t) \mapsto
\begin{cases}
  \emptyset & \text{if } \bigcup_{j \neq k} [S_j](t) \cup [fail](t) = \emptyset \\
  [S_1](t) & \text{if } [S_1](t) \neq \emptyset \\
  \vdots & \\
  [S_{k-1}](t) & \text{if } [S_{k-1}](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-2} [S_j](t) = \emptyset \\
  [fail](t) & \text{if } [fail](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-1} [S_j](t) = \emptyset \\
  [S_{k+1}](t) & \text{if } [S_{k+1}](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-1} [S_j](t) \cup [fail](t) = \emptyset \\
  \vdots & \\
  [S_n](t) & \text{if } [S_n](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{n-1, j \neq k} [S_j](t) \cup [fail](t) = \emptyset
\end{cases}
\]

However, the condition \([fail](t) \neq \emptyset\) is always false, whatever the term \(t\). Then the result of the previous rewriting step is equivalent to:

\[
[S](t) \mapsto
\begin{cases}
  \emptyset & \text{if } \bigcup_{j \neq k} [S_j](t) \cup [fail](t) = \emptyset \\
  [S_1](t) & \text{if } [S_1](t) \neq \emptyset \\
  \vdots & \\
  [S_{k-1}](t) & \text{if } [S_{k-1}](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-2} [S_j](t) = \emptyset \\
  [S_{k+1}](t) & \text{if } [S_{k+1}](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-1} [S_j](t) = \emptyset \\
  \vdots & \\
  [S_n](t) & \text{if } [S_n](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{n-1, j \neq k} [S_j](t) = \emptyset
\end{cases}
\]

Since we get the same result as reducing \([S'](t)\) in one step, \(S\) and \(S'\) are equivalent.

Rule (7)

\[ S = dc(S_1, \ldots, S_{k-1}, fail, S_{k+1}, \ldots, S_n) \]
\[ S' = dc(S_1, \ldots, S_{k-1}, S_{k+1}, \ldots, S_n). \]

With the rules of Table 1, we have the reduction:

\[
[S](t) \mapsto
\begin{cases}
  \emptyset & \text{if } \bigcup_{j \neq k} [S_j](t) \cup [fail](t) = \emptyset \\
  [S_1](t) & \text{if } [S_1](t) \neq \emptyset \\
  \vdots & \\
  [S_{k-1}](t) & \text{if } [S_{k-1}](t) \neq \emptyset \\
  [fail](t) & \text{if } [fail](t) \neq \emptyset \\
  [S_{k+1}](t) & \text{if } [S_{k+1}](t) \neq \emptyset \\
  \vdots & \\
  [S_n](t) & \text{if } [S_n](t) \neq \emptyset
\end{cases}
\]

However, the condition \([fail](t) \neq \emptyset\) is always false, whatever the term \(t\). Then the result of the previous rewriting step is equivalent to:
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\[
\begin{align*}
[S_1](t) & \equiv \begin{cases} 0 & \text{if } \bigcup_{j \neq k} [S_j](t) \cup [id](t) = \emptyset \\ [S_1](t) & \text{if } [S_1](t) \neq \emptyset \\ \vdots & 
\end{cases} \\
[S_{k-1}](t) & \equiv \begin{cases} 0 & \text{if } [S_{k-1}](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-2} [S_j](t) = \emptyset \\ [id](t) & \text{if } [id](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-2} [S_j](t) = \emptyset \\
[S_{k+1}](t) & \text{if } [S_{k+1}](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-2} [S_j](t) \cup [id](t) = \emptyset \\
\vdots & 
\end{cases} \\
[S_n](t) & \equiv \begin{cases} 0 & \text{if } [S_n](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{n-1} [S_j](t) \cup [id](t) = \emptyset \\
\end{cases}
\end{align*}
\]

Since we get the same result as reducing \([S'](t)\) in one step, \(S\) and \(S'\) are equivalent.

**Rule (8)**

\[S = \text{first}(S_1, \ldots, S_{k-1}, id, \ldots)\]
\[S' = \text{first}(S_1, \ldots, S_{k-1}, id)\]

With the rules of Table 1, we have the reduction:

\[
[S](t) \mapsto \begin{cases} 0 & \text{if } \bigcup_{j \neq k} [S_j](t) \cup [id](t) = \emptyset \\
[S_1](t) & \text{if } [S_1](t) \neq \emptyset \\
\vdots & 
\end{cases}
\]

\[
[S_{k-1}](t) \equiv \begin{cases} 0 & \text{if } [S_{k-1}](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-2} [S_j](t) = \emptyset \\ [id](t) & \text{if } [id](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-2} [S_j](t) = \emptyset \\
[S_{k+1}](t) & \text{if } [S_{k+1}](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-2} [S_j](t) \cup [id](t) = \emptyset \\
\vdots & 
\end{cases}
\]

\[
[S_n](t) \equiv \begin{cases} 0 & \text{if } [S_n](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{n-1} [S_j](t) \cup [id](t) = \emptyset \\
\end{cases}
\]

However, we have \([id](t) = \{t\} \neq \emptyset\) for any term \(t\), and then the condition \([id](t) = \emptyset\) is false. Then the result of the previous rewriting step is equivalent to:

\[
[S](t) \mapsto \begin{cases} 0 & \text{if } \bigcup_{j \neq k} [S_j](t) \cup [id](t) = \emptyset \\
[S_1](t) & \text{if } [S_1](t) \neq \emptyset \\
\vdots & 
\end{cases}
\]

\[
[S_{k-1}](t) \equiv \begin{cases} 0 & \text{if } [S_{k-1}](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-2} [S_j](t) = \emptyset \\ [id](t) & \text{if } [id](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-2} [S_j](t) = \emptyset \\
[S_{k+1}](t) & \text{if } [S_{k+1}](t) \neq \emptyset \text{ and } \bigcup_{j=1}^{k-2} [S_j](t) \cup [id](t) = \emptyset \\
\vdots & 
\end{cases}
\]

Since we get the same result as reducing \([S'](t)\) in one step, \(S\) and \(S'\) are equivalent.

**Rule (9)**

\[S = \text{first}(S_1, \ldots, S_{k-1}, \text{repeat}^*(S_k), \ldots)\]
\[S' = \text{first}(S_1, \ldots, S_{k-1}, \text{repeat}^*(S_k))\]

We proceed like for the rule (8), by noticing that \([\text{repeat}^*(S_k)](t) \neq \emptyset\) for any term \(t\).

**Rule (10)**

\[S = f(S_1, \ldots, S_n); g(S_1', \ldots, S_m')\]
\[S' = \begin{cases} \emptyset & \text{if } f \neq g \\
f(S_1; S_1', \ldots, S_n; S_m') & \text{if } f = g 
\end{cases}\]

With the rules of Table 1, we have the reduction:

\[
[S](t) \mapsto \bigcup_{t' \in [f(S_1, \ldots, S_n)](t)} [g(S_1', \ldots, S_m')](t').
\]

Let us assume \(f \neq g\). By definition of the congruence strategy, for any \(t' \in [f(S_1, \ldots, S_n)](t)\), we necessarily have \(\text{top}(t') = f\), and hence \([g(S_1', \ldots, S_m')](t') = \emptyset\), hence the equivalence of \(S\) and \(S'\) if \(f \neq g\).

Let us now assume \(f = g\). We then have the reduction:

\[
[S'](t) \mapsto \begin{cases} \emptyset & \text{if } \text{top}(t) \neq f \\
\bigcup_{t_1 \in [S_1; S_1']/(t_1), \ldots, v_n \in [S_n; S_n']/(t_n)} f(v_1, \ldots, v_n) & \text{if } t = f(t_1, \ldots, t_n) 
\end{cases}\]
By definition of the composition, we then have the following reduction:

$$
\exists \bigg\{ \begin{array}{lcl}
0 & \text{if } top(t) \neq f \\
\bigcup U_t \in \mathcal{E}[s_1(t_1), \ldots, s_n(t_n)] & \text{if } t = f(t_1, \ldots, t_n)
\end{array}
$$

which is equivalent to:

$$
\exists \bigg\{ \begin{array}{lcl}
0 & \text{if } top(t) \neq f \\
\bigcup U_t \in \mathcal{E}[s_1(t_1), \ldots, s_n(t_n)] & \text{if } t = f(t_1, \ldots, t_n)
\end{array}
$$

Let us show that $[S](t)$ evaluates in the same application as above. With $f = g$, we have the reduction:

$$
[S](t) \Rightarrow \bigcup U' \in [f(s_1, \ldots, s_n)](t') [f(S_1', \ldots, S_n')](t')
$$

If $top(t) \neq f$, then $[f(S_1, \ldots, S_n)](t) = \emptyset$. Therefore the result of the above rewriting step is equivalent to:

$$
\bigg\{ \begin{array}{lcl}
0 & \text{if } top(t) \neq f \\
\bigcup U' \in [f(s_1, \ldots, s_n)](t') & \text{if } t = f(t_1, \ldots, t_n)
\end{array}
$$

which is, by definition of the congruence strategy, equivalent to:

$$
\bigg\{ \begin{array}{lcl}
0 & \text{if } top(t) \neq f \\
\bigcup U' \in [f(s_1, \ldots, s_n)](t') & \text{if } t = f(t_1, \ldots, t_n)
\end{array}
$$

that is to:

$$
\bigg\{ \begin{array}{lcl}
0 & \text{if } top(t) \neq f \\
\bigcup U' \in [f(s_1, \ldots, s_n)](t') & \text{if } t = f(t_1, \ldots, t_n)
\end{array}
$$

The above result, by definition of the congruence strategy, is equivalent to:

$$
\bigg\{ \begin{array}{lcl}
0 & \text{if } top(t) \neq f \\
\bigcup U' \in [f(s_1, \ldots, s_n)](t') & \text{if } t = f(t_1, \ldots, t_n)
\end{array}
$$

Therefore $S$ and $S'$ are equivalent.

**Rule (11)**

$$
S = dk(S_1, \ldots, S_n); S_0 \\
S' = dk(S_1; S_0, \ldots, S_n; S_0).
$$

With the rules of Table 1, we have the reduction:

**Rule (12)**

$$
S = S_0; dk(S_1, \ldots, S_n) \\
S' = dk(S_0; S_1, \ldots, S_n; S_0).
$$

With the rules of Table 1, we have the reduction $[S](t) \Rightarrow [dk(S_1, \ldots, S_n); [S_0](t)] \Rightarrow \bigcup U' = 1 [S_i]; [S_0](t)$.

Likewise, we have the reduction $[S'](t) \Rightarrow \bigcup U' = 1 [S_i]; [S_0](t) \Rightarrow \bigcup U' = 1 [S_i]; [S_0](t)$. Then $[S](t)$ and $[S'](t)$ both rewrite to the same application, and hence $S$ and $S'$ are equivalent.

**Rule (13)**

$$
S = dk(S_1) \\
S' = S_1
$$

With the rules of Table 1, we have the reduction $[S](t) \Rightarrow [S_1](t)$, hence $S$ and $S'$ are equivalent.
Rule (14)
\[ S = \text{first}(S_1) \]
\[ S' = S_1 \]

With the rules of Table 1, we have the reduction:
\[ [S'](t) \mapsto \begin{cases} 0 & \text{if } [S_1](t) = \emptyset \\ [S_1](t) & \text{if } [S_1](t) \neq \emptyset \end{cases} \]
Therefore, \( S \) and \( S' \) are equivalent.

Rule (15)
\[ S = dc(S_1) \]
\[ S' = S_1 \]

Same as rule (14).

Rule (16)
\[ S = dk(S_1, \ldots, S_{k-1}, dk(S'_1, \ldots, S'_m), S_{k+1}, \ldots, S_n) \]
\[ S' = dk(S_1, \ldots, S_{k-1}, S'_1, \ldots, S'_m, S_{k+1}, \ldots, S_n) \]

With the rules of Table 1, we have the reduction:
\[ [S'](t) \mapsto [dk(S'_1, \ldots, S'_m)](t) \bigcup_{i=1, i \neq k}^m [S_i](t) \bigcup_{i=1}^{k-1} [S_i](t) \bigcup_{k+1}^{m} [S_i](t) \bigcup_{i=1, i \neq k}^m [S_i](t). \]
Since we get the same result as reducing \([S'](t)\) in one step, \( S \) and \( S' \) are equivalent.

Rule (17)
\[ S = \text{first}(S_1, \ldots, S_{k-1}, \text{first}(S'_1, \ldots, S'_m), S_{k+1}, \ldots, S_n) \]
\[ S' = \text{first}(S_1, \ldots, S_{k-1}, S'_1, \ldots, S'_m, S_{k+1}, \ldots, S_n) \]

With the rules of Table 1, we have the reduction:
\[ [S](t) \begin{cases} 0 & \text{if } [\text{first}(S'_1, \ldots, S'_m)](t) \bigcup_{i=1, i \neq k}^m [S_i](t) = \emptyset \\ [S_1](t) & \text{if } [S_1](t) \neq \emptyset \\ \vdots \end{cases} \]
\[ [S_{k-1}](t) \begin{cases} 0 & \text{if } [S_{k-1}](t) \neq \emptyset \text{ and } \bigcup_{i=1}^{k-2} [S_i](t) = \emptyset \\ \text{first}(S'_1, \ldots, S'_m)(t) & \text{if } [\text{first}(S'_1, \ldots, S'_m)](t) \neq \emptyset \text{ and } \bigcup_{i=1}^{k-1} [S_i](t) = \emptyset \\ [S_k+1](t) & \text{if } [S_k+1](t) \neq \emptyset \text{ and } [\text{first}(S'_1, \ldots, S'_m)](t) \bigcup_{i=1}^{k} [S_i](t) = \emptyset \\ \vdots \end{cases} \]
\[ [S_n](t) \begin{cases} 0 & \text{if } [S_n](t) \neq \emptyset \text{ and } [\text{first}(S'_1, \ldots, S'_m)](t) \bigcup_{i=1, i \neq k}^m [S_i](t) = \emptyset \end{cases} \]
By reducing \([\text{first}(S'_1, \ldots, S'_m)](t)\) with the rules of Table 1, we get:
\[ [S](t) \begin{cases} 0 & \text{if } [\text{first}(S'_1, \ldots, S'_m)](t) \bigcup_{i=1, i \neq k}^m [S_i](t) = \emptyset \\ [S_1](t) & \text{if } [S_1](t) \neq \emptyset \\ \vdots \end{cases} \]
\[ [S_{k-1}](t) \begin{cases} 0 & \text{if } [S_{k-1}](t) \neq \emptyset \text{ and } \bigcup_{i=1}^{k-2} [S_i](t) = \emptyset \\ [S'_1](t) & \text{if } [S'_1](t) \neq \emptyset \text{ and } [\text{first}(S'_1, \ldots, S'_m)](t) \neq \emptyset \text{ and } \bigcup_{i=1}^{k-1} [S_i](t) = \emptyset \\ [S_k+1](t) & \text{if } [S_k+1](t) \neq \emptyset \text{ and } [\text{first}(S'_1, \ldots, S'_m)](t) \bigcup_{i=1}^{k} [S_i](t) = \emptyset \\ \vdots \end{cases} \]
\[ [S_n](t) \begin{cases} 0 & \text{if } [S_n](t) \neq \emptyset \text{ and } [\text{first}(S'_1, \ldots, S'_m)](t) \bigcup_{i=1, i \neq k}^m [S_i](t) = \emptyset \end{cases} \]
By noticing that:
- the condition \( \bigcup_{i=1}^m [S_i](t) = \emptyset \) and \([\text{first}(S'_1, \ldots, S'_m)](t) \neq \emptyset \) is necessarily false;
- since \([S'_1](t) \neq \emptyset \Rightarrow [\text{first}(S'_1, \ldots, S'_m)](t) \neq \emptyset \), the condition \([S'_1](t) \neq \emptyset \) and \([\text{first}(S'_1, \ldots, S'_m)](t) \neq \emptyset \) is equivalent to the condition \([S'_1](t) \neq \emptyset \);
the condition \[ \text{first}(S'_1, \ldots, S'_m)](t) = \emptyset \] is equivalent to the condition \[ \bigcup_{i=1}^m [S'_i](t) = \emptyset, \]
we get that the previous rewriting result is equivalent to :

\[
\begin{cases}
0 & \text{if } \bigcup_{i=1, i \neq k}^m [S_i](t) = \emptyset \\
[S_1](t) & \text{if } [S_1](t) \neq \emptyset \\
\vdots & \\
[S_{k-1}](t) & \text{if } [S_{k-1}](t) \neq \emptyset \text{ and } \bigcup_{i=1}^{k-2} [S_i](t) = \emptyset \\
[S'_j](t) & \text{if } [S'_j](t) \neq \emptyset \text{ and } \bigcup_{i=1}^{k-1} [S'_i](t) = \emptyset \text{ and } \bigcup_{i=1}^{k-1} [S_i](t) = \emptyset \\
[S_{k+1}](t) & \text{if } [S_{k+1}](t) \neq \emptyset \text{ and } \bigcup_{i=1}^m [S'_i](t) \bigcup_{i=1}^{m-1} [S_i](t) = \emptyset \\
\vdots & \\
[S_n](t) & \text{if } [S_n](t) \neq \emptyset \text{ and } \bigcup_{i=1}^m [S'_i](t) \bigcup_{i=1}^{m-1} [S_i](t) = \emptyset
\end{cases}
\]

Since we get the same result as reducing \([S'](t)\) in one step, \(S\) and \(S'\) are equivalent.

**Rule (18)**

\[
S = dc(S_1, \ldots, S_{k-1}, dc(S'_1, \ldots, S'_m), S_{k+1}, \ldots, S_n) \\
S' = dc(S_1, \ldots, S_{k-1}, S'_1, \ldots, S'_m, S_{k+1}, \ldots, S_n)
\]

With the rules of Table 1, we have the reduction :

\[
[S](t) \rightarrow \begin{cases}
0 & \text{if } [dc(S'_1, \ldots, S'_m)](t) \bigcup_{i=1, i \neq k}^m [S_i](t) = \emptyset \\
[S_j](t) & \text{if } [S_j](t) \neq \emptyset \\
\vdots & \\
[dc(S'_1, \ldots, S'_m)](t) & \text{if } [dc(S'_1, \ldots, S'_m)](t) \neq \emptyset
\end{cases}
\]

By reducing \([dc(S'_1, \ldots, S'_m)](t)\) with the rules of Table 1, we get :

\[
\begin{cases}
0 & \text{if } [dc(S'_1, \ldots, S'_m)](t) \bigcup_{i=1, i \neq k}^m [S_i](t) = \emptyset \\
[S_j](t) & \text{if } [S_j](t) \neq \emptyset \\
\vdots & \\
[dc(S'_1, \ldots, S'_m)](t) & \text{if } [dc(S'_1, \ldots, S'_m)](t) \neq \emptyset
\end{cases}
\]

By noticing that :

- the condition \[ \bigcup_{i=1}^m [S'_i](t) = \emptyset \text{ and } [dc(S'_1, \ldots, S'_m)](t) \neq \emptyset \] is necessarily false ;
- since \([S'_j](t) \neq \emptyset \Rightarrow [dc(S'_1, \ldots, S'_m)](t) \neq \emptyset\), the condition \([S'_j](t) \neq \emptyset \text{ and } [dc(S'_1, \ldots, S'_m)](t) \neq \emptyset\) is equivalent to the condition \([S'_j](t) \neq \emptyset\) ;
- the condition \([dc(S'_1, \ldots, S'_m)](t) = \emptyset\) is equivalent to the condition \[ \bigcup_{i=1}^m [S'_i](t) = \emptyset, \]
we get that the previous rewriting result is equivalent to :

\[
\begin{cases}
0 & \text{if } \bigcup_{i=1}^m [S'_i](t) \bigcup_{i=1, i \neq k}^m [S_i](t) = \emptyset \\
[S_j](t) & \text{if } [S_j](t) \neq \emptyset \\
[S'_j](t) & \text{if } [S'_j](t) \neq \emptyset
\end{cases}
\]

Since we get the same result as reducing \([S'](t)\) in one step, \(S\) and \(S'\) are equivalent.

**Rule (19)**

\[
S = dk(\ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots) \\
S' = \bigcup_{i=1}^m [\ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots]
\]

With the rules of Table 1, we have the reductions :

\([S](t) \rightarrow \bigcup_{i=1}^m [\ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots](t)\) and \([S'](t) \rightarrow \bigcup_{i=1}^m [\ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots, \ldots](t)\). Obviously, \(S\) and \(S'\) are equivalent.

**Rule (20)**

\[
S = f(\ldots, \ldots, \ldots, \ldots) \\
S' = \bigcup_{(l_1 \rightarrow r_1 \text{ if } c_1 \in \{\ldots\})} \bigcup_{(l_2 \rightarrow r_2 \text{ if } c_2 \in \{\ldots\})} \bigcup_{(l_n \rightarrow r_n \text{ if } c_n \in \{\ldots\})} \{f(l_1, \ldots, l_n) \rightarrow f(r_1, \ldots, r_n) \text{ if } \wedge_{i=1}^n c_i\}
\]

With the rules of Table 1, we have the reduction :

\[
[S](t) \rightarrow \begin{cases}
0 & \text{if } \text{top}(t) \neq f \\
\bigcup_{u_1 \in \{\ldots\}, \ldots, u_n \in \{\ldots\}, t} f(u_1, \ldots, u_n) & \text{if } t = f(t_1, \ldots, t_n)
\end{cases}
\]
By definition of application of labelled rewrite rules, the result above is equivalent to:

\[
\begin{aligned}
\emptyset & \quad \text{if } top(t) \neq f \\
\bigcup_{i=1}^{n} \{ \alpha_i t_i \mid t_i \neq c_i \} \in \{ \ldots \}, \alpha_i t_i = \alpha_{t_i} \land \alpha_{c_i} \to^* \text{true} \} & \quad f(u_1, \ldots, u_n) \quad \text{if } t = f(t_1, \ldots, t_n) \\
\emptyset & \quad \text{if } top(t) \neq f \\
\bigcup_{i=1}^{n} \{ \alpha_i t_i \mid t_i \neq c_i \} \in \{ \ldots \}, \alpha_i t_i = \alpha_{t_i} \land \alpha_{c_i} \to^* \text{true} \} & \quad f(\alpha_1 r_1, \ldots, \alpha_n r_n) \quad \text{if } t = f(r_1, \ldots, r_n)
\end{aligned}
\]

that is, more simply, to:

\[
\begin{aligned}
\emptyset & \quad \text{if } top(t) \neq f \\
\bigcup_{i=1}^{n} \{ \alpha_i t_i \mid t_i \neq c_i \} \in \{ \ldots \}, \alpha_i t_i = \alpha_{t_i} \land \alpha_{c_i} \to^* \text{true} \} & \quad f(\alpha_1 r_1, \ldots, \alpha_n r_n)
\end{aligned}
\]

Let us show that \([S'][t]\) reduces to the same application. By definition of \(S'\), we have:

\[
[S'](t) = [\bigcup_{i=1}^{n} \{ \alpha_i t_i \mid t_i \neq c_i \} \in \{ \ldots \}, \alpha_i t_i = \alpha_{t_i} \land \alpha_{c_i} \to^* \text{true} \} f(t_1, \ldots, t_n) \quad \text{if } \wedge_{i=1}^{n} c_i](t)
\]

If \(top(t) \neq f\), then the application above reduces into \(\emptyset\).

If \(t = f(t_1, \ldots, t_n)\) then, with the rules of Table 1, the application reduces into:

\[
\bigcup_{i=1}^{n} \{ \alpha_i t_i \mid t_i \neq c_i \} \in \{ \ldots \}, \alpha_i t_i = \alpha_{t_i} \land \alpha_{c_i} \to^* \text{true} \} f(\alpha_1 r_1, \ldots, \alpha_n r_n).
\]

Therefore \(S\) and \(S'\) are equivalent.

**Rule (21)**

\[
S = \text{first}(S_1, \ldots, S_i, \ldots, S_j, \ldots, S_n) \\
S' = \text{first}(S_1, \ldots, S_i, \ldots, S_j, \ldots, S_n)
\]

If \(S_j \equiv S_i\)

With the rules of Table 1, we have the reduction:

\[
[S](t) \\
\Rightarrow \begin{cases} 
\emptyset & \text{if } \bigcup_{k=1}^{m-1} [S_k](t) \cup [S_i](t) \cup [S_j](t) = \emptyset \\
[S_m](t) \quad m < j, \text{ if } [S_m](t) \neq \emptyset \text{ and } \bigcup_{k=1}^{m-1} [S_k](t) = \emptyset & \\
[S_j](t) \quad \text{if } [S_j](t) \neq \emptyset & \\
[S_i](t) \quad \text{if } [S_i](t) \neq \emptyset & \\
[S_j](t) \quad \text{if } [S_j](t) \neq \emptyset & \\
\emptyset & \text{if } \bigcup_{k=1}^{m-1} [S_k](t) \cup [S_i](t) = \emptyset \\
[S_m](t) \quad m < j, \text{ if } [S_m](t) \neq \emptyset \text{ and } \bigcup_{k=1}^{m-1} [S_k](t) = \emptyset & \\
[S_n](t) \quad n > j, \text{ if } [S_n](t) \neq \emptyset \text{ and } \bigcup_{k=1}^{m-1} [S_k](t) \cup [S_i](t) \cup [S_j](t) = \emptyset & \\
\end{cases}
\]

If \(S_j \equiv S_i\), the third condition is necessarily false, and the result above is equivalent to:

\[
[S](t) \\
\Rightarrow \begin{cases} 
\emptyset & \text{if } \bigcup_{k=1}^{m-1} [S_k](t) \cup [S_i](t) = \emptyset \\
[S_m](t) \quad m < j, \text{ if } [S_m](t) \neq \emptyset \text{ and } \bigcup_{k=1}^{m-1} [S_k](t) = \emptyset & \\
[S_n](t) \quad n > j, \text{ if } [S_n](t) \neq \emptyset \text{ and } \bigcup_{k=1}^{m-1} [S_k](t) \cup [S_i](t) \cup [S_j](t) = \emptyset & \\
\end{cases}
\]

which is also the first reduction step of \([S'](t)\). Hence \(S\) and \(S'\) are equivalent.

**Rule (22)**

\[
S = \text{dc}(S_1, \ldots, S_i, \ldots, S_j, \ldots, S_n) \\
S' = \text{dc}(S_1, \ldots, S_i, \ldots, S_j, \ldots, S_n)
\]

If \(S_j \equiv S_i\)

With the rules of Table 1, we have the reduction:

\[
[S](t) \\
\Rightarrow \begin{cases} 
\emptyset & \text{if } \bigcup_{k=1}^{m-1} [S_k](t) \cup [S_i](t) \cup [S_j](t) = \emptyset \\
[S_m](t) \quad m \not\in \{i, j\}, \text{ if } [S_m](t) \neq \emptyset & \\
[S_j](t) \quad \text{if } [S_j](t) \neq \emptyset & \\
[S_i](t) \quad \text{if } [S_i](t) \neq \emptyset & \\
[S_i](t) \quad \text{if } [S_i](t) \neq \emptyset & \\
[S_j](t) \quad \text{if } [S_j](t) \neq \emptyset & \\
\end{cases}
\]

If \(S_j \equiv S_i\), the result above is equivalent to:

\[
[S](t) \\
\Rightarrow \begin{cases} 
\emptyset & \text{if } \bigcup_{k=1}^{m-1} [S_k](t) \cup [S_i](t) \cup [S_j](t) = \emptyset \\
[S_m](t) \quad m \not\in \{i, j\}, \text{ if } [S_m](t) \neq \emptyset & \\
[S_j](t) \quad \text{if } [S_j](t) \neq \emptyset & \\
[S_i](t) \quad \text{if } [S_i](t) \neq \emptyset & \\
[S_j](t) \quad \text{if } [S_j](t) \neq \emptyset & \\
\end{cases}
\]

which is also the first reduction step of \([S'](t)\). Hence \(S\) and \(S'\) are equivalent.

**Rule (23)**
\[ S = \{ \ldots \}; \{ \ldots \} \]

\[ S' = \bigcup_{t_1 \to r_1 \text{ if } c_1 \in \{ \ldots \}; \{ \ldots \} \text{ or } c_n \in \{ \ldots \}; \{ \ldots \}} \text{comp}(l_1 \to r_1 \text{ if } c_1, \ldots, l_n \to r_n \text{ if } c_n) \upharpoonright_{\text{Comp}} \]

Straightforward from Proposition 2 and system Comp.

**Rule (24)**

\[ S = \text{first}(S_1, \ldots, S_n) \]
\[ S' = \text{first}(S_1, \ldots, \text{constrain}(dk(S_1, \ldots, S_{n-1}), S_n) \upharpoonright_C) \]

With the rules of Table 1, we have the reductions:

\[ [S](t) \rightarrow \begin{cases} \emptyset & \text{if } \bigcup_{i=1}^n [S_i](t) = \emptyset \\ [S]\_1(t) & \text{if } [S_i](t) \neq \emptyset \text{ and } \bigcup_{i=1}^{i-1} [S_i](t) = \emptyset \end{cases} \]

and

\[ [S'](t) \rightarrow \begin{cases} \emptyset & \text{if } [S](t) \bigcup_{i=1}^n [\text{constrain}(dk(S_1, \ldots, S_{n-1}), S_i) \upharpoonright_C](t) = \emptyset \\ [S]\_1(t) & \text{if } [S_i](t) \neq \emptyset \\ [S\_j(t)] & \text{if } [S_i](t) \neq \emptyset \text{ and } \bigcup_{i=1}^{i-1} [S_i](t) = \emptyset \end{cases} \]

Thanks to Lemma 2, we can show by recurrence that the result of the above rewriting step is equivalent to:

\[ \emptyset \text{ if } \bigcup_{i=1}^n [S_i](t) = \emptyset \\ [S\_1](t) \text{ if } [S\_i](t) \neq \emptyset \text{ and } \bigcup_{i=1}^{i-1} [S_i](t) = \emptyset \]

that is to the result of the rewriting step of \([S](t)\). Therefore \(S\) and \(S'\) are equivalent.

**Rule (25)**

\[ S = \text{repeat}^\*(S_1); S_2 \]
\[ S' = \text{repeat}^\*(S_1); \text{constrain}(S_1, S_2) \upharpoonright_C \]

With the rules of Table 1, we have the reductions:

\[ [S](t) \rightarrow [\text{repeat}^\*(S_1)](t) [S_2](t) \text{ and } [S'](t) \rightarrow [\text{repeat}^\*(S_1)](t) [\text{constrain}(S_1, S_2) \upharpoonright_C](t) \]

By definition of the repeat operator, we have \(\forall t' \in [\text{repeat}^\*(S_1)](t) : [S_1](t') = \emptyset\) and then, by Lemma 2, we get \([\text{constrain}(S_1, S_2) \upharpoonright_C](t') = [S_2](t')\), hence \(S\) and \(S'\) are equivalent.

**Rule (26)**

\[ S = \text{first}(S_1, \ldots, S_n) \]
\[ S' = dk(S_1, \ldots, S_n) \]
\[ \text{if } \bigwedge_{i \neq j} \text{mutex}(S_i, S_j) \upharpoonright_{\text{ext}} \]

Straightforward from Lemma 3 and Proposition 5.

**Rule (27)**

\[ S = \text{act}(S_1, \ldots, S_n) \]
\[ S' = dk(S_1, \ldots, S_n) \]
\[ \text{if } \bigwedge_{i \neq j} \text{mutex}(S_i, S_j) \upharpoonright_{\text{ext}} \]

Straightforward from Lemma 3 and Proposition 5.

\[ \square \]
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A.5 Termination

Proposition 1. Given an ELAN strategy $S$, the reduction of Rules($S$) with $\mathcal{L}_R$ terminates and results in a set of rules such that: if Rules($S$)$_{\mathcal{L}_R}$ is $\varepsilon$-terminating, then $S$ terminates.

Proof: We proceed by structural induction on $S$.

- If $S = fail$, then Rules($S$)$_{\mathcal{L}_R}$ = $\emptyset$. Moreover, since $S$ is terminating, the property is trivially true.
- If $S = id$, then $S_{\mathcal{L}_R} = \{x \rightarrow x\}$. Like in the previous case, $S$ is terminating, and hence the property is trivially true.
- If $S = \{\ldots\}$, then $S_{\mathcal{L}_R} = \{\ldots\}$. Like in the previous two cases, $S$ is terminating, and hence the property is trivially true.

We have shown that the property holds for any atomic strategy. Let us now assume the property for strategies $S_1, \ldots, S_n$, and let us show Proposition 1 by any combination $S$ of $S_1, \ldots, S_n$.

- Case $S = dk(S_1, \ldots, S_n)$. Let us assume that Rules($S$)$_{\mathcal{L}_R}$ is $\varepsilon$-terminating. Since Rules($S$)$_{\mathcal{L}_R} = \bigcup_{i=1}^{n} Rules(S_i)$_{\mathcal{L}_R}$, each Rules($S_i$)$_{\mathcal{L}_R}, i \in \{1, \ldots, n\}$, is $\varepsilon$-terminating. By induction hypothesis, each $S_i, i \in \{1, \ldots, n\}$ terminates. Let $t \in \mathcal{T}(\mathcal{F})$. By definition of the $dk$ operator, we have

$$[S](t) \mapsto \bigcup_{i=1}^{n} [S_i](t)$$

with $[S_i](t)$ terminating for every $i \in \{1, \ldots, n\}$. Therefore $[S](t)$ terminates for any ground term $t$, hence $S$ terminates.

- Case $S = dc(S_1, \ldots, S_n)$. Let us assume that Rules($S$)$_{\mathcal{L}_R}$ is $\varepsilon$-terminating. Since Rules($S$)$_{\mathcal{L}_R} = \bigcup_{i=1}^{n} Rules(S_i)$_{\mathcal{L}_R}$, each Rules($S_i$)$_{\mathcal{L}_R}, i \in \{1, \ldots, n\}$, is $\varepsilon$-terminating. By induction hypothesis, each $S_i, i \in \{1, \ldots, n\}$ terminates. Let $t \in \mathcal{T}(\mathcal{F})$. By definition of the $dc$ operator, we have either $S(t) = \emptyset$, and in this case $S$ terminates on $t$, or $\exists i \in \{1, \ldots, n\}$ :

$$[S](t) \mapsto [S_i](t)$$

with $[S_i](t)$ terminating. Therefore $[S](t)$ terminates, for any ground term $t$.

- Case $S = first(S_1, \ldots, S_n)$. Same case as $dc(S_1, \ldots, S_n)$.

- Case $S = f(S_1, \ldots, S_n), f \in \mathcal{F}$. Let us assume that Rules($S$)$_{\mathcal{L}_R}$ is $\varepsilon$-terminating. Since Rules($S$)$_{\mathcal{L}_R} = \bigcup_{i=1}^{n} Rules(S_i)$_{\mathcal{L}_R}$, each Rules($S_i$)$_{\mathcal{L}_R}, i \in \{1, \ldots, n\}$, is $\varepsilon$-terminating. By induction hypothesis, each $S_i, i \in \{1, \ldots, n\}$ terminates. Let $t \in \mathcal{T}(\mathcal{F})$. By definition of the congruence, we have either $[S](t) = \emptyset$, in which case $S$ terminates on $t$, or $t = f(t_1, \ldots, t_n)$ and

$$[S](t) \mapsto \bigcup_{u_1 \in [S_1](t_1), \ldots, u_n \in [S_n](t_n)} f(u_1, \ldots, u_n)$$

with $[S_i](t)$ terminating for every $i \in \{1, \ldots, n\}$. Therefore $[S](t)$ terminates, for any ground term $t$.

- Case $S = S_1; S_2$. Let us assume that Rules($S$)$_{\mathcal{L}_R}$ is $\varepsilon$-terminating. Since Rules($S$)$_{\mathcal{L}_R} = Rules(S_1)$_{\mathcal{L}_R} \cup Rules(S_2)$_{\mathcal{L}_R}$, each Rules($S_i$)$_{\mathcal{L}_R}, i \in \{1, 2\}$, is $\varepsilon$-terminating. By induction hypothesis, each $S_i, i \in \{1, 2\}$ terminates. Let $t \in \mathcal{T}(\mathcal{F})$. By definition of the composition, we have

$$[S](t) \mapsto \bigcup_{t' \in [S_1](t)} [S_2](t')$$

with $[S_1](t)$ and $[S_2](t)$ terminating. Hence $[S](t)$ terminates, for any ground term $t$.

- Case $S = repeat*(S_1)$. Since Rules($S$)$_{\mathcal{L}_R} = Rules(S_1)$_{\mathcal{L}_R} \cup \{x \rightarrow x\}$, Rules($S$) is not terminating, and the property is trivial.
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In order to prove Theorem 1, we first show in Lemmas 4 and 5 a property linking application of a strategy and application of the rewrite rules involved in this strategy. We then deduce from this property Corollaries 1 and 2, that ensure termination of a strategy repeat*(S) if Rules(S)_LR is terminating or is ε-terminating and S contains no congruence strategy, which is the trickiest part of Theorem 1.

For readability, in the following, Rules(S)_LR will be denoted {⋯}_S, for any strategy S.

**Lemma 4.** Let S be a strategy containing no repeat* symbol and no strategy congruence. Then we have ∀t ∈ T(F), ∀i > 0 : ∀t' ∈ [S^i](t), there exists an ε-derivation chain of size greater than i from t to t' with {⋯}_S.

**Proof:** The proof relies on the idea that applying a strategy to a term consists in choosing a rewrite rule of the strategy to be applied to the term. If the strategy contains a finite composition of strategies, then the application of the strategy to the term consists in a finite sequence of applications of rewrite rules of the strategy to the term.

We proceed by induction on S.
- If S = id, then {⋯}_S = {x → x}. Given a ground term t, we have ∀i > 0 : [S^i](t) = {t}, and t can be obtained by i application of the rule {x → x} to t.
- If S = fnil, then ∀t ∈ T(F), ∀i > 0 : [S^i](t) = ∅, and the property is trivially true.
- If S = {⋯}, then {⋯}_S = {⋯}. The correspondence between application of S and rewriting with {⋯}_S is straightforward.

We have shown the property for any atomic strategy S. Let us now assume the property for strategies S_1, ⋯, S_n, and let us show Lemma 4 for any combination S of S_1, ⋯, S_n.

- If S = dk(S_1, ⋯, S_n), then {⋯}_S = \bigcup_{i=1}^n {⋯}_{S_i}, and hence each rule of any {⋯}_i is also a rule of {⋯}_S. Let t ∈ T(F). Let us show the property by recurrence on i.
  - Let us show the property for i = 1. Let t' ∈ [S](t). By definition of the dk operator, ∃j ∈ {1, ⋯, n} : t' ∈ [S_j](t), and hence, by induction hypothesis on S_j, there exists an ε-derivation chain of size greater than 1 from t to t' with {⋯}_{S_j}, and hence also with {⋯}_S.
  - Let us now assume the property for any i ≤ k, k ≥ 1. Let t' ∈ [S^{k+1}](t). Then, by definition of the composition of strategies, there exists t'' ∈ [S^k](t) : t' ∈ [S](t''). By definition of the dk operator, ∃j ∈ {1, ⋯, n} : t' ∈ [S_j](t''). By recurrence hypothesis, there exists an ε-derivation chain of size greater than k from t to t'' with {⋯}_{S_j}. By induction hypothesis on S_j, there exists an ε-derivation chain of size greater than 1 from t'' to t' with {⋯}_{S_j}, and hence with {⋯}_S. We then deduce the existence of an ε-derivation chain of size greater than k + 1 from t to t' with {⋯}_S.
  - For S = dc(S_1, ⋯, S_n) or first(S_1, ⋯, S_n), we show the property like for S = dk(S_1, ⋯, S_n).
  - If S = S_1 ; S_2, then {⋯}_S = {⋯}_{S_1}∪{⋯}_{S_2}, and hence each rule of {⋯}_{S_1} , {⋯}_{S_2} is also a rule of {⋯}_S. Let t ∈ T(F). Let us show the property by recurrence on i.
    - Let us show the property for i = 1. Let t' ∈ [S](t). By definition of the composition of strategies, ∃t'' ∈ [S](t) : t' ∈ [S_2](t''). By induction hypothesis on S_1, there exists an ε-derivation chain of size greater than 1 from t to t'' with {⋯}_{S_1}, and hence also with {⋯}_S. Likewise, by induction hypothesis on S_2, there exists an ε-derivation chain of size greater than 1 from t'' to t' with {⋯}_{S_2}, and hence also with {⋯}_S. Therefore there exists an ε-derivation chain of size greater than 2 from t to t' with {⋯}_S.
    - Let us now assume the property for any i ≤ k, k ≥ 1. Let t' ∈ [S^{k+1}](t). Then, by definition of the composition of strategies, there exists t'' ∈ [S^k](t) : t' ∈ [S](t''). By definition of the composition of strategies, ∃t''' ∈ [S](t'') : t' ∈ [S_2](t''''). By
induction hypothesis on $S_1, S_2$ and by recurrence hypothesis we show that there
exists an $\varepsilon$-derivation chain of size greater than 1 from $t$ to $t'$ with $\{\ldots\}_S$.

\[ \square \]

**Lemma 5.** Let $S$ be a strategy containing no repeat$^\ast$ symbol. Then we have $\forall t \in \mathcal{T}(F), \forall i \geq 0 : \forall t' \in [S^i](t)$, there exists a derivation chain of size greater than $i$ from $t$ to $t'$ with $\{\ldots\}_S$.

**Proof:** The proof is similar as the one of Lemma 4, replacing $\varepsilon$-termination by termination, with the extra following case in the structural induction on $S$:

- If $S = f(S_1, \ldots, S_n), f \in F$, then $\{\ldots\}_S = \bigcup_{i=1}^{n} \{\ldots\}_{S_i}$, and hence each rule of $\{\ldots\}_S$. Let $t \in \mathcal{T}(F)$. If $[S](t) = \emptyset$, then the property is trivial. Let us then assume $[S](t) \neq \emptyset$, that is $t = f(t_1, \ldots, t_n)$ with $\forall j \in \{1, \ldots, n\} : [S_j](t_j) \neq \emptyset$. Let us show the property by recurrence on $i$.

• Let us show the property for $i = 1$. Let $t' \in [S](t)$. By definition of the congruence strategy, $\exists t'_i \in [S_i](t_i), t'_n \in [S_n](t_n) : t' = f(t'_1, \ldots, t'_n)$. For each $j \in \{1, \ldots, n\}$, by induction hypothesis on $S_j$, there exists a derivation chain of size greater than 1 from $t_j$ to $t'_j$ with $\{\ldots\}_{S_j}$, and hence also with $\{\ldots\}_S$. With the same rewrites, we then get a derivation chain of size greater than $n$, and hence greater than 1, from $t = f(t_1, \ldots, t_n)$ to $t' = f(t'_1, \ldots, t'_n)$ with $\{\ldots\}_S$.

• Let us now assume the property for any $i \leq k, k \geq 1$. Let $t' \in [S^{k+1}](t)$. Then, by definition of the composition of strategies, there exists $t'' \in [S^k](t) : t' = f(t''_1, \ldots, t''_n)$. By definition of the congruence strategy, since $[S^k](t) \neq \emptyset$, we have $\exists t''_1', \ldots, t''_n' : t'' = f(t''_1', \ldots, t''_n')$ and $\forall j \in \{1, \ldots, n\} : [S_j](t''_j) \neq \emptyset$. By recurrence hypothesis, there exists a derivation chain greater than $k$ from $t''$ to $t''$. Moreover, by definition of $t'$ and the congruence strategy, we also have $\exists t'_1, \ldots, t'_n \in \mathcal{T}(F) : t' = f(t'_1, \ldots, t'_n)$ and $\forall j \in \{1, \ldots, n\} : t'_j \in [S_j](t''_j)$). For each $j \in \{1, \ldots, n\}$, by induction hypothesis on $S_j$, there exists a derivation chain of size greater than 1 from $t''_j$ to $t'_{j}$ with $\{\ldots\}_{S_j}$, and hence with $\{\ldots\}_S$. We then deduce the existence of an derivation chain of size greater than $n + k$ from $t'' = f(t''_1, \ldots, t''_n)$ to $t' = f(t'_1, \ldots, t'_n)$ with $\{\ldots\}_S$. We then get a derivation chain of size greater that $(n + 1) \ast k$, and hence greater than $k + 1$, from $t$ to $t'$ with $\{\ldots\}_S$.

\[ \square \]

**Corollary 1.** Let $S$ be a strategy containing no repeat$^\ast$ symbol, $t$ a ground term. If $\{\ldots\}_S$ is $\varepsilon$-terminating, then $\exists i > 0 : [S^i](t) = \emptyset$.

**Proof:** A consequence of Lemma 4 is that given a ground term $t$, if $\exists i > 0 : [S^i](t) = \emptyset$, then we can get an infinite $\varepsilon$-rewriting chain from $t$ with $\{\ldots\}_S$. Therefore, if $\{\ldots\}_S$ is $\varepsilon$-terminating, such a chain cannot be obtained, and necessarily $\exists i > 0 : [S^i](t) = \emptyset$. \[ \square \]

**Corollary 2.** Let $S$ be a strategy containing no repeat$^\ast$ symbol and no strategy congruence, $t$ a ground term. If $\{\ldots\}_S$ is terminating, then $\exists i > 0 : [S^i](t) = \emptyset$.

**Proof:** The proof is the same as the one of Corollary 1, using Lemma 5 instead of Lemma 4. \[ \square \]

In addition to the previous two corollaries, we will also need the following lemma to prove Theorem 1. It highlights a particular point of the semantics of symbol $T$ in Termin : given a strategy $S$, the term $T(\text{false}, S)$ cannot reduce into $\text{false}$, since the first argument $\text{false}$ ensures we have lost the termination equivalence between $S$ and the initial strategy.
Lemma 6. Let $S$ be a strategy. Then reduction of $T(false,S)$ with $Terminal$ terminates and its normal form is either true or $\sharp$.

Proof: By structural induction on $S$. □

Theorem 1. Let $S$ be a strategy. Then the reduction of $TERMIN(S)$ with $Terminal$ terminates and its normal form is either true, false or $\sharp$, and:

- if $TERMIN(S)\downarrow_{Terminal} = true$, then $S$ terminates;
- if $TERMIN(S)\downarrow_{Terminal} = false$, then $S$ does not terminate.

Proof: Since for any strategy $S$, $TERMIN(S)$ first rewrites into $T(true,S)$, we show the following more general property, for any $b \in \{false, true\}$:

- if $T(b,S)\downarrow_{Terminal} = true$, then $S$ terminates;
- if $T(b,S)\downarrow_{Terminal} = false$, then $S$ does not terminate.

We proceed by structural induction on $S$. If $S = id, fail$ or $\{\ldots\}$, then $S$ terminates and $T(b,S)\downarrow_{Terminal} = true$. Let us now assume the property holds for strategies $S_1, \ldots, S_n$ and let us show it for any combination $S$ of $S_1, \ldots, S_n$.

- If $S = dk(S_1, \ldots, S_n)$, then $T(b,S) \rightarrow_{Terminal} \bigwedge_{i=1}^n T(b,S_i)$. By induction hypothesis on each $S_i$, reduction of $T(b,S_i)$ with $Terminal$ terminates and its normal form $T(b,S_i)\downarrow_{Terminal} = \bigwedge_{i=1}^n T\downarrow_{Terminal}(b,S_i)$ is either true, false or $\sharp$. Therefore reduction of $T(b,S)$ terminates and its normal form $T(b,S)\downarrow_{Terminal} = \bigwedge_{i=1}^n T\downarrow_{Terminal}(b,S_i)$ is either true, false or $\sharp$. By induction hypothesis on $S_i$, $S_i$ terminates. Therefore $S = dk(S_1, \ldots, S_n)$ also terminates.

- If $T(b,S)\downarrow_{Terminal} = false$, then necessarily $\exists i \in \{1, \ldots, n\} : T(b,S_i)\downarrow_{Terminal} = false$. By induction hypothesis on $S_i$, $S_i$ does not terminate, that is there exists $t \in T(F)$ such that $[S_i](t)$ does not terminates. Since $[S](t)$ needs evaluation of $[S_i](t)$, then $S$ does not terminate.

- If $S = dc(S_1, \ldots, S_n)$, then $T(b,S) \rightarrow_{Terminal} \bigwedge_{i=1}^n T(b,S_i)$. By induction hypothesis on each $S_i$, reduction of $T(b,S_i)$ with $Terminal$ terminates and its normal form $T(b,S_i)\downarrow_{Terminal} = \bigwedge_{i=1}^n T\downarrow_{Terminal}(b,S_i)$ is either true, false or $\sharp$. Therefore reduction of $T(b,S)$ terminates and its normal form $T(b,S)\downarrow_{Terminal} = \bigwedge_{i=1}^n T\downarrow_{Terminal}(b,S_i)$ is either true, false or $\sharp$. By induction hypothesis on each $S_i$, $S_i$ terminates. Therefore $S = dc(S_1, \ldots, S_n)$ also terminates.

- If $T(b,S)\downarrow_{Terminal} = false$, then necessarily $\exists i \in \{1, \ldots, n\} : T(b,S_i)\downarrow_{Terminal} = false$. By induction hypothesis on $S_i$, $S_i$ does not terminate, that is there exists $t \in T(F)$ such that $[S_i](t)$ does not terminates. Since $[S](t)$ may need evaluation of $[S_i](t)$, then $S$ does not terminate.

- If $S = f(S_1, \ldots, S_n)$, with $f \in F$, then $T(b,S) \rightarrow_{Terminal} \bigwedge_{i=1}^n T(b,S_i)$. By induction hypothesis on each $S_i$, reduction of $T(b,S_i)$ with $Terminal$ terminates and its normal form is either true, false or $\sharp$. Therefore reduction of $T(b,S)$ terminates and its normal form $T(b,S)\downarrow_{Terminal} = \bigwedge_{i=1}^n T\downarrow_{Terminal}(b,S_i)$ is either true, false or $\sharp$. By induction hypothesis on each $S_i$, $S_i$ terminates. Therefore $S = f(S_1, \ldots, S_n)$ also terminates.

- If $T(b,S)\downarrow_{Terminal} = false$, then necessarily $\exists i \in \{1, \ldots, n\} : T(b,S_i)\downarrow_{Terminal} = false$. By induction hypothesis on $S_i$, $S_i$ does not terminate, that is there exists $t \in T(F)$ such that $[S_i](t)$ does not terminates. Since $[S](t)$ needs evaluation of $[S_i](t)$, then $S$ does not terminate.
- If \( S = \text{first}(S_1, \ldots, S_n) \), then \( T(b, S) \rightarrow_{T_{\text{termin}}} T(b, S_1) \land_{i=2}^n T(false, S_i) \). By induction hypothesis on \( S_1 \), reduction of \( T(b, S_1) \) with \( T_{\text{termin}} \) terminates and its normal form is either \text{true}, \text{false} or \( \varepsilon \). By Lemma 6, for \( i \in \{2, \ldots, n\} \), reduction of \( T(false, S_i) \) with \( T_{\text{termin}} \) terminates and its normal form is either \text{true} or \( \varepsilon \). Therefore reduction of \( T(b, S) \) with \( T_{\text{termin}} \) terminates and its normal form \( T(b, S) \downarrow_{T_{\text{termin}}} = T(b, S_1) \downarrow_{T_{\text{termin}}} \land_{i=2}^n T(false, S_i) \downarrow_{T_{\text{termin}}} \) is either \text{true}, \text{false} or \( \varepsilon \).

  - If \( T(b, S) \downarrow_{T_{\text{termin}}} = \text{true} \), then necessarily \( T(b, S_1) \downarrow_{T_{\text{termin}}} \land_{i=2}^n T(false, S_i) \downarrow_{T_{\text{termin}}} \) is \text{true}. By induction hypothesis on \( S_1, \ldots, S_n \), each \( S_i \) terminates, and therefore \( S = \text{first}(S_1, \ldots, S_n) \) terminates.

  - If \( T(b, S) \downarrow_{T_{\text{termin}}} = \text{false} \), then necessarily \( T(b, S_1) \downarrow_{T_{\text{termin}}} = \text{false} \). By Lemma 6, \( \forall i \in \{2, \ldots, n\} : T(b, S_i) \downarrow_{T_{\text{termin}}} \neq \text{false} \). By induction hypothesis on \( S_1 \), we get that \( S_1 \) is not terminating, and hence \( \exists t \in T(f) \) such that \( [S_1](t) \) does not terminate. Since \( [S](t) \) requires evaluation of \( [S_1](t) \), then \( S \) does not terminate.

- If \( S = S_1 ; S_2 \), then \( T(b, S) \rightarrow_{T_{\text{termin}}} T(b, S_1) \land T(false, S_2) \). By induction hypothesis on \( S_1 \), reduction of \( T(b, S_1) \) with \( T_{\text{termin}} \) terminates and its normal form is either \text{true}, \text{false} or \( \varepsilon \). By Lemma 6, reduction of \( T(false, S_2) \) with \( T_{\text{termin}} \) terminates and its normal form is either \text{true} or \( \varepsilon \). Therefore reduction of \( T(b, S) \) with \( T_{\text{termin}} \) terminates and its normal form \( T(b, S) \downarrow_{T_{\text{termin}}} = T(b, S_1) \downarrow_{T_{\text{termin}}} \land T(false, S_2) \downarrow_{T_{\text{termin}}} \) is either \text{true}, \text{false} or \( \varepsilon \).

  - If \( T(b, S) \downarrow_{T_{\text{termin}}} = \text{true} \), then necessarily \( T(b, S_1) \downarrow_{T_{\text{termin}}} \land T(false, S_2) \downarrow_{T_{\text{termin}}} = \text{true} \). By induction hypothesis on \( S_1, S_2 \), both \( S_1, S_2 \) terminate, and therefore \( S = S_1 ; S_2 \) terminates.

  - If \( T(b, S) \downarrow_{T_{\text{termin}}} = \text{false} \), then necessarily \( T(b, S_1) \downarrow_{T_{\text{termin}}} = \text{false} \). By Lemma 6, \( T(b, S_2) \downarrow_{T_{\text{termin}}} \neq \text{false} \). By induction hypothesis on \( S_1 \), we get that \( S_1 \) is not terminating, and hence \( \exists t \in T(f) \) such that \( [S_1](t) \) does not terminate. Since \( [S](t) \) requires evaluation of \( [S_1](t) \), then \( S \) does not terminate.

- If \( S = \text{repeat}^*(S_1) \), then let us distinguish reductions with \( T_{\text{termin}} \) of \( T(false, S) \) and \( T(true, S) \).

  - In any case, \( T(false, S) \rightarrow_{T_{\text{termin}}} \text{true} \) or \( \varepsilon \), and then reduction of \( T(false, S) \) with \( T_{\text{termin}} \) terminates. If \( T(false, S) \downarrow_{T_{\text{termin}}} = \text{true} \), then \( \{ \ldots \} S_1 \) is either terminating or \( \varepsilon \)-terminating with \( S \) containing no congruence strategy. Then, by Corollaries 1 and 2, \( \forall t \in T(f), \exists i > 0 : [S_1](t) = \emptyset \), and therefore \( S \) terminates.

  - Reduction of \( T(true, S) \) with \( T_{\text{termin}} \) depends on \( S_1 \).

    * If \( S_1 = \{ \ldots \} \), then \( T(true, S) \) reduces into \( false \) or \( \varepsilon \) and hence terminates. Moreover, equivalence between \( \varepsilon \)-termination of \( \{ \ldots \} \) and termination of \( \text{repeat}^*(\{ \ldots \}) \) is straightforward and ensures the property for \( T(true, S) \).

    * If \( S_1 \neq \{ \ldots \} \), then \( T(true, S) \) reduces into \( true \) or \( \varepsilon \) and hence terminates. If \( T(true, S) \downarrow_{T_{\text{termin}}} = \text{true} \), then necessarily \( \{ \ldots \} S_1 \) is \( \varepsilon \)-terminating or terminating with \( S_1 \) containing no congruence strategy. Then, by Corollaries 1 and 2, \( \forall t \in T(f), \exists i > 0 : [S_1](t) = \emptyset \), and therefore \( S \) terminates.
B Examples

Simplification of strategies is detailed in Example 6, and sketched in further examples, since detailed explanations would be similar. Table 6 emphasizes the importance of first simplifying strategies for proving their termination with our criterion.

<table>
<thead>
<tr>
<th>Ex.</th>
<th>Initial strategy S</th>
<th>Simplified strategy S’</th>
<th>TERMIN (repeat*(S))</th>
<th>TERMIN (repeat*(S’))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex.2</td>
<td>{f(x) \rightarrow g(x), f(x) \rightarrow h(0, x)}; {h(1, x) \rightarrow f(1), h(x, y) \rightarrow y, f(1) \rightarrow h(1, 1)}</td>
<td>f(x) \rightarrow x</td>
<td>false</td>
<td>true (LPO)</td>
</tr>
<tr>
<td>Ex.3</td>
<td>first({g(x_1, 1) \rightarrow h(x_1) if x_1 &gt; 1}, {g(x_2, x_4) \rightarrow f(x_3) if x_3 &gt; 2})</td>
<td>{g(x_1, 1) \rightarrow h(x_1) if x_1 &gt; 1, g(x_3, x_4) \rightarrow f(x_3) if x_3 &gt; 2 \land x_4 \neq 1}</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>Ex.4</td>
<td>{s_1[f(x, y) \rightarrow g(y, x)]}</td>
<td>s_1 \cup s_2</td>
<td>false</td>
<td>true (LPO)</td>
</tr>
<tr>
<td>Ex.5</td>
<td>S = repeat*(first({f(x_1) \rightarrow g(x_1) if x_1 &gt; 3}; first({g(x_2) \rightarrow h(x_2) if x_2 &gt; 1}, {g(4) \rightarrow g(4), {g(x_4) \rightarrow f(x_4) if x_4 &gt; 2}, dk({f(x) \rightarrow g(x), f(x) \rightarrow h(0, x) if x &gt; 4}; {h(1, 1) \rightarrow f(1), h(x, y) \rightarrow y, f(1) \rightarrow h(1, 1)}, f(x) \rightarrow f(f(x)) if x &gt; 5}))</td>
<td>repeat*(f(x) \rightarrow h(x) if x &gt; 3)</td>
<td>true</td>
<td>false</td>
</tr>
<tr>
<td>Ex.6</td>
<td>first({f(y) \rightarrow g(y), f(a) \rightarrow g(b)}</td>
<td>{f(x) \rightarrow g(x) if x \neq a, g(a) \rightarrow f(a)}</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>Ex.7</td>
<td>{r_1[f(x_1) \rightarrow g(x_1) if x_1 &gt; 3}, {r_2[g(x_2) \rightarrow h(x_2) if x_2 &gt; 1}, {r_3[g(4) \rightarrow g(4)}, {r_4[g(x_4) \rightarrow f(x_4) if x_4 &gt; 2}, r_1; first(r_2, r_3, r_4)</td>
<td>{f(x) \rightarrow h(x) if x &gt; 3}</td>
<td>false</td>
<td>false</td>
</tr>
<tr>
<td>Ex.8</td>
<td>{r_12 \rightarrow s_2}, {r_13 \rightarrow s_3}, {r_25 \rightarrow s_5}, {r_32 \rightarrow s_2}, {r_34 \rightarrow s_4}, {r_41 \rightarrow s_1}</td>
<td>dk(r_12, r_13, r_25, r_32, r_34, r_41)</td>
<td>{r_12, r_13, r_25, r_32, r_34, r_41}</td>
<td>false</td>
</tr>
</tbody>
</table>

Example 2 (continued). We already showed in the paper that \(S_{comp} = \{f(x) \rightarrow g(x), f(x) \rightarrow h(0, x)\}; \{h(1, x) \rightarrow f(1), h(x, y) \rightarrow y, f(1) \rightarrow h(1, 1)\}\) simplifies into \(S’_{comp} = \{f(x) \rightarrow x\}\.

Let us evaluate \(TERMIN(\text{repeat}^*(S_{comp}))\):

\[TERMIN(\text{repeat}^*(S_{comp})) \rightarrow \tau_{\text{min}} T(\text{true}, \text{repeat}^*(S_{comp})) \]

for \(Rules(S_{comp})\) \(\downarrow_{LR} = \{f(x) \rightarrow g(x), f(x) \rightarrow h(0, x), h(1, x) \rightarrow f(1), h(x, y) \rightarrow y, f(1) \rightarrow h(1, 1)\}\), which is not \(\varepsilon\)-terminating, because of the infinite \(\varepsilon\)-chain \(h(1, 1) \rightarrow f(1) \rightarrow h(1, 1) \rightarrow \ldots\)

Let us now evaluate \(TERMIN(\text{repeat}^*(S’_{comp}))\):

\[TERMIN(\text{repeat}^*(S’_{comp})) \rightarrow \tau_{\text{min}} T(\text{true}, \text{repeat}^*(S’_{comp})) \rightarrow \tau_{\text{min}} \text{true} \]

for \(Rules(S’_{comp})\) \(\downarrow_{LR} = \{f(x) \rightarrow x\}\), which is terminating, hence \(\varepsilon\)-terminating.
Finally, \( \text{repeat}^*(S_{\text{comp}}) \) is proved terminating by combination of simplification process and termination criterion.

**Example 3 (continued).** We already showed in the paper that \( S = \text{first}(\{g(x_1,1) \rightarrow h(x_1) \mid x_1 > 1\}, \{g(x_3,x_4) \rightarrow f(x_3) \mid x_3 > 2\}) \) simplifies into \( S' = \{g(x_1,1) \rightarrow h(x_1) \mid x_1 > 1, g(x_3,x_4) \rightarrow f(x_3) \mid x_3 > 2 \land x_4 \neq 1\} \).

Let us evaluate \( \text{TERMIN(\text{repeat}^*(S))} \):

\[
\text{TERMIN(\text{repeat}^*(S))} \rightarrow_{\text{Termin}} \text{true}
\]

for \( \text{Rules}(S) \rightarrow_{\mathcal{L}} \{g(x_1,1) \rightarrow h(x_1) \mid x_1 > 1, g(x_3,x_4) \rightarrow f(x_3) \mid x_3 > 2\} \), which can be proved terminating with any simplification ordering with the precedence \( g > f \cdot h, f, >, 2 \).

Remark that \( \text{Rules}(S) \rightarrow_{\mathcal{L}} \) can also be proved \( \varepsilon \)-terminating by using Proposition 3, since \( \text{Rules}(S) \rightarrow_{\mathcal{L}}^{\mathcal{L}} \rightarrow_{\ast_{\text{SIMP}}} \emptyset \).

Then \( \text{repeat}^*(S) \) can be proved terminating directly, that is without using simplification.

Let us evaluate anyway \( \text{TERMIN(\text{repeat}^*(S'))} \):

\[
\text{TERMIN(\text{repeat}^*(S'))} \rightarrow_{\text{Termin}} \text{true}
\]

for \( \text{Rules}(S') \rightarrow_{\mathcal{L}} \{g(x_1,1) \rightarrow h(x_1) \mid x_1 > 1, g(x_3,x_4) \rightarrow f(x_3) \mid x_3 > 2 \land x_4 \neq 1\} \), which can be proved terminating with any simplification ordering with the precedence \( g > f \cdot h, f, >, \land, \neq, 2, 1 \). Remark that \( \text{Rules}(S') \rightarrow_{\mathcal{L}} \) can also be proved \( \varepsilon \)-terminating by using Proposition 3, since \( \text{Rules}(S') \rightarrow_{\mathcal{L}}^{\mathcal{L}} \rightarrow_{\ast_{\text{SIMP}}} \emptyset \).

**Example 6.** Let us consider the strategy

\[
S = \text{first}(\{ h(x,y) \rightarrow f(y), \\
\quad f(a) \rightarrow g(b) \}, \{ f(x) \rightarrow g(x) \mid x \neq a, g(a) \rightarrow f(a) \})
\]

which is an extension of the strategy introduced at the end of Section 3 to motivate the need for first simplifying strategies.

- **Simplification of S**

  The simplification of \( S \) is given by:

  \[
  S \rightarrow_{(24)} \text{first}(\{ h(x,y) \rightarrow f(y), f(a) \rightarrow g(b) \}, \{ f(x) \rightarrow g(x) \mid x \neq a, g(a) \rightarrow f(a) \})
  \]

  \[
  \rightarrow_{(26)} d_1(\{ h(x,y) \rightarrow f(y), f(a) \rightarrow g(b) \}, \{ f(x) \rightarrow g(x) \mid x \neq a, g(a) \rightarrow f(a) \})
  \]

  \[
  \rightarrow_{(10)} \{ h(x,y) \rightarrow f(y), f(a) \rightarrow g(b), f(x) \rightarrow g(x) \mid x \neq a, g(a) \rightarrow f(a) \}
  \]

Let us explain in detail the above applications of rules (24) and (26).

**rule (24)** Application of the rule (24) decomposes as follows:

\[
S \rightarrow_{(24)} \text{first}(\{ h(x,y) \rightarrow f(y), f(a) \rightarrow g(b) \}, \text{constrain}(\{ h(x,y) \rightarrow f(y), f(a) \rightarrow g(b) \}, \{ h(0,y) \rightarrow g(y), f(x) \rightarrow g(x), g(a) \rightarrow f(a) \}))
\]

The second argument of the first strategy above is given by:

\[
\text{constrain}(\{ h(x,y) \rightarrow f(y), f(a) \rightarrow g(b) \}, \{ h(0,y) \rightarrow g(y), f(x) \rightarrow g(x), g(a) \rightarrow f(a) \})
\]

\[
\rightarrow_{\text{CO}} \text{constrain}(\{ h(x,y) \rightarrow f(y), f(a) \rightarrow g(b) \}, h(0,y) \rightarrow g(y))
\]

\[
\cup \text{constrain}(\{ h(x,y) \rightarrow f(y), f(a) \rightarrow g(b) \}, f(x') \rightarrow g(x'))
\]

\[
\cup \text{constrain}(\{ h(x,y) \rightarrow f(y), f(a) \rightarrow g(b) \}, g(a) \rightarrow f(a))
\]

\[
\rightarrow_{\text{CO}} h(0,y) \rightarrow g(y) \text{ if not(true)}
\]

\[
\cup f(x') \rightarrow g(x') \text{ if not(x' = a)}
\]

\[
\cup g(a) \rightarrow f(a)
\]
(rule (26)) Application of the rule (26) comes from the fact that \( \text{mutex}(\{h(x, y) \rightarrow f(y), f(a) \rightarrow g(b)\}, \{f(x) \rightarrow g(x) \text{ if } x \neq a, g(a) \rightarrow f(a)\}) \rightarrow \varepsilon_{\text{ext}} \). Indeed:

\[ \text{mutex}(\{h(x, y) \rightarrow f(y), f(a) \rightarrow g(b)\}, \{f(x) \rightarrow g(x) \text{ if } x \neq a, g(a) \rightarrow f(a)\}) \]

\[ \rightarrow \varepsilon_{\text{ext}} \text{mutex}(h(x, y) \rightarrow f(y), f(x) \rightarrow g(x) \text{ if } x \neq a) \]

\[ \land \text{mutex}(h(x, y) \rightarrow f(y), g(a) \rightarrow f(a)) \]

\[ \land \text{mutex}(f(a) \rightarrow g(b), f(x) \rightarrow g(x) \text{ if } x \neq a) \]

\[ \land \text{mutex}(f(a) \rightarrow g(b), g(a) \rightarrow f(a)) \]

\[ \rightarrow \varepsilon_{\text{ext}} \text{true} \]

\[ \land \text{true} \]

\[ \land \text{true} \]

\[ \land \text{true} \]

-- Termination of repeat\(^{*}\)(S) --

Let us evaluate \( \text{TERMIN}\left(\text{repeat}\left({}^{*}\right)(\text{S})\right) \):

\[ \text{TERMIN}\left(\text{repeat}\left({}^{*}\right)(\text{S})\right) \rightarrow_{\text{term}} T(\text{true}, \text{repeat}\left({}^{*}\right)(\text{S})) \]

\[ \rightarrow_{\text{term}} \]

for \( \text{Rules}(\text{S}) \subseteq_{\varepsilon} \{h(x, y) \rightarrow f(y), f(a) \rightarrow g(b), h(0, y) \rightarrow g(y), f(x) \rightarrow g(x), g(a) \rightarrow f(a)\} \), which is not \( \varepsilon \)-terminating, because of the infinite \( \varepsilon \)-chain \( g(a) \rightarrow f(a) \rightarrow g(a) \rightarrow \ldots \)

Denoting \( S' = \{h(x, y) \rightarrow f(y), f(a) \rightarrow g(b), f(x) \rightarrow g(x) \text{ if } x \neq a, g(a) \rightarrow f(a)\} \) the simplified form of \( S \), let us now evaluate \( \text{TERMIN}\left(\text{repeat}\left({}^{*}\right)(S')\right) \):

\[ \text{TERMIN}\left(\text{repeat}\left({}^{*}\right)(S')\right) \rightarrow_{\text{term}} T(\text{true}, \text{repeat}\left({}^{*}\right)(S')) \]

\[ \rightarrow_{\text{term}} \text{true} \]

for \( \text{Rules}(S') \subseteq_{\varepsilon} S' \), which can be proved terminating by using Proposition 3 and simplifying \( S' \), since we have:

\[ S'; S' \rightarrow_{S_{\text{IMPL}}} \{h(x, a) \rightarrow g(b), h(x, y) \rightarrow g(y) \text{ if } y \neq a, f(a) \rightarrow f(a) \text{ if } a \neq a, \]

\[ g(a) \rightarrow g(b), g(a) \rightarrow g(a) \text{ if } a \neq a\}; S' \]

\[ \rightarrow_{S_{\text{IMPL}}} \{h(x, a) \rightarrow f(a) \text{ if } a \neq a\} \]

\[ \rightarrow_{S_{\text{IMPL}}} \text{false} \]

Remark that \( S' \) can also be proved terminating by typing and using an Order-Sorted Ordering (OSO) as in [12]. The system \( S' \) can be typed without lack of generality in the following way.

We define three sorts:

- \( Na \) for any term but \( a \);
- \( A \) for the constant \( a \);
- \( s \) for the most general sort.

and \( f, g, h \) are expressed by the typed operators:

\[ f : Na \rightarrow s, f : A \rightarrow s \]
\[ g : Na \rightarrow s, g : A \rightarrow s \]
\[ h : s \times s \rightarrow s \]

Then \( S' \) is equivalent to the so-called desambiguated specification

\[ (\forall y : A)_{h_{s \times s}(x, y) \rightarrow f_{A \rightarrow s}(y)} \]
\[ (\forall y : Na)_{h_{s \times s}(x, y) \rightarrow f_{Na \rightarrow s}(y)} \]
\[ f_{A \rightarrow s}(a) \rightarrow g_{Na \rightarrow s}(b) \]
\[ (\forall x : Na)_{f_{Na \rightarrow s}(x) \rightarrow g_{Na \rightarrow s}(x)} \]
\[ g_{A \rightarrow s}(a) \rightarrow f_{A \rightarrow s}(a) \]
which can be proved terminating with an OSO having the precedence

\[
\begin{align*}
    f_{Na \rightarrow s} & \succ g_{Na \rightarrow s} \\
    g_{A \rightarrow s} & \succ f_{A \rightarrow s} \\
    f_{A \rightarrow s} & \succ g_{Na \rightarrow s} \\
    h_{s \times s} & \succ f_{Na \rightarrow s} \\
    h_{s \times s} & \succ f_{A \rightarrow s}
\end{align*}
\]

Example 4 (extended with the study of new strategies). Let us consider the following three ELAN labelled rules:

\[\begin{align*}
[s_1] \quad & f(x, y) \rightarrow g(y, x) \\
[s_2] \quad & g(x, y) \rightarrow y \\
[s_3] \quad & g(x, y) \rightarrow f(y, x)
\end{align*}\]

and then let us the following strategies:

1. \( S_1 = \text{first}(\text{first}(s_2, s_3), \text{first}(s_3, s_2, s_1)) \).
2. \( S_2 = \text{first}(\text{dc}(s_2, s_3), \text{first}(s_3, s_2, s_1)) \).
3. \( S_3 = \text{first}(\text{first}(s_3, s_2), \text{first}(s_3, s_2, s_1)) \).

- Simplification of \( S_1, S_2, S_3 \) -

Let us simplify \( S_1 \):

\( S_1 \rightarrow (17) \text{first}(s_2, s_3, s_2, s_1) \)
\( \rightarrow (21) \text{first}(s_2, s_3, s_3, s_1) \)
\( \rightarrow (21) \text{first}(s_2, s_3, s_1) \)
\( \rightarrow (28) \text{first}(s_2, \text{fail}, s_1) \)
\( \rightarrow (6) \text{first}(s_2, s_1) \)
\( \rightarrow (26) \text{dk}(s_2, s_1) \)
\( \rightarrow (19) s_1 \cup s_2 \)

Let us now simplify \( S_2 \):

\( S_2 \rightarrow (17) \text{first}(\text{dc}(s_2, s_3), s_3, s_2, s_1) \)
\( \rightarrow (28) \text{first}(\text{dc}(s_2, s_3), \text{fail}, \text{fail}, s_1) \)
\( \rightarrow (6) \text{first}(\text{dc}(s_2, s_3), s_1) \)
\( \rightarrow (26) \text{dk}(\text{dc}(s_2, s_3), s_1) \)

Let us finally simplify \( S_3 \):

\( S_3 \rightarrow (17) \text{first}(s_3, s_2, s_3, s_2, s_1) \)
\( \rightarrow (21) \text{first}(s_3, s_2, s_2, s_1) \)
\( \rightarrow (21) \text{first}(s_3, s_2, s_1) \)
\( \rightarrow (28) \text{first}(s_3, \text{fail}, s_1) \)
\( \rightarrow (6) \text{first}(s_3, s_1) \)
\( \rightarrow (26) \text{dk}(s_3, s_1) \)
\( \rightarrow (19) s_1 \cup s_3 \)

- Termination of \( \text{repeat}^*(S_1), \text{repeat}^*(S_2), \text{repeat}^*(S_3) \) -

For \( i \in \{1, 2, 3\} \), we have \( \text{TERMIN}(\text{repeat}^*(S_i)) \rightarrow \gamma_{\text{term in}} \), for \( \text{Rules}(S_i) \downarrow_{LR} = s_1 \cup s_2 \cup s_3 \), which is not \( \varepsilon \)-terminating, because of the infinite \( \varepsilon \)-chain \( f(x, y) \rightarrow g(y, x) \rightarrow f(x, y) \rightarrow \ldots \)

Denoting \( S_i' \) the simplified forms of \( S_i \), let us now evaluate \( \text{TERMIN}(\text{repeat}^*(S_i')) \).

We first evaluate \( \text{repeat}^*(S_1') = \text{repeat}^*(s_1 \cup s_2) \):

\( \text{TERMIN}(\text{repeat}^*(S_1')) \rightarrow \gamma_{\text{term in}} T(\text{true}, \text{repeat}^*(S_1')) \)

for \( \text{Rules}(S_1') \downarrow_{LR} = S_1' \), which can be shown terminating with any simplification ordering with the precedence \( f \succ g \).
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We then evaluate \( \text{repeat}^\ast(S'_1) = \text{repeat}^\ast(dk(s_2, s_3), s_1) \) :
\[
\text{TERMIN}(\text{repeat}^\ast(S'_1)) \rightarrow_{\text{Term in}} T(\text{true}, \text{repeat}^\ast(S'_1))
\rightarrow_{\text{Term in}} \#
\]
for \( \text{Rules}(S'_1) \|_{\mathcal{LR}} = s_1 \cup s_2 \cup s_3 \), which is not \( \varepsilon \)-terminating, as previously noticed.

Finally, we evaluate \( \text{repeat}^\ast(S'_3) = \text{repeat}^\ast(s_1 \cup s_3) \) :
\[
\text{TERMIN}(\text{repeat}^\ast(S'_3)) \rightarrow_{\text{Term in}} T(\text{true}, \text{repeat}^\ast(S'_3))
\rightarrow_{\text{Term in}} \text{false}
\]
for \( \text{Rules}(S'_3) \|_{\mathcal{LR}} = s_1 \cup s_3 \), which is not \( \varepsilon \)-terminating, because of the infinite \( \varepsilon \)-chain \( f(x, y) \rightarrow g(y, x) \rightarrow f(x, y) \rightarrow \ldots \).

We then proved that \( \text{repeat}^\ast(S_1) \) terminates and \( \text{repeat}^\ast(S_3) \) does not terminate. As for \( \text{repeat}^\ast(S_2) \), our termination criterion cannot determine whether it terminates or not.

**Example 7.** Let us consider the following ELAN program :
\[
[r_1] f(x_1) \rightarrow g(x_1) \text{ if } x_1 > 3
\]
\[
[r_2] g(x_2) \rightarrow h(x_2) \text{ if } x_2 > 1
\]
\[
[r_3] g(4) \rightarrow g(4)
\]
\[
[r_4] g(x_4) \rightarrow f(x_4) \text{ if } x_4 > 2
\]
and let us study the termination of the following strategies :

1. \( S_1 = r_1; \text{first}(r_2, r_3, r_4) \)
2. \( S_2 = \text{first}(s_2, \text{repeat}^\ast(dk(r_3, r_4))) \)

**Strategy S1**

Let us simplify \( S_1 \) :
\[
S_1 \rightarrow^{(24)} r_1; \text{first}(r_2, \text{fail}, \text{fail})
\rightarrow^{(6)} r_1; \text{first}(r_2, \text{fail})
\rightarrow^{(6)} r_1; \text{first}(r_2)
\rightarrow^{(17)} r_1; r_2
\rightarrow^{(23)} \{ f(x) \rightarrow h(x) \text{ if } x > 3 \}
\]

Let us evaluate \( \text{TERMIN}(\text{repeat}^\ast(S_1)) \):
\[
\text{TERMIN}(\text{repeat}^\ast(S_1)) \rightarrow_{\text{Term in}} T(\text{true}, \text{repeat}^\ast(S_1))
\rightarrow_{\text{Term in}} \#
\]
for \( \text{Rules}(S_1) \|_{\mathcal{LR}} = r_1 \cup r_2 \cup r_3 \cup r_4 \), which is not \( \varepsilon \)-terminating, because of the infinite \( \varepsilon \)-chain \( f(4) \rightarrow g(4) \rightarrow f(4) \rightarrow \ldots \).

Denoting \( S'_1 \) the simplified form of \( S_1 \), let us now evaluate \( \text{TERMIN}(\text{repeat}^\ast(S'_1)) \):
\[
\text{TERMIN}(\text{repeat}^\ast(S'_1)) \rightarrow_{\text{Term in}} T(\text{true}, \text{repeat}^\ast(S'_1))
\rightarrow_{\text{Term in}} \text{true}
\]
for \( \text{Rules}(S'_1) \|_{\mathcal{LR}} = S'_1 \), which is terminating.

**Strategy S2**

The simplification of \( S_2 \) consists of the rewriting step \( S_2 \rightarrow^{(24)} \text{first}(r_2, \text{id}) \). The \( \text{repeat}^\ast \) strategy simplified to \( \text{id} \), because \( \text{constrain}(r_2, dk(r_3, r_4)) \rightarrow_{\text{CO}} \text{fail} \).

Let us evaluate \( \text{TERMIN}(\text{repeat}^\ast(S_2)) \):
\[
\text{TERMIN}(\text{repeat}^\ast(S_2)) \rightarrow_{\text{Term in}} T(\text{true}, \text{repeat}^\ast(S_2))
\rightarrow_{\text{Term in}} \#
\]
for \( \text{Rules}(S_2) \|_{\mathcal{LR}} = r_2 \cup r_3 \cup r_4 \cup \{ x \rightarrow x \} \), which is not \( \varepsilon \)-terminating.

Denoting \( S'_2 \) the simplified form of \( S_2 \), let us now evaluate \( \text{TERMIN}(\text{repeat}^\ast(S'_2)) \):
\[
\text{TERMIN}(\text{repeat}^\ast(\text{first}(r_2, \text{id}))) \rightarrow_{\text{Term in}} T(\text{true}, \text{repeat}^\ast(\text{first}(r_2, \text{id})))
\rightarrow_{\text{Term in}} \#
\]
for \( \text{Rules}(S'_2) \|_{\mathcal{LR}} = r_2 \cup \{ x \rightarrow x \} \), which is not \( \varepsilon \)-terminating.

**Example 8.** This example is the Example 5.9, page 146, of the thesis of H. Cirstea [5], and describes transitions in a five states automata. The program contains in particular the ELAN labelled rules :
following $\rightarrow$ \( dk(r_{12}, r_{13}, r_{25}, r_{32}, r_{34}, r_{41}) \) \( \rightarrow^{(12)} dk(r_{12}, r_{13}, r_{25}, r_{32}, r_{34}, r_{41}) \) \( \rightarrow^{(11)*} dk(\ldots) \) \( \rightarrow^{(10)*} dk(\ldots) \) 

Let us summarize in a table the results of every argument: the cell of the $i^{th}$ line, named $s_i$ and of the $j^{th}$ column, named $s_j$ contains the result of the simplification of the composition $s_i \circ s_j$:

<table>
<thead>
<tr>
<th></th>
<th>$r_{12}$</th>
<th>$r_{13}$</th>
<th>$r_{25}$</th>
<th>$r_{32}$</th>
<th>$r_{34}$</th>
<th>$r_{41}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{12}$</td>
<td>fail</td>
<td>fail</td>
<td>$s_1 \rightarrow s_5$</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td>$r_{13}$</td>
<td>fail</td>
<td>fail</td>
<td>$s_1 \rightarrow s_2$</td>
<td>$s_1 \rightarrow s_4$</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td>$r_{25}$</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td>$r_{32}$</td>
<td>fail</td>
<td>$s_3 \rightarrow s_5$</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td>$r_{34}$</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
<td>$s_3 \rightarrow s_1$</td>
<td>fail</td>
</tr>
<tr>
<td>$r_{41}$</td>
<td>$s_4 \rightarrow s_2$</td>
<td>$s_4 \rightarrow s_3$</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
</tr>
</tbody>
</table>

We then get, after elimination of the fail:

$\text{gen\_double } \rightarrow^{*} \text{SIMPL} \; \rightarrow^{(19)} \{ s_1 \rightarrow s_5, s_1 \rightarrow s_2, s_1 \rightarrow s_4, s_3 \rightarrow s_5, s_3 \rightarrow s_1, s_4 \rightarrow s_2, s_4 \rightarrow s_3 \}

- Non termination of repeat* (follow) -

Using the simplification rule (19), follow is equivalent to follow' = \{ $r_{12}, r_{13}, r_{25}, r_{32}, r_{34}, r_{41}$ \}. Let us evaluate $\text{TERMIN(repeat*(follow'))}$:

\[ \text{TERMIN(repeat*(follow'))} \rightarrow T_{\sigma_{min}} \text{(true, repeat*(follow'))} \rightarrow T_{\sigma_{min}} \text{false} \]

for follow' $\not\vdash_{LR} \text{false}$, which is not $\varepsilon$-terminating, because of the infinite $\varepsilon$-chain $s_1 \rightarrow s_4 \rightarrow s_3 \rightarrow s_1 \rightarrow \ldots$

**Example 5 (detailed).** Denoting $S_2$ the initial strategy of Example 2 where the rule $f(x) \rightarrow h(0,x)$ is replaced by the rule $f(x) \rightarrow h(0,x)$ if $x > 4$ and $S_7$ the first initial strategy of Example 7, the strategy studied in this example can be written

\[ S = \text{repeat*(first(S_7, dk(S_2, f(x) \rightarrow f(f(x)) if x > 5))).} \]

From Examples 7 and 2, we deduce that $S$ simplifies with SIMPL in

\[ S' = \text{repeat*(first(f(x) \rightarrow h(x)) if x > 3, dk(f(x) \rightarrow x if x > 4, f(x) \rightarrow f(f(x)) if x > 5))).} \]

The above first strategy, argument of the repeat* operator, simplifies in the strategy first(f(x) \rightarrow h(x)) if $x > 3, dk(fail, fail)$) with rule (24). We then have the simplification \( dk(fail, fail) \rightarrow^{(5)} fail\). Hence $S'$ simplifies in

\[ S'' = \text{repeat*(first(f(x) \rightarrow h(x)) if x > 3, fail)).} \]
We finally have the following simplification:

\[ S'' \xrightarrow{\text{[6]}} \text{repeat}\ast(f \text{ first}(f(x) \rightarrow h(x) \text{ if } x > 3)) \]
\[ \xrightarrow{\text{[14]}} \text{repeat}\ast(f(x) \rightarrow h(x) \text{ if } x > 3) \]
and we get that \( S \) simplifies in

\[ S''' = \text{repeat}\ast(f(x) \rightarrow h(x) \text{ if } x > 3). \]