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Semantics for Interaction Grammars

Guy Perrier, LORIA, Université Nancy2

The formalism of Interaction Grammars
(IG) (Perrier, 2002) is devoted to the syntax
of natural languages and amalgamates two no-
tions coming from two different traditions in
computational linguistics:

e the notion of polarity comes from Catego-
rial Grammars (CG) in which grammat-
ical constituents are viewed as consum-
able resources; expected constituents are
marked negatively, available constituents
are marked positively and the principle
that guides syntactic composition is that
positive and negative constituents which
are complementary search to cancel each
other. IG refine this idea by taking po-
larities down from the constituents to
their morpho-syntactic properties (part of
speech, syntactic function, negation ...)
in the shape of polarized features. Cancel-
lation between opposite features becomes
the principle that controls syntactic com-
position.

e the notion of tree description comes from
Tree Adjoining Grammars (TAG). The
idea is to replace reasoning about com-
plete syntactic trees with reasoning about
constraints specifying sets of syntactic
trees. Initially, K. Vijay-Shanker used
tree description for making the TAG
adjoining operation monotone (Vijay-
Shankar, 1992), but the interest of the
notion goes beyond this application and
it is well suited for representing ambigu-
ity and underspecification in an economic
way. This gave rise to new formalisms
stemming from TAG (Kallmeyer, 1999;

Rambow et al., 2001). The basic syntac-
tic objects of IG are also tree descriptions
but their specificity is that their nodes are
labelled with polarized feature structures.

In natural languages, syntax is a means for
accessing semantics and a linguistic formalism
cannot deal only with syntax by ignoring se-
mantics. At the same time, the semantic rep-
resentation is not simply a mirror, a projec-
tion or a function of the syntactic representa-
tion. It keeps a certain degree of autonomy
with respect to the second one; this is fun-
damental and linguistic formalisms must take
this property into account. Unfortunately, in
a lot of formalisms, the semantic representa-
tion is passively deduced from the syntactic
representation. For instance, let us consider
CG and TAG which are at the root of IG.

The semantics that is usually associated
with CG is Montague’s semantics (Carpenter,
1998). Every sentence is interpreted by a for-
mula in higher order logic. This interpreta-
tion is a function of the interpretations of the
words of the sentence but this function is au-
tomatically deduced from the syntactic struc-
ture of the sentence. This rigidity is a major
default of the formalism: in a certain sense,
the whole semantic representation must be al-
ready included in the syntactic representation.
The latter must be complicated artificially in
order to express specific semantic phenomena
like quantifier scoping for instance. As a conse-
quence, a sentence gets as many artificial parse
trees as interpretations, even if it has a unique
actual parse tree.

In the TAG world, we have two ways of rep-
resenting semantics. We can use Synchronous



TAG (Shieber and Schabes, 1990; Shieber,
1994) or we can see syntactic derivation trees
directly as semantic dependency trees (Vijay-
Shanker, 1987). Let us consider this last pos-
tulate. Even if it is true in a number of cases,
its rigidity contradicts reality in several cases.
This leads to proposals for modifying the TAG
operations so that they be more consistent
with semantic interpretation (Rambow et al.,
1995).

The purpose of this paper is to add a se-
mantic level to IG in order to get a formalism
that captures both syntactic and semantic as-
pects of natural languages. The fundamental
difference with the models of CG and TAG
just mentioned is that the semantic level is
relatively autonomous with respect to the syn-
tactic level: the mechanism of synchronization
between syntax and semantics is as little con-
straining as possible. Nevertheless, the seman-
tic representation is based on the same notions
of polarity and underspecified structure as the
syntactic representation, but with a difference:
at the syntactic level, we manipulate syntactic
trees and syntactic tree descriptions, whereas,
at the semantic level, we manipulate semantic
directed acyclic graphs (DAG) and semantic
DAG descriptions.

1 The level of the polarized
syntactic tree descriptions

A syntactic tree description is a set of
nodes and parenthood, dominance and prece-
dence relations between these nodes. Nodes
represent syntactic constituents and rela-
tions express dependencies between these con-
stituents. The morpho-syntactic properties of
these constituents are described with feature
structures. In this way, a tree description can
be viewed as a specification representing a set
of syntactic trees and each of these trees can
be viewed as a model of the specification.
The originality of IG is to drive syntactic
composition by an “electrostatic” mechanism
of polarized features. This notion of polarized
feature is the continuation of the fundamen-
tal idea of CG: capturing the resource sensi-
tivity of natural languages. While a morpho-

syntactic feature is usually associated with val-
ues in pairs feature-values, a feature in IG is
associated with values and polarities in triples
feature-polarity-values. Polarity can be -1, 0
or +1, reflecting the fact that a feature is neg-
ative, neutral or positive. Positive features
represent available resources, negative features
expected resources and neutral features lin-
guistic properties that do not behave like con-
sumable resources.

In this way, syntactic composition appears
as an “electrostatic” process in which the ele-
mentary operation consists in identifying two
nodes that bear dual features, that are fea-
tures with the same name but with opposite
polarities. We call this operation feature can-
cellation. By iterating feature cancellations,
we specify a syntactic tree description step by
step in order to obtain admissible models of
it. Such models are syntactic trees that are
completely specified with two important prop-
erties: neutrality and minimality. They are
neutral in the sense that all polarized features
have been cancelled and they are minimal in
the sense that they contain no additional infor-
mation with respect to the initial description.

Feature cancellation gives flexibility to the
process of syntactic composition by allow-
ing tree superposition, which is important for
the construction of lexicalized grammars, but
which is forbidden by a lot of formalisms (CG
and TAG in particular).

2 The level of the polarized
semantic DAG descriptions

A semantic DAG description is a set of
nodes and parenthood and dominance rela-
tions between these nodes. Nodes represent
either predicates or individuals. Parenthood
and dominance respectively express predicate-
argument and scope relations.

In the same way as at the syntactic level,
nodes are labelled with polarized feature struc-
tures, which express semantic properties. The
same operation of feature cancellation drives
semantic composition. By iterating this oper-
ation, we can obtain all admissible models of a
semantic DAG description. The formalism is



flexible enough so that we can encode more or
less rich information at the semantic level and
we can build a logical representation of an ut-
terance from the DAG expressing its semantic
representation.

The semantic representation that we pro-
pose here fits in with the new trends in compu-
tational semantics, which highlight underspec-
ification (Bos, 1995; Egg et al., 1998; Copes-
take et al., 1999). The main originality lies in
the mechanism of polarities which is used for
controlling the process of reducing underspec-
ification.

3 Synchronization between the
syntactic and the semantic levels

Synchronization between the syntactic and the
semantic levels is performed by a simple func-
tion that maps syntactic nodes to semantic
ones. This synchronization function is not to-
tal because some syntactic nodes, most gram-
matical words for example, have no semantic
representation. It is not injective because two
syntactic nodes can have the same semantic
representation and, finally, it is not surjective
because some semantic nodes have no syntac-
tic antecedents (the predicates that represent
quantification for instance).

4 Parsing with IG

IG are lexicalized. A lexical entry associates
a word of the language with a syntactic tree
description and a semantic DAG description
linked together by a synchronization function.
In the syntactic description, a node is privi-
leged as its anchor: it represents the position
of the word in the syntactic tree represented
by the description.

Parsing a sentence with IG consists first in
selecting a lexical entry for each of its words.
By juxtaposing all selected syntactic tree de-
scriptions we obtain a unique syntactic tree
description Dy, expressing a syntactic speci-
fication of the sentence. The description Dy,
must be completed with precedence relations
between the anchors, which express word or-
der in the sentence. In the same way, by juxta-
posing all selected semantic DAG descriptions

we obtain a unique semantic DAG description
D e, expressing a semantic specification of the
sentence. Dy, and Dse, are synchronized
with the union of the synchronization func-
tions from the different lexical entries.

Then, if we assume that the parsing pro-
cess is driven by the syntax, by iterating fea-
ture cancellation inside Dy, we reduce un-
derspecification step by step until we obtain
a syntactic tree which is completely specified
and in which all polarized features are neutral-
ized.

In this process, the synchronization function
plays two roles:

e it contributes to specify Dgep,: when two
syntactic nodes merge in a feature cancel-
lation operation, their corresponding se-
mantic nodes, if they exist, merge at the
same time;

e the same mechanism can entail feedback
from the semantic level to the syntactic
one: if some constraints in Dy, forbid
the merging of two semantic nodes which
is entailed by the merging of two syntactic
nodes, both mergings fail.

At the end of a successful parsing process,
the description Dy, is generally more specific
than initially but it can remain underspecified
and we have to continue feature cancellations
at the only semantic level in order to obtain
all semantic representations of the parsed sen-
tence. We can drop this last phase if we want
to keep a factorized semantic representation of
the sentence.

5 Comparison with other
approaches of the
syntax-semantics interface

Our model has some similarities with the
model of Synchronous TAG (Shieber and Sch-
abes, 1990; Shieber, 1994). Both synchronize
two levels of representation, at which the same
type of composition operations is used: fea-
ture cancellation for IG and adjunction for
TAG. Nevertheless, the two models have deep
differences. As in basic TAG, the adjoining



operation of Synchronous TAG is less flexible
than feature cancellation, which allows tree su-
perposition for instance. Synchronization be-
tween syntax and semantics is more constrain-
ing in TAG than in IG: every adjunction at the
semantic level must be linked with an adjunc-
tion at the syntactic level so that the syntac-
tic and the semantic derivation trees are iso-
morphic (Shieber, 1994). This isomorphism
is a limit to the expressiveness of the formal-
ism, even if it can be relaxed a bit (Rambow
and Satta, 1996). At the opposite, within IG,
feature cancellation can occur at the semantic
level without affecting the syntactic level.

(Gardent and Kallmeyer, 2003) propose a
new semantic construction method for TAG
which is not based on derivation trees but on
derived trees. Every derived tree is paired with
an underspecified logical formula in the shape
of a tree description the nodes of which repre-
sent conjunctions of predicates. The syntax-
semantics interface uses specific features of
syntactic nodes which represent semantic in-
dividuals or predicates. The unification of
these features in the construction of the de-
rived tree contribute to the construction of the
logical formula in parallel. This model is very
close to our model in its design of the syntax-
semantics interface and in the way of repre-
senting and solving underspecification at the
semantic level: in an underspecified semantic
tree, specific nodes are called holes and each
one must be plugged with a unique constant
node. This mechanism is very similar to our
mechanism for neutralizing polarities.

(Muskens, 2001) proposes syntactic repre-
sentations in the shape of polarized tree de-
scriptions in which polarities are attached at
syntactic nodes and not at features. Every
syntactic node is labelled with a semantic A-
term & la Montague and the computation of
the semantic representation is a mirror of the
syntactic computation as in CG but with the
same defaults.

The comparison with the approaches based
on dependency and unification grammars re-
quire more developments and are left for the
future.
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