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YET ANOTHER INTRODUCTION TO ROUGH PATHS
ANTOINE LEJAY

ABSTRACT. This article provides another point of view on the the-
ory of rough paths, which starts with simple considerations on ordi-
nary integrals, and endows the importance of the Green-Riemann
formula, as in the work of D. Feyel and A. de La Pradelle. This
point of view allows us to introduce gently the required algebraic
structures and provides alternative ways to understand why the
construction of T. Lyons et al. is a natural generalization of the
notion of integral of differential forms, in the sense it shares the
same properties as integrals along smooth paths, when we use the
“right notion” of path.

1. INTRODUCTION

The theory of rough paths [Lyo98, LQO02, Lej03, LCL07] is now an
active field of research, especially among the probabilistic community.
Although this theory is motivated by stochastic analysis, it takes its
roots in analysis and control theory, and is also connected to differential
geometry and algebra.

Given a path x of finite p-variation with p > 2 on [0, T] with values
in R? or an a-Hélder continuous path with o < 1 /2, this theory allows
us to define the integral fx f of a differential form f along x, which is

[ f= fDT f(zs)dzs. Using a fixed point theorem, it is then possible to
solve differential equations driven by z of type

t
Y = Yo +/ g(ys) das.
0

The case 1 < p < 2 (or & > 1/2) is covered by the Young integrals intro-
duced by L.C. Young in [You36]. Some of the most common stochastic
processes, including the Brownian motion, have trajectories that are of
finite p-variation with p > 2. So, being able to define almost surely an
integral along such irregular paths is of great practical interest, both
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2 ANTOINE LEJAY

theoretically and numerically. Yet we know this is not possible in gen-
eral, and integrals of type It60 and Stratonovich are defined only as
limits in probability of Riemann sums.

Introduced in the 50’s by K.-T. Chen (see for example [Che58]), the
notion of iterated integrals provides an algebraic tool to deal with a
geometrical object which is a smooth path, and allows us to manip-
ulate controlled differential equations using formal computations (see
for example [F1i81, Isi95]).

The main feature of the rough paths theory is then to assert that, if
it is possible to consider not only a path x but a path x which encodes
the iterated integrals (that cannot be canonically defined if x is of finite
p—variation with p > 2), then one may properly define the integral Z =
fo xs) dx, and solve the differential equation y; = yo + fo g(ys) dxg
provided that f and g are smooth enough. In addition, the maps x +— z
and x — y are continuous, with respect to the topology induced by the
p-variation distance. The dimension of the path x, or equivalently the
number of “iterated integrals” to consider, depends on the regularity
of z. For p € [2,3) (or o € (1/3,1/2]), then one has to consider only
the iterated integrals of z along itself. This can be justified by the first
order Taylor development of [* f(x,) dz,:

izil:/:fi(xr)dx

d d (7f t

Y et -+ 30 S [ (o] - al)d.
i=1 ij=1 Oz, s

If  is a-Holder continuous with o € (1/3,1/2] and one has succeed

in constructing K7 (x) = [!(x/ — 27)dai, then one can expect that

|KYi ()| < C|t — s[**. Hence, we will use to approximate fOT f(x,)dx,

the sums

—_

3

d
Zfz (@rr/m)( k+1)T/n xZT/n)
0 i=1

B
Il
—

n—

: f
Z : ka/n kT/n,(k+1)T/n<5'3')
k=0 i,j=1

and show it converges as n — 00. Hence, the integral will be defined
not along a path z, but along x,; given by
; ; , dd
Xop = (Lt —af, ... 2 —a2d, K;’tl(x), L K (),

S

where the first component 1 is here for algebraic reasons. The el-
ement X can be seen as an element of the truncated tensor space
T(R) =R ®R?® (R? ® RY). By similarity with what happens for the
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power series constructed from the iterated integrals — sometimes called
the signature of the path —, one has that forall 0 < s <r <t < T,

Xst = Xs,r X Xrits

where ® is the tensor product on T(R) (where we keep only the tensor
products of no more than 2 terms). In addition, it is possible to consider
the formal logarithm of x, and following also the properties of the Chen
series, we look for paths x such that log(x, ;) belongs to A(R?) = R &
(R4, RY], where [RY,RY] is the space generated by all the Lie brackets
between two elements of R?. This algebraic property allows us to give
proper definitions of rough paths and geometric rough paths from an
algebraic point of view. The articles [Lyo98, Lej03] and the books
[LQO2, LCLO7] use this point of view.

As noted first by N. Victoir, since (T;(R?), ®) — the subset of T(R?)
whose element have a first term equal to 1 — is a Lie group, one may
describe x5, by x5, = (—ngs)_1 ®Xo¢, and then, instead of considering
the family (Xs+)o<s<t<r, one may work with the path x; = x,, which
lives in the non-commutative space (T1(R?),®). This provides some
simplifications on the statement of some theorems, but also opens the
door to look for more connections with differential geometry.

Shortly after the publication of the article [Lyo98|, other authors
provided alternative constructions of the differential equations and in-
tegrals, still by using some of the ideas provided by the theory of
rough paths. One of this work — from D. Feyel and A. de la Pradelle
[FALP06] — uses a point of view from the differential geometry and
endows the importance of the Gauss/Green-Riemann/Stokes formula
to understand the need to “enhanced” the path with more information
to get a rigorous definition. Another approach, by M. Gubinelli, rather
relies on algebraic considerations [Gub04].

The idea of this article is then to justify the construction of the
algebraic structures (tensor space, Lie groups) needed in the theory
of rough paths from basic considerations on integrals of differential
forms. To simplify, we consider that the dimension d of the state space
is d = 2 (for d = 1, there is no real problem since (i) Any differential
form is the differential of a function; (ii) The controlled differential
equation y; = ¢g(y;) dx; is solved under reasonable assumptions on g
by y; = ®(x;) with ®'(2) = g(®(z)) if x is smooth so that a density
argument may be used. On that topic, see for example the work of Doss
and Sussmann [Dos77]). By considering all the pairs of components, it
is easy to pass from d = 2 to d > 2. In addition, we restrict ourselves
to a-Holder continuous paths, which is not a stringent assumption at
all, since a time change allows us to transform any path with p-finite
variation into a path which is 1/p-Hélder continuous.

Given a differential form, we wish to construct a map x — fm f which
is continuous on the space C* of a-Hélder continuous paths. If a > 1/2,
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the existence of fx f is provided by the theory of Young integrals. We
also get that x — fx f is continuous on C* equipped with the a-Holder
norm. Yet we construct some sequence (z"),en of functions in C* that

converges to x in C? with 8 < 1/2, and such that fOT f(2?) dz? does not

converges to [ f, but to fOT f(xs)das + fOT[f, fl(z,) dps where [f, f]
is the Lie bracket of f and ¢ is an arbitrary function. This counter-

examples makes use of the Green-Riemann functions, and see that, if
one consider not a path x, but a path (z, ¢) with values in R3, then one
can extend the notion of the integral to C* with o € (1/3,1/2]. In some
sense, the third component records the area enclosed between that path
and its chord between times s and t. We can then provided an alge-
braic setting for describing such paths, still with a non-commutative
operation. Then, we construct paths with values in A(R?), a space of
dimension 3, where the first two coordinates corresponds to an “ordi-
nary” path in the Euclidean vector space R?. The non-commutativity
comes from the fact that the area enclosed between z -y — the concate-
nation of two paths x and y — and its chord is different from the area
enclosed between y - x and its chord. The degree of freedom we gain
comes from the fact that small loops allows us to move in the third
direction while staying roughly at the same position in R%. Any o-
Holder continuous path with values in A(R?) (with the right distance)
with a > 1/3 may be approximated by smooth paths lifted in A(R?)
using their area. In addition, the convergence of paths with values in
A(R?) in the a-Hoélder topology implies that the corresponding inte-
grals form a Cauchy sequence in C? for any 3 < . It is then possible to
extend the notion of Young integrals to a-Holder continuous functions
with values in A(R?), and also to get the continuity result we need.
The basic idea to approximate some a-Hdélder continuous path x tak-
ing its values in A(R?) with o > 1/3 consists in lifting paths 2" that
take the same values as x on the points of a partition of [0, 7] and that
links two successive times by a loop and a straight line. The loop is
a way to “encode the area”. It may then be tempting to look for real
geodesics. For this, we will interpret the space A(R?) as the subspace
of the tangent space at any point of the tensor space T(R?), and we will
look for simple curves linking two points in T(R?). There are several
possibilities. One consists in using the tools from the sub-Riemannian
geometry [FV06b, FV08]. Another one consists in studying paths with
values in a sub-manifold G(R?) of T(R?), which is also a subgroup
of (T(R?),®), and which is the Lie group whose Lie algebra may be
identified with A(R?). We give another way to define the integral by
extending the differential form f to a differential form on G(R?) and
construct curves that connect two points of G(R?). Hence, instead of
considering paths with values in A(R?), we will consider paths with
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values in G(R?), and the difference between two points in A(R?) cor-

responds then to a direction.

With this, we may redefine the integral as the limit of some Riemann
sums — which is the original definition given by T. Lyons —, but where
the addition has been replaced by some tensor product. Moreover, it
becomes then possible to extend the notion of integrals to paths living
in the bigger space T (R?).

Consequently, using the concept of path living in a non-commutative
space, the rough path theory provides a way to define an integral
[ f(xs) day that shares the same properties as ordinary integrals:

(a) It is a limit of expressions similar to Riemann sums.

(b) It is a limit of integrals along approximations of the path construct
from sampling the path at a finite set of points and connecting
successive sample points by “simple” curves.

In addition, this map x — [ f(z,) dz, is continuous from C*([0, T; T (R?))

to C*([0,T]; T1(R?)) and may be used to solve differential equations

driven by x, still with a continuity property.

The theory of rough paths turns out to be the natural extension of
integrals on the space of a-Hélder continuous paths with o € (1/3,1/2],
in the same way Young integrals is the natural notion of integral against
a-Hoélder continuous paths with a € (1/2,1].

Outline. In Section 2, we introduce our notations and recall some ele-
mentary facts about integrals of differential forms along smooth paths
as well as about Holder continuous paths. In section 3, we quickly
present results about Young integrals, and thus show the properties of
integrals along a-Holder continuous paths with o > 1/2. In Section 4,
we assume that one can integrate differential forms along a-Hoélder con-
tinuous path with o € (1/3,1/2], and we show how to transform this
integral into a continuous one with respect to the path. In Section 5,
we consider paths taking their values in A(R?), and show how to define
the integral fx f as limits of ordinary integrals. In Section 6, we con-
tinue our analysis of the space A(R?) and introduce the tensor space
T(R?). In Section 7, we give another way to define the integral of f
along x, using an expression of Riemann sum type. This construction
corresponds to the original one of T. Lyons [Lyo98, LQ02, LCLO7].
In Section 8, we give some related results: case of the d-dimensional
space, Chen series, other constructions for paths with quadratic varia-
tion, link with stochastic integrals. In Section 9, we solve differential
equations. We end this article with appendix on the Heisenberg group
and we recall a technical result about almost rough paths, on which
the original construction of fx f is based.

Acknowledgement. The author wishes to thank Laure Coutin, Lluis
Quer y Sardanyons and Jérémie Unterberger whose remarks helped to
improve this article.
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2. NOTATIONS

2.1. Differential forms. Let fi,..., f; be some functions from R?
to R™. We consider the differential form

f(x) = file)dzt + -+ fa(2?) da?
on R?.

Definition 1. For v > 0, f is said to be y-Lipschitz if the f;’s for ¢+ =
1,...,d are of class CJ(R?; R™) with bounded derivative up to order
|7], and the fl-m’s are (v — |v])-Holder continuous with a (v — [v])-
Hélder constant H'(f). The class of such y-Lipschitz differential forms
is denoted by Lip(y; R? — R™).

For f € Lip(y; R? — R™), define

I flleip = meoe max{[[ £ loc, - 17 loos HL()}

77777

which is a norm on Lip(y; R? — R™).

Remark 1. If v = 1, this definition is slightly different from the no-
tion of Lipschitz functions, since this definition implies that f is of
class C1(R%;R™), while with the definition that |f(z) — f(y)|/]z — |
is bounded as z — y for all y € R?, this means only that f is almost
everywhere differentiable. Anyway, in our context, the case v € N is
never considered.

Given a path z € C1([0, T]; RY) and a continuous differential form f,
we define the integral of f along x by

1= /fxs 'Sl ds:g/;fi(xs)dd—f

Let us recall a few facts on such integrals, that will be heavily used:
(i) If ¢ : Ry — R, is strictly increasing and continuous, then froso f=

ds.

t=s

fz f. In other words, the integral of f along x does not depend
on the parametrization of z.

(ii) If ¢ : [0,T] — [0,T] is ¢(t) = T —t, then fxwf =—/.f In
other words, reversing the time changes the sign of fx I

(iti) If =,y € CL([0,T};R?) (the class of functions from [0,77] to R
which are piecewise in C') and z -y is the concatenation of x
and y, then f f= .+ f f. This is the Chasles relation.

(iv) If z € CL([0, T] R?) is a closed loop in R?, that is xr = z¢, then

1) /f // 1 et )

where Surface(z) is the or1ented surface surrounded by z and

_oh_op
[f’f]ial'g axl'



YET ANOTHER INTRODUCTION TO ROUGH PATHS 7

This is the Green-Riemann/Stokes/Gauss formula.

2.2. Paths of finite p-variation Fix T' > 0. Let x be a continuous

-----

k elements. For p > 1, define

k-1
.13 H p ey Z| 7.+1 —

The p-variation of z on [s,t] C [0, T] is defined by
varp,[s,t] (x) = sup sB(IHSJ]) Irn [87 t]7p>1/p‘

1T partition of [0, T

Definition 2. A function z : [0,7] — R? is said to be of finite p-
variation if Vary, o r)(x) is finite.

If x is of finite p-variation, then we get easily that
(2) Varg jorj(2) < 297P/4| | &P/ (Var, o7 (27) )P/

and then z is of finite g-variation for all ¢ > p. Note that Vary, o r(x)
defines a semi-norm on the space of functions of finite p-variation, but
not a norm, since Var, o () = 0 implies only that z is constant. In
addition, on the space of functions = with xp = 0 and Var, o r(x) <
+00, Var o7 defines a norm which is however not equivalent to the
uniform norm || - ||, and counter-examples are easily constructed.

Following a recent remark due to P. Friz [Fri05], we may work with a
more precise norm than the norm constructed from p-variation. Indeed,
to simplify our approach, we work only with Hélder continuous paths
and the Holder norm.

If x is a path of finite p-variation and

o(t) = inf {5 > 0| Var, o4 (z)” > t},

then ¢ is increasing and z o is 1/p-Holder continuous. As the integral
of a differential form keeps the same value under a continuous, increas-
ing time change, there is no difficulty in considering the 1/p-Hélder
norm, which is simpler to use than the p-variation norm (for some
results on the relationship between p-variation and 1/p-Holder conti-
nuity, see for example [CG98]). Yet for convergence problems, this
is not the most general framework, and dealing with the p-variation
norm allows us to treat with more complete results (for example, in
[Lejo6, Lej08], we prove the convergence only in p-variation although
the path is a-Holder continuous, and this is due to a singularity at 0
of some term).

Let us denote by H,(x) the Holder continuity modulus of a path
x : [0, T] — R? which is a-Hélder continuous, that is
|z — 2

H,(x) = su —_—
(@) 0§s<1It)§T |t — s|@
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Of course, any a-Holder continuous path is also §-Holder continuous
for any # < . In addition, the equivalent of (2) is

(3) for < a, Hg(z) < 217/ z|| 5> H, ()P,
If H,(z) =0 then z is constant, and H, defines only a semi-norm.

Notation 1. If z : [0,7] — R¢ a-Hélder continuous, then we set
l2lla = lol + Ha()

and by C%([0,T]; R?) the subset of functions x in C([0,T]; R?) such
that ||z, is finite.

Equipped with || - ||, this space C*([0,T],R¢) is a Banach space. In
addition, we get the following Lemma which is a consequence of the
Ascoli Theorem and (3).

Lemma 1. Let (2"),en such that 2™ € C*([0, T]; R?) and (||2"]|a)nen
is bounded. Then there exists x in C*([0,T];RY) and a subsequence of
(2™ )nen that converges to x with respect to || - || for each 5 < a.

Remark 2. It is important to note that here, we used the || - || norm
for the space C*([0,T];RY) with 3 < a. When equipped with this
norm, (C*([0, T]; RY), || -||5) becomes a separable space, while the space
(C*([0, T); RY), || - ||la) is not separable: See [MS61] for example.

The next corollary follows easily.

Corollary 1. Let IT be a partition of [0,T] and z' be the linear ap-

prozvimation of x € C*([0, T]; R?) along I1. Then ||z, < 37%(z]|4-
If (II") en is a sequence of partitions of [0, T] whose meshes converge

to 0, then (z™"),en converges to z in (C*([0, T]; R?), ||-||5) for all B < a.

Proof. Let I1 = {t;};=1..j. For 0 < s <t <T, let & =minllN s, T]
and ¢ = maxIIN[0,¢]. If s ¢ II (resp. ¢ ¢ II), denote by s” =
maxII N[0, s] (resp. " =minllN[¢,T]). As &, ¢' €11, if s,t ¢ 11,
o' — @] < o' — @] + |2y — 2| + |2y — 2]
t—t s—s
= t/|xt" - ‘xt/‘ + ‘xt’ - x5'| + § — g
< [lzflal = ) + llzfla(s” = 8)* + l2lla(t’ — )
<37zt — ),
the last inequality coming from the Jensen inequality applied by z +—
z'/®. The case where s or t belongs to II is treated similarly. This
proves that ||z, < 3'79||z||a.
The second part of this corollary is an immediate consequence of
Lemma 1. U

[Ty — @]

Remark 3. One may wonder if it is possible to approximate a function
r € C*([0,T];R?) by piecewise linear functions that converge with
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respect to || - ||, and not with respect to || - || for 8 < a. As shown in
[MS61] (see also [DN98, § 4.3]), this is only possible if 2 belongs to the
class of functions such that

lim sup —|xt ~ Tl =
5—0 p<s<i<T (1 — 8)% ’
[i—s|<s

or, in other words, if |z(t + h) — z(t)| = o(h*). Of course, this class
of functions is strictly included in C*([0,7]; R?): the function f(z) =
> 120 ek sin(ck ) for ¢ large enough provides us with a counter-example,
as it is easily proved using the results from [Cie60).

3. INTEGRALS ALONG a-HOLDER CONTINUOUS PATHS, « € (1/2,1]

For the sake of simplicity, consider d = 2. The construction of J on
Co([0,T]; R?) for o > 1/2 is first deduced from the Young integral.

3.1. Defining the integrals. We recall here the construction of the
integral of a 3-Holder continuous path driven by a a-Holder continuous
path, provided that a4+ > 1. This theorem is due to L.C. Young [You36]
(see also [DN9g] for example).

Theorem 1. Let o, 5 € (0,1] with o+ 3 > 1. Then

(z,y) — (tH /Otysdxs>

is bilinear and continuous from C*([0, T]; R)x C?([0, T]; R) to C*([0, T]; R).

Sketch of the proof. Fix n € N*, and let us set, for ¢} = Tk/2",
on_1

n __
J" = Z yt;;(fft;;H - fEt’,;)-
k=0

Then
2m—1
n+1 n
e ;(y@?ﬁl ~ g ) (@, — T

=0

2" —1
< Z Hp(y)Hy(2) T P2~ (D@45

k=0

< 27U Hy(y) Ho ().
As a+ (-1 > 0, we deduce that the series anO(JnH —J,,) converges

and thus that, it J % Jy + 3,00 (Jus1 — Ju), then

(4) [T = yolar — @) < C(a+ B = 1)T*" Hy(y) Ha(2),

where ((6) = >, ., 1/n’. Of course, we define fOT ysdzs as J. From
the last inequality in which ¢ is substituted to 7" and s to 0, this also
proves that ¢ — fot ys dxs is a-Holder continuous.



10 ANTOINE LEJAY

The other properties of the integral are easily, although tedious, de-
duced from this construction. U

Remark 4. Indeed, using the argument of Lemma 2.2.1, p. 244 [Lyo98],
there is no need to consider dyadic partitions, but we keep them for
simplicity. Note that however, especially when dealing with stochastic
processes, some results in the rough paths theory are dependent from
the choice of a dyadic partition (see for example [CLO05]).

One may then define for 0 < s <t < T,

(5) J(z;s,t) /H“ / fi(z,) dx} +/ fo(z,)

as Young integrals with y; = f(x;). Yet a global regularity condition
is imposed on (z,y) with implies in particular that o > 1/2 and the
minimal assumptions on the regularity of f also depends on a.

Notation 2. For a path = defined on the time interval [S, T], We will
use J(z;s,t) to denote the integral f fwhen S <s<t<T,and

J(z) to denote the function t € [S, T] — J(x S,t).

The following corollaries follow from the construction of the Young
integrals and (4): see in particular [LZ94, Lej03].

Corollary 2. Fiz a € (1/2,1] and f € Lip(y;R* — R™) with v >
1/a—1. Then J defined in (5) is well defined as a Young integral on
C*([0, T); R?) and is a locally Lipschitz map from (C*([0, T];R?), || |la)
o (C*([0, THER™), || - fla)-

Corollary 3. Fiz o € (1/3,1/2] and let f € Lip(y;R* — R™) with
v>1/a—1. Then

([0, TJ; R) x C*([0, T]; R2) — C*([0, T); R™)

)= (= [0 0

1s well defined as a Young integral and is a locally Lipschitz map from

(C*([0, T R?), [I-ll2a) x (C([0, TT; R?), [I-]]a) to (C**([0, TT; R?), [|-]]2a)-

3.2. A problem of continuity. We have to take great care of the
meaning of the continuity result in Corollary 2: the norm || - ||, is not
equivalent to the uniform norm. Convergence in C* implies uniform
convergence but the converse is not true.

The following counter-example is the cornerstone to understand how J
will be defined for dealing with irregular paths.

Let (2™)nen and z be continuous paths such that ™ converges to x
in C*([0,T]; R?) with o € (1/2,1].

Let ¢ be a function in C?([0, T];R) with 3 € (2/3,1]. Let us also
assume that f belongs to Lip(y; R¢ — R)

(v+1)3>2
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Yr RS Oin  — (Oyn
Area Pip | — P

FI1GURE 1. The path z" x ®".

which implies that 2 > v > 1. Let II" = {{}}4—0..2n—1 be the dyadic
partition of [0, 7] at level n, that is ¢t} = Tk/2". For eachn =1,2,...,
we denote by ®" = {y} }r—0,. 2n_1 a set of functions piecewise of class
C! such that for a fixed x > 1,

(6a)  yp:[thtr] — R® with g (67) = yp(ti,) = 2™ (&),

(6b) sup  lyillags < +o,
n=1,2,..., k=0,...,2"

(6c) uniformly in n, k, | Area(y;) — (p(tp1) — ¢(ty))] < CT 27",
where Area(y}) is the algebraic area of the loop y}' defined by

n 1 t2+1 1,n 1n/n 2,n
Area(yy) = 5 (1" (s) =y " (t%)) dyp. ™ (s)
¢

k
1 t2+1 n n/in n
5 [ ) i)
ti

For such a sequence, we say that ¢ encodes asymptotically the areas

Of (q)n)neN-
We denote by 2" x ®" the path from [0,27] to R? defined by

n n __ n. n . n n ..o . n
T MR =y Tn gn) YL g gm) Yam L[tm, 4]

where z-y is the concatenation between two path x and y (see Figure 1).
This path 2 x ®™ is defined on the time interval [0, 27].
Then, by the Chasles property of the integral,

2" —1

J(2" x @";0,2T) = J(a™; ()T%—Z/k+1 ) dyi (s).

By the Green-Riemann formula (

2
/ f(yr(s)) dy; (s // ff ot 2?) dat da®.
ty Surface(y

k

The idea is now the following,
JL A et st = 17 ) Areata)
urface(yy,
~ [, M) (o) — (i)
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To be more precise, using our hypotheses on f and ®", with A,t =
72—,

) //Surface(yg)[ﬁ A e®) da’ da® = [f, f] (%g)(g&(tzﬂ) — (1))

< 2|Vl 15 (CARt™ +llells2nt") AtV £ 2011V | oo At

< 2|V flly-llyii 15 (CARt P + [[pllg) Ant D2 4200V floo Ant™.

There are now 2" of such terms to sum. By hypothesis, (y+1)3/2 > 1
and k£ > 1 so that, the sum of the right-hand side of (7) vanishes as
n — oo. In addition, necessarily 5+ ya > 1 so that one can consider
[1f, f](zs) deps as a Young integral. Thus, we easily get that

2L ety T
> [ e ) — [ ) de
k=0 vtk 0

In other words,

T
3" w0 B0, 2T) —— I(ass.1) + /0 U () dor

n—oo

It is important to note that here, (2" x ®"),cy is in general not
bounded in C*([0, 277]; R?), but it is bounded in C#2([0,2T]; R?). Let
us remark that for ¢ € [0,277, if t/2 € [t7*!, t7]] and k is odd, then
™ x O"(t) = 2"(t/2). If k is even, then ™ x ®"(t) = y;}(t/2). Thus,

|z D" (t) — 2" M D"(s)|
(|2"(t/2) — 2"(s/2)|

if 5/2 € [ttt /2 € [t 1550,

e (£/2) =y (¢0)] + 2" (t;) — 2"(s/2)]

if 5/2 € [tyipr, tairal, /2 € [t5, 1550,

i (8/2) =y (60)] =+ Ly (7)) — wi ()] + lwi (87) — i (s/2)]

if /2 € [ty tylh], t/2 € [ty 4], k£ L
ly7 (t/2) — i (s/2)]

if 5/2 € [t3 1ol /2 € [t 1304,
|2 (t/2) — 2" ()| + lyk (t7) — vk (s/2)]

if 3/2 € [tgl;H? tgliil]? t/2 € [t;lltrllv thrlz]-

IN

\

Using the convexity inequality, one gets that for some constant C' that
depends only on « and 3,

|z » D" (t) — 2" M D"(s)|
< C'max{||z]a, sugL1 vl p/2} max{(t — s)*/2, (t — 5)*}.

,,,,,
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Since 3/2 < a, it follows that (z" x ®"),cy is bounded in C#/2([0, 2T7]; R?)
assuming that of course, the y}' have a §/2-Hélder norm different from
zero. As we required that ¢ is S-Holder continuous, and if we we
choose for y¥ some circles with area ¢(t},,) — ¢(¢}), then their radius
are /[p(ty, ;) — (t})]/m and this is why we look for yp’s that are
(/2-Holder continuous.

This also means that when one considers a sequence (z")pen of
elements in C*([0,7];R?) and a path x of C*([0,T];R?) with o >
1/2, one has to consider the fact that (z"),eny may converge to x
with respect to some (-Holder norm with 5 < 1/2. In addition, this
counter-example ruins all hope to extend J naturally to C*([0,T]; R?)
for @« < 1/2, since may construct at least two bounded sequences
(2™)pen and (2")nen in C([0,T];R?) with o < 1/2 converging uni-
formly to # — hence that converge to x in C?([0,T];R?) for any
B < a — such that J(z™;0,7T) — J3(z;0,7T) and J3(2™0,7) —

j(:L‘; 07 T) + foT[f, f] ($s> d(,Dg, which is different from j(l" 07 T) unless
[f, f] =0 or ¢ is constant.

3.3. A practical counter-example in the stochastic setting. In
[Lej02, LLO6a], we give a stochastic example of such a phenomenon
coming from the homogenization theory. Let us consider some coeffi-
cients o from R? to the space of d x d-matrices and b : R* — R? smooth
enough which are 1-periodic. We consider the SDE

t 1 t
X = / o(X: /<) AB, + 1 / b(XE/e) ds
0 0

for some Brownian motion B. It is well known from the homogenization
theory (see [BLP78] for example) that X¢ converges as ¢ — 0 to W
for some Brownian motion W and a d x d-matrix & which is constant,
provided that the drift b satisfies some averaging property. One of the
application of this theory is to provide a tool to replace (for modelling
or numerical computations) a PDE of type 0,u®(t,z) + Lfu®(t, ) = 0,
w(T,x) = glz) with L° = Y0 Lai;(-/e)d2, + S0, thi(-/)dy,
and a = oc® by the simpler PDE du(t, z) + Lu(t,x) = 0 with L =
ZZ =1 %ai,jagixj and @ = go'. From the probabilistic point of view, this
means that X¢ behaves — thanks to a functional Central Limit Theo-
rem and the ergodic behavior of its projection on the torus R?/[0, 1] —
like a non-standard Brownian motion. However, one has to take care
when using X¢ as the driver of some SDE, since

uniformly and in p-variation for p > 2, where (¢; ;)i j=1,.q 15 a d x d-
antisymmetric matrix that can be computed from a and b, and A"’ is
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the Lévy area of (Y, Y7), i.e.,

¢ t
wyio) =5 [0 =)o dv? -5 [ (7= 1g)e av:
2 Jo 2 Jo

for a d-dimensional semi-martingale Y. If b = 0, then ¢ = 0, so that
this effect comes from the presence of the drift.

From the Wong-Zakai theorem (see for example [[W89]), the Stratonovich
integral appears as the natural extension of J on the subset SM([0, T; R?)
of C*([0, T]; R?) with @ < 1/2 that contains trajectories of semi-martingales.
Let us note however that for Y € SM([0, T]; R?) and (f1, f2) = 3 (—x;, z;),

J(Y;0,t) = A(Y;0,1)

for t € [0,T], if J is defined on SM([0, T]; R?) as the Stratonovich in-
tegral J(Y;0,t) = fot f(Ys) o dY;. Since both X¢ and W belong to
SM([0, T]; R?), the previous example shows that J(X¢;0,t) does not
converge in general to J(B;0,t). This proves that J cannot be contin-
uous on SM([0, T]; R?) € C*([0, T]; R?).

Counter-examples to the Wong-Zakai theorem (see [McS72, IW89])
also rely on the construction of approximations of the trajectories of
the Brownian motion by using a “perturbation” of the piecewise linear
approximation that gives rise, in the limit, to a non-vanishing supple-
mentary area and then, for the SDE, to a drift term. The theory of
rough paths gives a better understanding of this phenomena [LLO06a].

This problem of convergence may arise in natural setting and has
then a practical interest.

4. INTEGRALS ALONG a-HOLDER CONTINUOUS PATHS,
a € (1/3,1/2]: HEURISTIC CONSIDERATIONS

We present in this section a construction of the integral which is not
the best possible one, but which allows us to understand the main ideas
and problems.

The counter-example of Section 3.2 has endowed a few ideas: (1)
We may use the Green-Riemann formula to deal with close loops. (2)
For some o > 1/2, we may add to our paths small loops whose radius
are of order 27"%/2 and thus whose area is of order 27"*. (3) As many
loops are added, the sum of the areas does not vanish and gives rise to
a supplementary term.

Our construction will now take these facts into account.

4.1. Construction of the integral along a subset of C*([0, T|; R?).
As we wish our definition of the integral to be continuous, a naive
construction is the following: Fix K > 0, a € (1/3,1/2] and f €
Lip(y;R* — R) with v > 1/a — 1 (and then v > 1). Denote by
1" the dyadic partition of [0,7] at level n, and by L*([0,T]; R?) the
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set of functions x € C*([0, T]; R?) for which the linear approximations
(2'"),en satisfy

J(x) o hnl% J(z™") exists in C*([0, T]; R)
ne

and |J(2sq) — 3(3:‘?:,5])] < Kllx—a™ o]t — s 0<s<t<T.

If K is large enough, it follows from Corollary 2 that L*([0,7T]; R?)
contains subsets of C?([0, T]; R?) for all 3 > 1/2 (this depends on f and
the choice of K, since from Corollary 2, z +— J(z) is locally Lipschitz)
and it is also known (but for this, we need a more complete theory)
that it contains paths that are not §-Hoélder continuous for § > 1/2,
such as Brownian motion’s trajectories (see for example [Sip93, CL05]).
Any element z of L%([0,7];R?) may be identified with the sequence
(xnn)nEN .

Now, consider ¢ € C?*([0,T];R?) and (®"),en a sequence of loops
at each level n whose areas are asymptotically encoded by ¢. Then, as
previously,

3™ 0 @) o 3 ) D) + [ 15, ) don

n—oo

For (z, ) € L*°([0, T); R?) = L([0, T); R?) x C2([0, T); R), we may

then define
J(z,0) = lim J(2™" x &")
where ¢ encodes asymptotically the areas of (®"),,cn. The space L*<([0, T]; R?)
is naturally a Banach space when equipped with the norm ||(z, ¢)|| xa =
[2]le + [lpll2a-
The interesting point with this definition of the map (z, ¢) — J(x, )
is that its continuity follows naturally from its very construction.

Proposition 1. For all f < « with a € (1/3,1/2], the map T is
continuous from (L**([0, T R?), || - [[xa) to (C*([0, T R), || - [I5)

Proof. Let (™, ¢"),en be a sequence of paths converging to (z,¢) in
L ([0, T]; R?).

By definition, J(z", ¢™;s,t) = J(a™;s,t) + fst[f, fl(x) dey. From
Corollary 3, we know that [ [f, f](2™) dy™ converges to [;[f, f](z) dyp
in C?%([0, T); R).

From the very definition of L([0, T]; R?),

13(="") = 3(2")lo < Kl2™ = 2"l

But it is easily shown with Corollary 1 that for all 5 < a and some con-
stant Ky, ||z — 275 < Kal|2"]|o/2™P~%) and thus (J(z™™))men
converges to J(z") in CA([0, T]; R) at a rate which is uniform in n since
(=™l a)nen is bounded.

It follows that for all 3 < «a, J(z™"™) converges uniformly in n to
J(z") in CP([0, T];R) as m — oo.
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FIGURE 2. The paths z;"™

For s <t fixed, there exist some integers i,, and j,, such that ¢;" ;| <
s <t and t]' <t <t .. Tosimplify the notations, we set t;" | = s
and " | = t For k =i, —1,...,jm+1, denote by z;"™ the following
path (see Figure 2)

ZTL mo_ me . me xn Jm - n 1™ . xn,meHm
k 1LY Pt 7Y l[tL”H L A 4

Hence, with the previous convention on ¢ _; and {75,

(8) J(z"";s,t) — I(a™; /

=im—1

o
xsnmxn,l_[m xn,l’[mwnm

S t t

Let us note that

[0 ‘ - ‘ // I Gt L

%k

< Sl flliplwey, =zl > |agn — 2]

(i — 60)°

<
- 2

[l ll flleipllz"™ = #[loo-

Using the convexity inequality with  — x'/¢, since there are at most
2™ terms in the series in the right-hand-side of (8), we get

[ (£,06))

<—HfHL1pH:EH 2" = @ljoo(t = 5)".

Jm

2.

k=im—1
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On the other hand, setting A” = ™" — 2" for r € {s,t},

m f pons m f
/xsnmzn‘n /x{[ al ‘

s t

[ ] f\:

am,.n,IIm n,II™M _m
Jms T th Ty

<

1
/ (P 4 rAY) — f@ 4 rAT)AT dr
0

1
+ / f(x?m +rA7) (A} — AT dr
0

< el AL o+ 2™ o) (E = )% + [ flluip|AF — AL
But, for any 6 € [0, 1),
A7 = A7) < [l =gl =g 4 gt
< (|l = 2P A | = )2 — |
< (t = s)*2max{[|lz"" |2, [l 32| — a0

This proves the convergence of J(x™") to J(2™™) in CP([0,T];R) as
n — oo for any m for any 3 < a.
It is now possible to complete the following diagram

ey ey

s | unit. in n g | m—o0
(") 3(x)
to obtain that J(z", ¢") converges in C*([0, T];R) to J(x, ¢). O

Moreover, the following stability result is easily proved.

Lemma 2. If ¢ (resp. ) is given in C**([0,T);R) and that encodes
asymptotically the areas of (V")uen (resp. (P")nen), then
lim 3(z™ % @ U) = T(w, 0 + ).

The function ¢ can be chosen arbitrary, so that we have gained a
degree of freedom. In other words, to get a proper definition of J
that respect the continuity, we have to consider not a path with values
in R? but a path with values in R?. Indeed, this construction is far to
be optimal, i.e., the set L>([0, T|; R?) is not the biggest one that can
be considered. Yet it gives a proper understanding of the problem.

4.2. Is this construction natural? Of course, the real question is
to consider whether or not is it natural to extend J on (at least) a
subset of C*([0,T];R?) with a € (1/3,1/2] by considering paths not
with values in R? but with values in R3?

Let us consider a path z € C%([0, T]; R?). The piecewise linear path

2" is an approximation of z, and for each m > n, we may define

~qm def , pm " " ™ " "
T = (T T ) T @, T, 1) )
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NS

FIGURE 3. The paths z, /", 2™"" and the areas de-

fined by ®»"*! (in gray).

on the time interval [0,37]. As we go back on forth on the segments
composing ", we get that J(@";0,3T) = 3(2"";0,T). We then

define y, ™ = xﬁlﬂ,, gl I[t _app» that satisfies (6a)— (6b) and ™™ =
{ye™ }i=o,.. 2n—1. Since " = 2" M o™,

320, T) =3(@"";0,37) = 3(2™ » &™™;0,3T).

If we now set for example m = n?, then a priori nothing ensures,
unless = € L*([0, T); R?), that the areas of (®™"),cy are asymptoti-
cally encoded by the function ¢ = 0, nor that there exists a function
¢ € C2(]0,T]; R) that encodes the areas of (®"""),cy. In the last two
cases, how then to consider the limit of TJ(wH"Q), since it may differs
from the limit of J(z™" x ®»*)? Indeed,

2n—1
32 s @m0, T) = 3N 0,T) + 3 Iyt ).
k=0
Yet with the Green-Riemann formula,

Iy 5t th) = [f Sl ) Areayy™).

As we have seen it, the function 2 on C?([0,T]; R?), 8 > 1/2, defined
by

9) Ql(:v;s,t):%/:(mr—x)da: —%/st(x — %) da!

is not continuous with respect to the uniform norm: One has only
to take f(z) = fz'da® — 3 2dx1 and to use the previous counter-

examples. As Area(y,?’"2) = A(z™; ), t},,) and although yZ’"Z con-

verges uniformly to 0, it may happens that Area(yZ’"z; Witiyy) is of
order 272an (this is possible since the distance between Ty and Typ, |
is roughly of order 27" if z is a-Holder continuous, see Figure 4). In
this case, S o ' Iy 2) may have a limit different from 0 or have no
limit at all

In other words, the area contained between a path x and its chord
for all couple of times (s,t) is “hidden” in z and has to be determined
in an arbitrary manner?.

IConsider the case of Brownian trajectories, where the Lévy area is a natural,
but not the only one, choice and was the first example of stochastic integral [Lév65].
In addition, it is then defined as a limit in probability.
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T(t4s)/2

O((t — 5)®/2%) O((t — s)*/2%)

Ts e
“Sa—9m
FI1GURE 4. The area of some a-Holder continuous path
between times s and ¢ is of order (t — s)?*.

For some (z, ) € L**([0, T]; R?), which is identified with a sequence
converging uniformly to x, the element ¢ means in some sense that
some area has been chosen and then that our integral is properly de-
termined. Once this choice of ¢ has been done, Lemma 2 shows us how
to deduce from it different integrals by choosing other areas.

4.3. Justifications for a new setting. The previous construction
does not answer our main question: “How to construct an integral
for paths in C*([0,T];R?) for a € (1/3,1]?”. Yet it endows the fact
one cannot define a map r — J which extend the map x +— fm f on
C*([0,T); R?) with @ > 1/2 unless one adds some extra information.
Here, this information corresponds to the choice of a function ¢, so that
we consider indeed a subset of C*([0,T7;R?) x C?**([0, T];R) (for a <
1/2) such that, when equipped with the norm ||(x, ©)|| = ||z||a+ ||©]|2a;
the map J is continuous.

We have also seen that in Section 4.2 above that for considering
integral along path in C*([0,T];R?) with a € (1/3,1/2], it is natural
to consider the area contained between the path and its chord in view of
defining some integral, although there is no way to define it canonically
in general.

The drawback of our construction is that we assumed the conver-
gence of the integrals along the piecewise linear approximations of x.

The idea is now to construct directly a path in R3 in a way that such a
path may be identified with a limit of converging sequence of piecewise
smooth paths in R? whose integrals also converge. This allows us to
to get rid of the loops themselves, since the only information we need
is the asymptotic limit of the area, while keeping enough information
to construct the integral. Besides, this proves that the choice of a
converging subsequence does not depend on the choice of the differential
form which is integrated.

5. INTEGRALS ALONG a-HOLDER CONTINUOUS PATHS,
a € (1/3,1/2]: CONSTRUCTION BY APPROXIMATIONS

It is time to turn to the whole picture, now that the importance of
knowing the area has been shown.
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5.1. Motivations. The main idea in the previous approach was to
replace an irregular path (z,¢) € L*¥([0,T]; R3) with a simpler path
2" € CL([0,T];R?) which “approximates” z in the following sense:
xjn = xyp for the dyadics point {¢} }tio,..2» of [0,T], and on [t}, ;]
is composed of a loop y}! : [t7,t% + T2 ""'] — R? and then a segment
joining i and xfzﬂ.

Once this family (z™),ey has been constructed, one may study the
convergence of the ordinary integrals J(z™), where the integrals of f on
the loops have been transformed with the Green-Riemann formula into
double integrals whose values are given approximatively by the areas
of the loops times the Lie brackets of f at the starting points of the
loop.

A simple approximation of J(x) is then given by, if ™ is then defined
on [0,T] with loops on [t}, ¢}, + T2 "' and straight lines on [t} +
72771 17, is then given by
(10)

m—1
|

k=0
where (z; s,t) has been defined by (9). Now, following the heuristic
reasoning of Section 4.2, we replace the assumption

(H1) The path (z,¢) belongs to L*([0, T]; R?).

t[“ ﬂwmw+vjm%mww$¢+mw40,

n2-n-l

by the assumption

(H2) There exists some function A(z;s,t) which is the
limit of A(z"™;s,t) forall 0 < s <t <T.

Let us note that the assumption (H1) implies (H2) if f is the differential
form f(z) = 1(z'dz? — 22dz'). In (H2), there is no more reference
to f, while the set L>2([0,T]; R?) depends a priori on f.

The assumption (H2) means that 21(2""; ¢}, ¢7, ) (which is equal to
Az 17, w +T27"7h) is equivalent to A(z; ¢}, ), ,) as n — oo.

Hence, one may replace (10) by

(11) J" = 2_: (

k=0

/tk+1 Fla") dal™ + [f, fl(weg) A 8, Z+1)>'

r4T2-nt

This form has the following advantage over the previous one: Under
(H2), one can study, in the same way as for the proof of the Young
integrals, the convergence of J" by studying J"™! — J" in order to
prove that Y _,(J"*! — J") converges and to define the integral of
as the limit of this series plus J°. This method is one of the core of the
theory of rough paths.
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Ly

A(x; s, u)
A(xz;u,t)

b e

A(x; s, 1) e Yy —z) A(ze — )

FIGURE 5. A geometrical illustration of (12).

Still using some approximation, we change (11) into

2amn_1 t

n h n ds
reY [ e e, — o)

o T2

on_1
ds

41 .
=3 [ A s ) 5
k=0 'k n

with A,t = T27". We use this expression to motivate our introduction
of some algebraic structures. Our wish is then to interpret 2A(z; s, t) as
some “vector”, in the same way as we can seen, from the geometrical
point of view, z; — x, as the vector that link the two points z, and x;
and R? seen as some affine space. As we will see it below, (z;s,t) is
different in general from 2A(x;0,t) — 2A(x;0,s). Hence, the Euclidean
structure is not adapted.

We will now construct some space A(R?) of dimension 3, that will
play the role both of an affine and a vector space, and the kind of vector
we will consider will be (x] —z!, 2? — 2% 2(z; s,t)). Nevertheless, there
will be constructed from the paths (z}, 22, (z;0,))¢o living in A(R?)
seen as some affine space.

In a first time, we define this space A(R?), then we study the approx-
imation of paths living in this space and finally, we define an integral
as limit of ordinary integrals using the previously constructed approx-
imations.

5.2. What happens to the area? For a continuous path z € C%([0, T; R?)
with a > 1/2, let y, = (x;0,t) be the area enclosed between the curve
T, and its chord ToT;, where 2l have been defined by (9). This path
y is well defined by (9) and belongs to C*([0, T]; R).

As we have seen that x — 2(x;0,-) is not continuous in general
on C*([0,T);R?) for a < 1/2, we are nonetheless willing to define the
equivalent of a process y for an irregular path. This can be achieved
using an algebraic setting. Remark first that if z € C*([0, T]; R?) with
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b= (21,0 + A(z;0,1))

FIGURE 6. A simple path (z,y) from a to b controlled
by a path x in R2.

a € (1/2,1],
(12)  A(z;s,t) = A(z; s,u) + A(z; u, t) + %(mu —z5) A (2p — )

forall0 < s <wu <t <T (See Figure 5). Here, A is the vector product
between two vectors: a A b = a'b? — a?b'.

5.3. Linking points. In a first time, we consider, for a piecewise
smooth paths x, the path (z', 2% 2(x)) living in a three dimensional
space. If u belongs to R, then we set

(13) C(w,ust) = (a}, 27, u+ A(x30,0))

for t € [0,7]. In the following, we may think that = represents a
2-dimensional control trajectory of the position of a particle moving
in R3.

Given two points a = (a',a? a®) and b = (b, 1®), we wish to
construct a piecewise smooth path z from [0,1] to R? such that the
continuous path (z,a® + A(x;0,¢)) from [0, 1] to R? goes from a to b.

Such a path is easily constructed. We give here a simple example,
that serves as a prototype for our approach. Our choice, drawn in
Figure 6, is

_|a? n |63 — a3 cos(4mt) — 1, e lo 1
T g2 VT sgn(b® — a3) sin(4rt)| ol
1

1_ 1 1

Given two points a and b in R?, let us consider two paths z and y in
C,([0,T]; R?) such that zo =y = 0 and €(z,0;T) = a, €(y,0;T) = b.
The concatenation z -y of x and y gives rise to a path that goes
from 0 to 7(a + b) by passing through 7(a), where 7 is the projection
m(a',a? a®) = (a',a*). What can then be said on €(z - y;0,27)? Due
to (12), we get that €(z - y) is a path that goes from 0 to the point we
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4 4

alBb

(c) The path €(z,0) - €(w(a) +y,a®). (d) The path €(z - y,0).

FicUureE 7. Reaching a point with the constraint of
passing through another point.

denote by a H b defined by

(v ser i)
aBb=(a +b,a"+0",a”+0"+ = | o3| N|,2| |-
2 la b

With this notation, B clearly defines an operation on R?, which is dif-
ferent from the usual addition (geometrically equivalent to some trans-
lation) in this space R®. In addition, €(z - y,0) passes through the
point a.

As illustrated in Figure 7, this gives rise to a different path as the
one obtained by the concatenation of €(z,0) and €(m(a)+y; a®), which
ends at a + b.

5.4. The space R?® as a non-commutative group. We have now
equipped R? with an operation B, which is easily proved to be associa-
tive. When equipped with this operation B, we denote R? by A(R?).

We also set
1 [a! bt
la,b] =aBb—-bHa= (0’075 LQ} A [62})-

This bracket [, -] is our course linked to the fact that (A(R?),H) is a
non-commutative group, called the Heisenberg group (see Section 6.3).

Lemma 3. The space (A(R?),H) is a non-commutative group with 0
as the neutral element. The inverse of any element a = (a',a?, a®) is
—a = (—a', —a? —a?).
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(a) The path €(z -y, 0). (b) The path €(y - z,0).

FIGURE 8. Illustration of the non-commutativity of A(R?).

Proof. That the inverse of a is —a is easily verified since

1
(_a'17 —CL2, _a3) H (a’17 CL2, CL3) = ——[CL, CL] = 0.
The non-commutativity of H in general follows from bH a = a H b H
b, al. O

The non-commutativity of B is illustrated in Figure 8. Of course, if
a,b € R? are of type a = (a',a? 0) and b = (b*,?,0), then a Bb =
b H a: the non-commutativity concerns only the third component. If
z:[0,1] — R? goes from a to b and y : [0,1] — R? goes from b to c,
then z -y goes from a to ¢ and (y — b+ a) - (b — a + x) goes from also
from a to c¢. Yet the area enclosed between these two paths and its
chord is not the same.

It is now easy to remark that A(R?) is both a Lie algebra and a Lie
group. For some introduction on these notion, see among many other

books [War83, Var84, SW93, DK00, Hal03].
Lemma 4. The space (A(R?),[-,-]) is a Lie algebra.

Proof. Clearly, (a,b) — [a,b] is bilinear, [a,b] = —[b, a] and the Jacobi
identity is easily satisfied:

0, [6,cl) + [0, e, al] + [e, [0, b)) = 0, Va, b, c € A(R?).
This proves the Lemma. O

As for R?, A(R?) may be equipped with the multiplication by a

scalar, which is (\,z) = A -2 % (A\2!, Ae2, A2?) if @ = (21,22,2%) €

A(R?) and A € R. But unlike R3, this operation is not distributive,
since

A (xBy) = Ax) B (A\y) + A1 — N[z, y].

Thus, (A(R?),H, "), where - denotes the multiplication by a scalar, is
not a module.
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Another natural external law equip naturally A(R?), which is the
dilatation. Given A € R, we set

(14) S = (Ao, Ax?, \22?) for x = (2, 2%, 2%) € A(R?).
Let us note that
Wz By) = (0 \z) By and 636,2 = 0,

for \,u € R and = € A(R?). However, we do not have that dy,z =
dyx B d,z. Hence, (A(R?),H, ) is not a module.
This space A(R?) is equipped with a norm defined by

(15) lal. = max{|a'], |a*|, |a®[}

and a homogeneous norm defined by

1
(16) a :max{|a1|,|a2|, 5|a3|},

which means that |a| = 0 if and only if a = 0,
62| = |A| - |z| for A € R and x € A(R?),

and | — x| = |z| for all x € A(R?) (see also Section A).

Remark that this choice ensures that |a B b| < 3/2(|a| + |b]). We
will see below in Sections 5.9 and A that this homogeneous norm is
equivalent to another homogeneous norm || - ||cc which allows us to
define a distance between two points a and b in A(R?) by ||(—a)Bb||cc
(with the || - [[cc, the triangular inequality is satisfied, which is not the
case with | - |). Because of the square root in the definition of | - |, this
distance is not equivalent to the one generated by |-|,. Yet it generates
the same topology.

Remark 5. Because | - | does not satisfy the triangle inequality, d :
(a,b) — |(—a) B b| does not define a distance. However, this may
be called a near-metric because d(a,b) < C(d(a,c) + d(c,b)) for some
constant C' > 0 and all a,c,b € A(R?).

From this, we easily deduce that A(R?) is also a Lie group. We
recall that a Lie group (G, x) is a group with a differentiable manifold
structure (and in particular a norm) such that (z,y) — z X y and
x — ! are continuous (see for example [SW93, War83, Var84, Hal03]
and many other books).

Lemma 5. The space (A(R?),H) is a Lie group.

Proof. The continuity of (z,y) — x By and = +— —z is easily proved.
O
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5.5. Enhanced paths and their approximations. Of course, we
have constructed the space A(R?) with the idea of considering paths
living in A(R?), the third component giving all the information we
need.

Basically, a continuous path with values in A(R?) is a continuous
path with values in the Euclidean space R? (recall that the norm | - |,
we put on A(IR?) is equivalent to the Euclidean norm). However, we will
use the group operation B of A(R?) in replacement as the translation
by a vector in R3, and thus the paths we consider will be seen differently
from the usual paths.

Let us recall that (R? +) is in some sense contained in (A(R?),H),
and plays then a special role.

Definition 3. Given a continuous path z with values in R?, a contin-
uous path x with values in A(R?) with x = (x!,x?) may then be called
an enhanced path, or a path lying above x. Given a path z : [0,T] — R?
a path x : [0, 7] — A(R?) with lies above x is called a lift of z.

Let  and y be two smooth paths lifted as x = €(z,0) and y =
@(y,0), where € has been defined by (13). We have seen that the
usual concatenation x -y of x and y seen as paths with values in R3
is different from the path €(z - y,0). We introduce then a new kind of
concatenation of two paths x : [0,7] — A(R?) and y : [0, 5] — A(R?).
This concatenation is defined by

Xt lftE [O,T],

e {xT B((-y0) Byrr) HtE[TS+T]

and gives rise to a continuous path from [0,7 + S] to A(R?) when x
and y are continuous. In addition, x [y lies above z - y if x (resp. y)
lies above = (resp. y). Yet we have to be warned of an important that
this concatenation is different from the usual concatenation in R3.

If z : [0,7] — R? and y : [0,S] — R? are two piecewise smooth
paths, then this concatenation satisfies

C(x-y,0) =C(x,0)d&(y,0).

For two points a and b in A(R?), let 1, € CL([0, 1]; R?) be a smooth
path joining a and b lying above (,; : [0,1] — R? (for example, we
can use the one of Section 5.3). By definition of (,; and 144, Yap(t) =
€(Cup, a®;t). Moreover, for a,b,c in A(R?),

wa,b [] ¢b,c = Q:(Ca,b ) Cb,m CL3)-

Thus, ¥, [ Yy is a path that goes from a to ¢ by passing through b.
Let x be a continuous path from [0, 7] living in A(R?). It is then
natural to look for an approximation of x given by the sequence a paths

n
X — ¢th ,th D thn,xtn D ttt D thn ,th .
0 1 1 2 n—1 n
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FIGURE 9. Approximation of a path x in A(R?).

The path x™ satisfies x"(t) = x(t) for the dyadics times ¢ at level n. In
addition,

Xn == Q:(Cn, Xg) with Cn == fog’x”f : Cxtyll,xtg """ Cth—l’xtn7

and it is easily proved that (" converges uniformly to x, the path above
which x lives (See Figure 9).

Now, there are two natural questions: (1) Provided that x is regular
enough, does x" converge to x, in which sense? (2) Is it possible to
construct J(x) as the limit of the J(¢™)’s, which are then ordinary
integrals?

5.6. Holder continuous enhanced paths. We have defined the space
A(R?) as the space R® with a special non-commutative group struc-
tures, which is different from the translation.

Let z € C*([0,T]; R?) with a > 1/2 and 7y = 0. Set x = (2!, 2% A(x)).
With (12),

(—x) B = (0 — 25,27 — 23, AU(z3 5,1)),

which means that (—x;) B x; can be constructed from the path x re-

stricted to [s,t]. The same is true even if xy # 0.

For a path x from [0,7] to A(R?), xs; o (—x,) H x; may then be

interpreted as an “increment” of x, and we indeed get the following
trivial identity x; = x, Hx,, for all 0 < s < ¢ < T, which is the
equivalent to z; = x, + (2; — x5) in R*. Let us note that in general x?,
is different from x} — x7, although x!, = x} — x/, for i = 1,2.

Similarly, we may write the value of x; at time ¢ in function the
values of x at times s < r < ¢:

(17) Xy = X5 & Xs,r H Xr.t
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forall0 < s <r <t <T. When one sees x as a geometric object, (17)
yields

(18) X|[s,t] = X[s,r] LX),

forall 0 <s<r<t<T.

From now, to endow that fact that we work in A(R?), we have
to think to paths from [0,7] to A(R?) as continuous paths x satis-
fying (18), although this relation is verified by any continuous path
from [0,7] to R* (which means also that there are an infinite number
of paths lying above a continuous path from [0, 7] to R?). But we will
see below that if x lies above a smooth path x and is also quite regular
(in a sense to be defined), then (18) and the regularity condition will
impose some “constraint” on the path x.

Lemma 6 ([Lyo98, Lemma 2.2.3, p. 250]). Let x andy be two continu-
ous paths from [0,T] to A(R?) such that (x',x?) = (y',y?). Then there
exists a continuous path o : [0,T] — R such that y = (x',x2,x3 + ),
which means that

(19) ((—ys) By’ = ((—x5) Bx:)* + 1 — 5
forall0 <s<t<T.

Proof. Tt is sufficient to set ¢; = ((—yo) By:)® — ((—x¢) B x;)?, which
clearly satisfies (19). O

Notation 3. We denote by C*([0,T]; A(R?)) the set of continuous
paths x : [0, 7] — A(R?) and such that

X|lo = [Xg| + Su
Il = o+ sup X
is finite. If x = (x!',2?) is a path in C*([0, T];R?) and x = (2!, 2z%,y) a
path in C*([0,T]; A(R?)), then we say that x lies above .

Lemma 7. Let x € C*([0,T]; R?) with o > 1/2. Thenx = (z,2(z;0,))
belongs to C*([0,T]; A(R?)). In addition the map x +— x is Lipschitz
continuous from (C*([0, T];R?), || - [la) to (C*([0,T]; AR?)), || - [la)-

Proof. By construction, x is a path with value in A(R?). Let us note
that (—x,) Bx; = (z; — zl, 27 — 22,2(z; s,t)). From the construction
of the Young integral (more specifically, from a variation of (4)),

(20) (s 5,1)| < C(2a = 1)(t - 5)**]3
and then the result is proved. Il

Let us note that in the previous proof, (20) does not means that ¢ —
A(z;0,1) is 2a-Holder continuous (in which case 2ac > 1!). Indeed, t —
A(x;0,t) is only a-Hdlder continuous, since x is a-Holder continuous.

On the other hand, any path in C*([0, 7]; A(R?)) with @ > 1/2 can
be expressed as a path x € C*([0, T]; R?) lifted using its area 2(z).
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Lemma 8. Let x € C%([0,T]; A(R?)) with o > 1/2. Then x =
C(x,x3) = (z, x5 + 2A(z)) with © — 1 x?).

(x

Remark 6. If for some o > 1/2, (x" )neN belongs to Ca([O T]; A(R?))
is composed of paths of type x" = (2", 2(z")) with 2" € C*([0, T]; R?)
and x" converges in C*([0, T]; A(R?)) to some x, then x € C*([0,7]; A(R))
is necessarily of type x = (z,20(x)) with = € CO‘([O, T]; R?). In Propo-
sition 2 below, we will see how to construct a family of paths z™ in
C([0, T]; R?) for which x™ = (z,(z)) converges to x € C*([0, T]; A(R?))
with a > 1/3. Thus, if one considers a path with values in A(R?) which
is not of type (x,(x)) but which is piecewise smooth, one has to in-
terpret it as a path in C¥/2([0, T]; A(R?)) in order to identify it with a
family of converging paths.

Proof. From Lemma 7, y = €(z,x3) belongs to C*([0,T]; A(R?)), and
from Lemma 6, there exists a function ¢ : [0,7] — R such that
(—x¢) Bx)? = ((—ys) By)) + o1 —ps forall 0 < s <t < T.

Hence, \/[@r = @s] < [[x[lalt — 5|* and then |, — @a] < [Ix|[3]t — s/
As a > 1/2, necessarily ¢ is constant. U

As we saw it, one can add a path with values in R to the third
component of a path with values in A(R?) to get a new path with
values in A(R?). Although a path with values in R? which is regular
enough can be naturally lifted as a path with values in R?, we gain one
degree of freedom: there are an infinite number of paths that lie above
a path in R?. The next lemma, whose proof is immediate, precises the
kind of paths we have to use to stay in C*([0,T]; A(R?)).

Lemma 9. Fora < 1/2 letx € C*([0,T]; A(R?)) and p € C**([0,T]; R).
Then y = (x!,x%,x3 + @) belongs to C*([0, T]; A(R?)).

Any path in C*([0, T]; A(R?)) can be seen as the limit of paths nat-
urally constructed above path of finite variation. Before proving this,
we state a lemma on relative compactness, which is just an adaptation
of Lemma 2.

Lemma 10. Let (x"),en such that x™ € C*([0,T]; A(R?)) and is bounded.
Then there exists x in C*([0,T]; A(R?)) and a subsequence of (X")nen
that converges to x in (C*([0,T]; A(R?)), || - l|g) for each B < a.

We shall now prove the main result of this section: any path x in
C([0,T]; A(R?)) with o € (1/3,1/2) may be identified as the limit
of (’Z(x ,Xg), where 2™ are paths in C°([0, T];R?). Paths taking their
values in A(R?) are then objects that are easier to deal with than
sequences of paths with loops as we did previously.

Let x € C*([0,T]; A(R?)) with o € (1/3,1/2) lying above z. Denote
by 2" the linear interpolation of x along the dyadic partition II" =
{t} }r=o,. on at level n, with ¢} = Tk/2". Also define

(21a) 0y = ((—Xt;gH) 2 th,)?’.
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Set ®" = {y} }r—o,...2n—1 With ¥} : [t} 71?;+1} — R? and

gn| | cos (27rtnt_t_7“1tn) —1
(21b) ve(t) =1/ A
T |sgn(})sin (27r k )

t2+1_t2

Finally, set
(21c)
ol = 2" W ®"(t/2) for t € [0,7T] and x" = (2", x5 + A(z™;0,-)).

This corresponds to join the points of {th}k:()’m,gn by the simple paths
constructed in Section 5.3 (see Figure 6).

Proposition 2. With the previous notations (21a)-(21c), (X")nen 1S
uniformly bounded in C*([0,T]; A(R?)) and converges to x with respect
to || |lg for all B < a.

Remark 7. We have considered a path x in C%([0,T]; A(R?)) above
a path z € C%([0,T];R?), but we have not shown how to construct
such a path, except of @ > 1/2. For that, we may either use the
results in [LVO7], that assert it is always possible to do so, or to deal
with particular cases. For example, many trajectories of stochastic pro-
cesses have been dealt with (Brownian motion [Sip93], semi-martingales
[CLO5], fractional Brownian motion [CQ02, MSS05, Cou07]|, Wiener
process [LLQO2], Gaussian processes [FV07b, FV0T7a], free Brownian
motion [Vic04], ... The book [FV06a] contains a large number of these
constructions). All these results are done in general in connection with
an approximation results of Wong-Zakai type.

Choosing a path x above x corresponds to a determination of the
limit of A(z™; s, t) where 2" converges to x, and is then a slightly weaker
hypothesis than (H2).

Proof of Proposition 2. Let us note first that for t = ¢}, X?Z = X¢p.
For t € [0,T), let M(t,n) be the biggest integer such that Erreny < L
Then, for 0 <t < T,

oy =] < I =gy e = x|

< max{\/1051/7, e = X [ Il = Epen)

M(t,n)+1
< 2||x|| T2,

This prove that x" converges uniformly to x.

The convergence in C#([0, T]; A(R?)) follows from the uniform bound-
edness of the a-Holder norm of x™ and Lemma 10.

So, it remains to estimate the a-Holder norm of x" in A(R?). For
0<s<t<T,let M(s,n)bethe smallest integer such that s < tnM(s,n)'

Then, unless s,¢ belongs to the same dyadic interval [{}, ¢}, ;] for some
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k=0,...,2"—1,

n n
X — X n EH X n n Xin .
st 5 tM(s n) t M(s,n)’ tM(t n) tM(t,n)’t
forall 0 < s <t <T. In addition, x}, = X for any
M(s,n)’ th(t,m) M(s,n)’ Ehr(en)
integer n. Since | - | is a homogeneous norm on A(R?), it follows that

for some universal constant Cj,

|Xst| < CO|Xst" |+ 0| Xin

M(s, M(t n)

<Colxstn |+Co||X|| (M(t,n)—% )¢ +Co| Xpn il

(s,n M)t
Let us assume that we have proved that for some constant K,

(22) |xi;| < K(t—s)*forallty <s<t<tp,, k=0,...,2" -1,

|+ Colxzy,, il

then the boundedness of (||x"||,)nen follows easily as in the proof of
Corollary 1 by applying (22) to s,t in the same dyadic interval, and to
|x™ o | as well as to |xtn )A.

We now turn to the proof of (22). First, let us consider that for
some k € {0,...,2" — 1}, either s,t € [t}, ¢} — T2 or s,t € [t7 +
T2 "1 ¢7]. In the latter case,

T2t — s)(zf  — x2)
n  def n n —1l9n+1 1k+1 Qk
Xy = (—xg)Bxy = |T72"(t — 3)(551:;;“ - xt;;)
0

and then [x7,| < [|x|[o[t — s|%. In the former case, setting At = T27",

\/@ <cos (A'r:tlt(t - tZ)) — COS (A:Ht(s — tZ)))
X!, = Sgn(eg)\/m (Sm (Anﬂﬂt(t - tg)) — sin <An’11t(s - tZ)))

n_t—s
k An+1t

Thus, for some universal constant (',

Xzl < C12" /167 ; < 20,27 IIXHa

where C5 depends only on C and T
Now, if t# < s <tp+T2" 1 <t < try1, we get by combining the
previous estimates that
[x54| < CoCollxlla((t = T27" )" + (727771 = 5)%)
< 29710 Oy ||x [ (t — 8)°.

We have then proved (22) with a constant which is in addition propor-
tional to ||x||4- O

[l (2 = )%,

Let us come back to the Remark 6 following Lemma 8. For o €
(1/3,1/2], let us consider x; = (0,0, ;) where ¢ € C**([0, T]; R), then
one can find 2" € Cllj([(), T];R) such that 2" converges uniformly to 0,
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FiGURE 10. Moving freely in the third direction.

x" = (2",2(2™;0,-)) is uniformly bounded in C%([0,T]; A(R?)) and
converges in CA([0, T]; A(R?)) to x for any 3 < a. For this, one may
simply consider (see Figure 10)

1

2mtn®) — 1, sin(2mtn’
- 7T(cos.( mtn®) — 1,sin(27tn”)),

n __
2y =

and then set xy = 2, .

Thus, moving freely in the “third direction” is equivalent to accumu-
late the areas of small loops. Using the language of differential geome-
try, which we develop below, this new degree of freedom comes from the
lack of commutativity of (A(R?),H): a small loop of radius /¢ around
the origin in the plane R? is equivalent in some sense to a small displace-
ment of length ¢ in the third direction. To rephrase Remark 6, even if
¢ € CY([0,T];R), then one has to see x as a path in C'/2([0, T]; A(R?))
that may be approximated by paths in CJ([0,7T]; A(R?)) (here, Lips-
chitz continuous paths with values in A(IR?)) which converge to x only
in || - ||g for any § < 1/2. Hence, we recover the problem underlined in
Section 3.2.

5.7. Construction of the integral. If x € C%([0,T]; A(R?)) with
a > 1/2, then from Lemma 8, x = (z,x) + 2(z)) with z = (x',x?).
For a differential form f € Lip(y;R? — R) with v > 1/a — 1, we set

J(x) def J(z) = fw|[o,~1 f which is well defined as a Young integral.

The next proposition will be refined later.

Proposition 3. Let x € C*([0,T]; A(R?)) with o € (1/3,1/2] and f
be a differential form in Lip(y; R* — R) with v > 1/a—1. Let (X")nen
be constructed by (21a)—(21c). Then (J(x™))nen has a unique limit in
(CH([0, T R), || - ||g) for all B < «, which we denote by I(x) (of course,
the limit does not depend on 3). Both the a-Hélder continuity modulus
of J(x) and the rate of convergence with respect to || - ||z depends only

onT, o, 7, B, [[%[la and || f||Lip-

Other properties of this map = +— J(x) will be proved below. Indeed,
this map is obviously an extension of the one we have constructed
beforehand on L*([0, T]; R?), with a more convenient way to encode
the loops.
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Proof. Let us fix a dyadic level n. We remark first that for k£ €
(0,20 =1}, 1y <s <t <t

J(z";s,t)

([[ nneetes [ g
Part”™(s,t) T}

iy <s<t<ep+T2"h

// [f, f1(z4, 2%) dzt d2? +/ f
— Part™(s,tp4+T2-n"1) xna™

s¥un —n—1
tk+T2

tR2(t—tp —2n 1T
+/ fEr)da" ity <s <t + T2 <t <t

t

tR2(t—tp —27 11T . .
/ fl@l)yda" ity + T27" < s <t <y,
L Jtn42(s—tp —2n+1T)

where Part" (s, t) is the portion of the disk enclosed between the loop
xﬁtﬁiﬁ +T2-n1] and the segment z7z}. Of course, the integral of f over
Part” (¢}, t% + 727" ') is the integral of [f, f] over the surface of the
loop xﬁtg,tﬁ-}—TQ*"*l]‘

If ¢} < s <t <tl+T2"" then the algebraic area of Part"(s,t)
is 02(t — s)2"*/T. In addition, the maximal distance between two
points in Part™(s,t) smaller than \/|07[v/2(t — 5)2"1/T. As [f, f] is
(v — 1)-Holder continuous, we deduce that for r € [s, t], there exists a
constant C' that depends only on T such that

< Ollflluipllxlle (8 = syt

since 07| < ||x[[2272">. We also deduce that for some constant C’ that
depends only on 7', ||x||o and || f]|Lips

1 2 1 2
(24) ‘ /] e A et

In addition, since from Proposition 2, 2™ is a-Holder continuous with
some constant that depends only on ||x||,, there exists some constant

C" such that
.

< O'(t — s)*.

(25) < [ floeC” (= )%
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Iftp+T27" 1 <s<t <ty then

tR2(t—tp—2" 1T

" "

/ F) dof
tR+2(s—tp—27+1T)

(26)

< I luiplixlla(T27) =t = 5) < || fllipllx[la(t — )
It follows from (24), (25) and (26) that for some constant C that
depends only on || f||Lip and [|x||a,
(27) |T(2"; s, t)] < Cy(t —s)®

forall t <s<t<ty ,, k=0,...,2" -1

Yet this is not sufficient to bound |J(z™;s,t)| by C(t — s)* for all
0 <s<t<T. We then use another computation.

Let us remark first that t5;" = ¢7, t3f!, = 7 and that

~ I nd 1l gndl ~C I gl gndl ~ I nd1l gntl
3( sty s tyne) + (@ St tore) — J(@ 5t thiho)

-/ A1)

where 7" is Triangle(xn , x4 x4 ) with area
2k 2k41 2k42
Area(T,?) = —l(l’ n+l — T n+1) A\ (I‘ n+l — T,n+1 )
2 t2k+1 tog t2k+2 t2k+1

In addition,

(a7, 6 4 T2 = / / £ (2 22) de a2
Part™ (¢t +T2-"~1)

= [f, fl(ze)0F + ¢,

where, from (23), |¢7] < 052747 for some constant Csy that depends
only on ||x]|a, || fllLip and 7.
Let us recall that from (12),

1
ontt gt —(xpm+1 — Tpt1) A (Tnt1 — Tt ) = 0.
or + 2k+1 + 2( 1 Lo, ) ( toxta tgk-H) K

Hence, we get easily that
Izt tgljla tgl:rjl) +3(2" t;llj—:l? tglj—&Z) = J(="; tgljla tglié)
= G G — G (U g ) — [ (g )65 + &6
where

= [[ 170161224212 = [f, () AreaTy).

As in (23),
601 < oz A2,
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where A,t = T27". Thus, for some constant C'3 that depends only on

[ llLips [1%lla;

(28) 13 ) + I ) — 96 )
< 032 no 'erl).

For m <nand k € {0,...,2™ — 1},

n—1

It ) = 3(@™ 4 Uy) = Z(j( o Sl th) — ( Pl ti)-
l=m

As there are exactly 2°™ dyadics intervals of the form [t{, ¢/, ] con-

tained in [t}", ¢}"] for all £ > m, we deduce from the Chasles relation
and (28) that
n—1

{=m

where Cy depends on C3 and the choice of @ and 7 (note that our choice
of a and + ensures that the involved series converges as n — 00).
We now choose for m(0) the smallest integer such that there exists

some k € {0,...,2™® — 1} for which [m(O tﬁ(l)] C [tnﬂ(&n),tnM(t,n)]»

where M (s,n) (resp. M(t,n)) is the smallest (resp. the largest) integer
such that s < t’]\‘J( " (resp. t > tar(en))-
From the Chasles relation,

I(@" g oy s (tm))
~ n m(0 ~/ n. om0 m(0 n.
= 32" o e )+ 3" O D)+ 3 Y )

By combining (27) and (29), we get that |J(z"; £, tZLH )| < C527mO
for some constant C5 that depends only on 7', o, v, || f||Lip and ||x]q-

m(1) m(1)
k() + t(y 4]

, in order to

We may now find some integers m (1) and k(1) such that [¢,
is the biggest interval of this type contained in [ M(sm)’ t m(0 )]

estimate J(x"; 3, tm( )) Similarly, we can find some integers m/(1)

(sm)’
and £'(1) such that [t k’((11))7tk’((11))+1] is the biggest interval of this type
contained in [ty thr(t.my)» I order to estimate J(2™; £ thr(imy)- Note
that necessarily, m(1) and m/(1) are strictly greater than m(0).
Hence, proceeding recursively, we obtain with (23) and (29) that

|j('rn’tM(sn)’tM(t” ‘ — 2m ) +Z Qm(j Z

jeJ jed’

where (m(j));jes and (m'(j))jer are two finite increasing families of
integers, that are bounded by n and greater than m(0). This kind of
computation is the core of the proof of the Kolmogorov Lemma (see for
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example Corollary of Theorem 4.5 in [IW89]) and is also an important
tool in the theory of rough paths. It also is close to the one used in
[FALPO06).

For some constant Cg, we then obtain that

|J(.T ;tﬁ(s,n)’ tM(t,n))| < om(0)a’

Let us note that 727" < t5,, \ — 3, < T27OF With (27)

and the Chasles relation, we then obtain that

~ n n a C6 n [
(30) [3(a";s,8)| < Cr(thz(,,) — )" + oma + Ci(t — Uhrem))

< max{Cy,Cs/T}t — s)°.

Since J(z";0) = 0, this proves that J(z"; s,t) is uniformly bounded in
(C*([0, T];R), || - |la). It follows that there exists a convergent subse-
quence in (C*([0,T];R), || - ||3), whose limit is denoted by J(x), which
is also a a-Holder continuous function.

We may however give more information on the limit. With (29)
and (30), for some constant C; and any integers 0 < m < n and any
0<s<t<Twitht—s>1T27",

32" s,8) = T(@™, 5, )| < Cr(tgepmy — )+ Crlt = thp(m)”

C4(M(t7 m) — M(S7 m))
+ oma(y+1) )

As M(t,m) — M(s,m) < 2™ and ¢ = a(y + 1) — 1 > 0, it follows that

(31) |3(x";s,t) —T(z™, s,1)

m e m o] 04
S O7(tM(S,m) - 8) + C7(t - tM(tvm)) + ome .
Set
m @ m o 04
R,.(s,t; a,€) = max C7(tﬁ(s,m) — )", Cr(t — thrm)" e [

As R, (s, t; o, €) converges to 0 when m — oo, the sequence (J(x"; s, 1)) nen
is a Cauchy sequence for any 0 < s <t < T, which has a unique limit.
Necessarily, this limit is J(x; s, ). Besides, we get from (31) that for
some constant Cg and any 8 < min{a, e},

‘j(CC, 87t> o j(xmv Sat)‘ < Og(t - S)BRm(S;t,O( - ﬁag - ﬁ)a

when m is large enough so that 727 <t —s. If T27™ >t — s, then
there is at most one point ¢}* such that s < ¢ <t and then for some
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constant Cy,

|3(x;s,t) — T(x™, s,t)| < [T (x;s,t)] +[T(x™,s,1)]
CgTa/\a—ﬁ

<Golt—5)" < S

_ )
We get that the whole sequence (J(z")),en converges to J(z) in the
space (C*([0,T];R), || - ||g) for any 8 < a Ae. Since (I(2"))nen is
bounded in C*([0,7T]; R) and C(]0, T]; R) is contained in C*([0,T7; R)
fore < a, (J(2™))nen converges to J(z) in the space (C*([0, T|; R), || - ||)
for any 3 < a.

The proposition is then proved. U

Corollary 4. Let (x"),en be a sequence of paths converging to X in
the space (C*([0,T]; A(R?)), || - lo)- Then for all B < «, I(x™;0,)
converges to J3(x;0,-) in (C*([0, T];R), || - [|5)-

Proof. The proof follows the same line as the proof of Proposition 1.

To simplify the notation, we denote x by x>

Since x" is convergent in C*([0, T]; A(R?)), the sequence (||x"]|s)nen
is bounded and then, from Proposition 3, (J(x™))nen is bounded in the
space (Ca<[0,T];R), H ) ”Oé)‘

For n € NU {oo}, let (X™™).en be the sequence of paths converg-
ing to x™ given by Proposition 2. We have seen in Proposition 3 for
for any # < a, there exists some constant K" that depends on ||x"4
such that ||J(x™™) — 3(x")||s < K"2™F=%). In addition, the sequence
(K™)pen is bounded if (||X"||a)nen is bounded. As J(x "m) is a Young
integral, it follows from Corollary 2 that J(x"™"™) converges to J(x>")
n (C*([0,7];R),| - |lz).- Hence, this is sufficient to prove that J(x")
converges to J(x) in (C*([0,T];R), | - ||5), as in the proof of Proposi-
tion 1. g

Remark 8. Let us consider the following equivalence relation ~ between
two sequences (2™),en and (y™)nen of sequences of path converging in
(C*([0, T[; R?), [|-|lp) with @ > 1/2 and 8 € (1/3,1]: (2")new ~ (¥")nen
if x < lim,, ey €(27,0) = lim,ey €(y™, 0) in (C7([0, T]; A(R2), || - || 5) for
some v > (3. This implies that J(z"; s,t) and J(y"; s,t) converge to the
same limit J(x;s,t). Hence, one may identify C7([0,T]; A(R?), ] - |,)
with the quotient space (C*([0, T]; R?), || - ||5)/~, and two elements in
the same class of equivalence give rise to the same integral.

Here, we have used the dyadics partitions?, so that one may ask
whether J(x;s,t) is equal to J(x|5)? As this is true for ordinary
integrals, we easily get the following result.

2We will give below another construction of J for which there family of partitions
different from the dyadics ones can be used.
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Lemma 11. Let x in C*([0,T]; A(R?)). Then, for all0 < s <t <T,
j(X; S, t) = j(XHs,t})-

From this lemma, we deduce that if x € C*([0,T]; A(R?)) and y €
C*([0, 5; A(R?)), then

3(x;0, 1) if t € [0, 7],

JxDBy;0,t) =
(xHy;0,%) {j(X;O’T)+j(y;0,t—T) if t € [S,T].

Proof. This lemma means that the integral constructed using the dyadics
on [0, T] but restricted to [s, t] corresponds to the integral constructed
using the dyadics on [s,t]. One knows that such a relation holds for
ordinary integrals, since the integral does not depend on the choice of
the family of partitions on which approximations of the integrals are
defined.

Let (x"),en be the approximation of x given by Proposition 2. Then
J(x") is an ordinary integral. Hence J(x";s,t) = T(x]j, 4;0,¢ — s) (the
last integral means that 7" is replaced by ¢ —s and thus that we consider
the dyadic partitions of [0,¢ — s]. The result follows from passing to
the limit. U

Let us end this section with an important remark. Consider x €
C([0,T]; A(R?)) with « € (1/3,1/2) and ¢ in C**([0,T];R). We saw
in Lemma 9 that y = (x!,x% x3+ ) also belongs to C*([0, T]; A(R?)).

Hence, we set y? = 2" x ®" x U"(t/3) for t € [0,37T] where
Un = {z]?}k 0,.2n—1 with 2" : [t} £} ;] — R? defined by

P, — P | COS (27T o t") -1

t—t7 J
™ sin ( 27— -
tk+1_tk

2z (t) =

so that ¢ asymptotically encodes the area of (¥"),cn.
Similarly as in Section 3.2, it is then easily shown that

30750.0) = Ay 0.0) = 36 0.) + [ [F.Flw) d

Hence, adding a path ¢ to the third component of x consists in in
adding a term [, [f, f](x5) dps to T(x).

5.8. A sub-Riemannian point of view. Our definition of J consists
in approximating a path x € C*([0,7]; A(R?)) by a family of paths
(x")nen in CH([0, TT]; A(R?)) such that J(x™) converges with respect to
the f-Holder norm in C*([0, T];R) as n — oo for all § < a. The inte-
gral J(x) is then defined as the limit if J(x"). In addition, necessarily,
it follows from Lemma 8 that x" = (2", %", x5 + 2(2")), where z" is
a family of functions in C}([0,7T7; R?).

The paths x™ were constructed by replacing X by some paths
obtained by combining loops and segments. Of course, other choices
are possible, and a natural one consists in using geodesics.
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Let a be a point in A(R?). How to find a path x : [0,1] — A(R?) with
xg = 0, x; = a and whose length (or whose energy) is minimal? Of
course, one can use the segment y = (ta', ta?, ta®),ep0,1) that goes from 0
to a, which is the natural geodesic in R?. But 2(y!,y?¢) = 0 and thus
y is not of type (y,2(y)) and does not belong to C'([0,T]; A(R?)).
We will use this point of view in Section 7.2, and this will help us
to bridge our construction with another one of Riemann sum type.
So, we may reformulate our question by imposing the condition that
y is of type y = (y,A(y)), which means that y; = (y',y%0,t) for
t € ]0,1]. This kind of problem is related to sub-Riemannian geometry:
see [Gro96, BBIO1, Mon02, Bau04| for example.

The notion of length we use is then the length of the path (y!, y?):

Length(y) = / VO T G2 ds.

Such a path — which will be characterized from the differentiable point
of view in the next section —, is called horizontal. 1t is then possible
to introduce a distance between two points of A(R?) by
d(a7 b) B y:[O,l]HA(]ggf horizontal Length(Y);
yo=a, y1=b

which is called the Carnot-Carathéodory distance. We may then define
lz]|cc = d(0, z), which becomes a homogeneous sub-additive norm on
A(R?) (see Section A) i.e., ||z|lcc = 0 if and only z = 0 and for all
z,y € A(R?) and A € R, ||0zz[lcc = [A] - [|z[lcc, |27 lce = [|z]lcc and
le Byllce < ||zllcc + ||yllcc, which is the sub-additive property.

For any a € A(R?), we succeed in constructing in Section 5.3 a path
that goes from 0 to a, so that ||a||cc is finite. Of course, d(a,b) = ||a~'B
bllcc for all a,b € A(R?). If a®> = 0, then the shortest horizontal path
from 0 to a is the segment that goes from 0 to a. If a = (0,0, @) with
a® # 0, then this problem is equivalent to the isoperimetric problem,
whose solution is known to be circle.

In the general case, this problem is called the Dido problem, and
the solutions are known to be arcs of circle (see for example [Str87,
Mon02]), but they are less practical to use than our construction with
circles and loops (see below in the proof of Proposition 4).

These solutions are not real geodesics in A(R?), but they are called
sub-Riemannian geodesics. The sub-Riemannian geodesic that links a
to b is then denoted by 1, ; and belongs to C*([0, T]; A(R?)).

If we define the energy of a path by Energy(y) = %fol((}&)Q +

(y2)?)ds, then 1, is also a minimizer for the energy among all the
paths with constant speed Length(t,).

To a path x in C*([0,T]; A(R?)), we associate

(32) Xt - thz7Xt;€l+1 (tz_,’_l _ t7];L> for t e [ k> k+1]7
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forn=0,1,2,....

Proposition 4. The sequence of paths (X")nen constructed by (32) is a
family of paths in C*([0, T]; A(R?)) which converges to x in C*([0, T]; A(R?))
with respect to || - ||g for any B < .

Proof. The proof is similar to the one of Corollary 1 or of Proposition 2.

Obviously, (x")nen converges uniformly to x. Let us remark that
X{p = X0 BE’X?;;,%H HEIX;‘ZJFM and that X?Z’tﬁﬂ = Xypap, - Using the same
argument as in Corollary 1, the a-Holder norm of x™ is then deduced
from estimates on xy, , and Xin 4 fort € [t} tp, ] fork=0,...,2"—1.

After a translation, we are looking for establishing an estimate of
type [t (t)| < Ctlx| for t € [0, 1] for some constant C. If this holds,
then for ¢ € [t} ¢} ,4],

tA
A7 xlla = Ctixfa.

n

t
|¢xtgvxt;+l (t/Ant)| < CA—nt|Xt;;,t;;+1| <C
We now give two proofs: one is done “by hand”, and the second one
uses the properties of the Carnot-Carathéodory distance.
o If 23 = 0, then v .(t) is a segment and for ¢ € [0, 1],

[%0.2(2)] < [lt.

which gives the desired result.
Now, if 2% # 0, let us note first that for some constants a # 0 and
r, ¢ €10,2m),

Vo, (t) = alcos(rt + @) — cos()),
V5.(t) = a(sin(rt 4 o) — sin(y)),
VoL(t) =a’rt

since the minimizers lies above arcs of circles. Hence, a?r = 2% and

(2)? + (%)% = ¥y . (1)* + 5 ,(1)* = 2a*(1 — cos(r)).
It is easily seen that one may find a and 7 in order to satisfy ¢ (1) = .
If r € [7/2,37/2], then 1 < 1 — cos(r) < 2, a? < max{|z'|?, |2?|*}
and

max{|¢,, (1)), [¥5,: (1)} < V2rt max{|a'], 2%},

and [¢§,(t)| < 4n~ "t max{|z'|, |*|}*. This is sufficient to conclude.
In the other case, since cos and sin are Lipschitz continuous and
la?r| < |z?|, we get that

wéw(t)z + ¢§7I(t)2 = 2a%(1 — cos(rt)) < 2|2°|t < 2|z|?t.

Hence, [ (t)] < V/2|z]t.
It follows that (x"),en is bounded in C*([0,T]; A(R?)) and this is
sufficient to conclude.
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o (Alternative proof). As the Carnot-Carathéodory norm is equivalent
to any homogeneous norm (see Proposition 10 in Section A), it follows
that for some universal constants C' and C’,

(33)  Vte[0,1], [tou(t)] < Cllthos(t)lloc = Ctllzllcc < CCtx],

since 1. (t) is a sub-Riemannian geodesic and then |[to.(t)||cc =
td(0, x). The inequalities (33) yields the result.

The point of view of the sub-Riemannian geometry, which is natural
in the context of Heisenberg groups, have been used by P. Friz and
N. Victoir in [FV06b] and [FVO08].

5.9. A sub-Riemannian point of view: differentiable paths in A(R?).
We have introduced the set of paths C*([0, T]; A(R?)) for a € [1/2,1/3),
but we have that the value of a does not really refer to the regularity
of the path x in such a set, but to the norms to be used to approximate
x by a family of paths 2" that are naturally lifted as x" = (2™, A(z")).
It is then possible to consider some path x € C*([0,T]; A(R?)) with
a < 1/2 that are differentiable: for example, if x in C'([0, T]; A(R?))
and o in C'([0,T];R), then y; = (x},x7,x} + ;) is almost everywhere
differentiable, in the sense that
~ i

(34) i=1,2,3 hi%mT — ai(t)

exists for almost every t. Another natural way of thinking the derivative
of y consists in setting

4 1 i i

(35) 1= 17 2a 37 }:E% E(_yt) H Yite = ﬁ (t)
when this limit exists. If ¢ € [0,7] is such that (34) holds, then 3(¢)
exists and ]

5(1) = (1) ~ 5lyealh).
Reciprocally, if (35) holds, then (34) holds and

1

o(t) = B(t) + gy, A(D).
Of course, (a'(t),a?(t)) = (B8(t), 3*(t)) for all ¢ at which y; is differ-
entiable.

If the path y is of type (y,2(y)), then

dy} dy? 1 dy, 1 ol (t)
1 _ It 204y — It 3(4) = — ——
a(t) = i a“(t) i and a°(t) Qyt A I Qyt A 22|

At each point a of A(R?), we associate the 2-dimensional vector space

o3 )

as well as the space =(a) orthogonal to ©(a) with respect to the usual
scalar product in R3. The one-dimensional space Z(a) is generated by

O(a) = {(Ul,qﬂ,qﬁ) e R?
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the vector (—a?/2,a'/2,1)T. Tt is easily seen that a — (a,=(a)) and
a+— (a,0(a)) forms two sub-bundles of the tangent bundle of A(R?).
We then obtain the next result.

Lemma 12. A differentiable curve y is the natural lift (y,A(y)) of a
differentiable curve y if and only if y; belongs to ©(y,) for anyt € [0,T].

For a differentiable path y : [0,7] — A(R?), let 5(¢) be given by
(35). The condition that y; belongs to O(y;) is equivalent to B(t) =
(¥1,¥7,0). More generally, if 75, is the projection from R? identified
with the tangent plane of A(R?) at a onto Z(a), then for ¢ € [0, T,

B(t) = (313, T2 (F0))-

Thus, a differentiable path y from [0,7] to (A(R?),H) is necessarily
of type (y,2(y) + ¢) where y = (y',y?) and ¢ is differentiable, and
ﬁ<t> = (ytlaytzﬂpt) for ¢ S [OaT]

We will see in Section 6.12 how to interpret this condition.

6. GEOMETRIC AND ALGEBRAIC STRUCTURES

6.1. Motivations. Up to now, we have introduced a space A(R?) and
considered paths in C*([0, T]; A(R?)). For a path x € C*([0,T]; A(R?)),
we have seen how to construct a sequence (x"),en of paths converging
to CA([0, T); A(R?)) with 8 < a such that 2" = (x!'™ x>") is piecewise
smooth and x*" = x3 + 2(z"). As x" lies above a piecewise smooth
path z™, J(x") is well defined as a Young integral, and we have shown
in Proposition 3 that the sequence (J(x")),en converges and its limit
defines J(x).
On the other hand, we may rewrite

2n—1 2" —1
I(x"0,T) =Y I, ) and I(x0,T) = D (X ap,))-
k=0 k=0

The path Xﬁtz ] Was constructed in Section 5.3 from the values of
k41

tn
k+1
Xt2+1 and th. Hence, ‘/;Tkl

and J(x™) is constructed only from the values of {xtz}kzo,”_gn_l.

We have proposed two constructions of integrals that rely on ap-
proximation of the path. We are now looking for a Riemann sum like
expression, which consists in finding approximations of J(x;0,7") and
to sum them over the dyadic partitions of [0, 7).

Let us note first that if x belongs to C*([0, T]; A(R?)) with « > 1/2
and 2" is the piecewise linear approximation of z along the dyadic
partition II", then

f(x) dzy is an approximation of I (X i, 1),

~IIM n gn ANlre 4T 4T L4n ogn Tza”fHLiPHxHi
|J($ » Yk k+1)_J(X7tk7 k+1)| < ||f||Lip|91(x7tkv k+1)| < 92na
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and thus, since a > 1/2,

2n—1
k+1 " — Tyn
J(x;0,7) = lim Z Mds
oo e —
2n—1

(36) = lim Z/kﬂ En ds ds

where x is the path above which x lies.

The first idea is then to find a formulation similar to (36), by looking
for another way to draw a piecewise differentiable path y™ lying above a
path y" : [0, 7] — R* with y"(t}) = 24 for k =0,...,2" and for which

. L7 dy? : : ;
the expression & = tZkH f(y?)== ds provides a good approximation

of J(x; 1y, t},,), in the sense that for some § > 1 and C > 0,

n ~ n n C
€& — T(x5ty, )| < b’

The space in Which y lives has to be precised, but it is natural to
assume that yk belongs to A(R?), and then one has to extend the
definition of f 1nto a differential form on A(R?) accordingly.

The second idea would then to get an expression of type ZZZ_Ol fzem)Apx
where Al'x depends only on X and x;n. As we deal with second-
order calculus, the things are not that simple: think to the difference
between the Stratonovich and the Ito integrals for the Brownian mo-
tion.

6.2. Another formulation for the integral. We rewrite J(x"; (7,1}, ;)

as
R GO L e | N O

k

where y' has been defined by (21b). Setting xs: = (—xs) H x; and
A,t =T27" we have already seen that

|//surface(yg)[f’ fl(z)dz = xp i [f, fl(zer)

On the other hand,

< At ™| | 115

< At | | 115

k7" k+1

tis no d
X, U o) =g, [RG5S
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Hence, this means that one can replace J(x"; 1}, 1}, ;) by

t’13+1 dS
1 I
glgzxt”t" / fl(xs )A t
iy n

k7 k41

tera ds fera ds
2 " 3 "
+ X /tz fal, )Ant+xtg,tz+1 /tz L, fl(z, )A_nt’
in the sense that J(x;0,7) = lim,, o0 32 EX.
Let us denote by {ey, ez, [e1, €]} the canonical basis of A(R?), and
by {e',e? [e!, e*]} its dual basis. For z = (2!, 22, 23) € A(R?), let us
define the differential form

(37)  €am)(f)(2) = f(z', 22)e! + fa(2', 2%)e® + [, f1(2, 2°)[e, €?).
With x™* = (2",0), the term £ may be put in a more synthetic form

n Fets n ds
3 :/ Q‘EA(W)(JC)(XgI )Xt;;,t;;HA—nt.

2

Remark 9. We have to note the following point: using the same tech-
nique as in Corollary 1, one can show that for x € C*([0,T]; A(R?)),
the path x™ defined by

xi' = Xep B 0oy,

—epy ((=xep) Bxyp, ) for ¢ € [t 1]
converges to x in (C*([0,T]; A(R?)),|| - ||s) for any 3 < a when the
mesh of of partition {¢} }r—o.__, converges to 0. Here, 0. is the dilatation
operator introduced in (14). We have then that J(x™) converges to J(x)
in (C*([0,T]; A(R?)), | - ||lp) for any < a if « € (1/3,1].

Here, we consider the piecewise linear approximation
X} = xq B %((—Xﬂ;) Bxp ) fort €[ty ]
bepr — Ty i
which a piecewise smooth path with values in A(R?). If a > 1/2, we
may show that (X"),cy is bounded in C#([0, T]; A(R?)) with 8 = 2a—1.
We do not know whether or not X" is bounded in C?([0, T']; A(R?)) when
a < 1/2 for f < «. However, we may define J(x) using (X"),en by
changing the definition of the integral.

The important point is the following: as we primarily want to focus
on the increments of the paths, we leave the world of sub-Riemannian
geometry, in which paths in A(R?) are seen basically as 2-dimensional
paths with a constraint on their areas. We are now willing to deal with
paths that are seen directly as paths with values in A(R?) (or other
spaces that will be introduced later).

We are now looking for a curve y™(¢) on [0,7] which is piecewise
differentiable and such that
dy"(t) _ 1 n on

dt = A_ntxt27t7kl+17 te ( k> k+1)'

(38)
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Of course, from (38), such a path lies above z''". The problem is now
to find the space in which y” lives.

Let us recall the results from Section 5.4: The space (A(R?)) is a
non-commutative group when equipped with H, and it is also a Lie
algebra when equipped with the brackets [, -].

We have already denoted the basis of A(R?) by {ey, €2, [e1,€2]}. The
choice of [ey, e5] to denote the third component follows naturally from
the bilinearity of [-,-].

The Lie algebra structure is particularly important here, since one
knows that A(R?) may be identified with the tangent space at any
point of a Lie group. We will now construct such a Lie group.

6.3. Matrix groups. We give here a very brief presentation of matrix
groups. This part can also serve as a presentation of Lie groups, for
which matrix groups are prototype with the advantage that of hav-
ing an explicit coordinate system. For a more detailed insight, there
are many books (see specifically [Bak02, Tap05] or some books on Lie
groups as [DKO00]).

Let us consider a matrix group M that is a subset of d x d-matrices
such that for p,q € M, p x ¢ also belongs to M and p~! belongs to
M, and which is closed. This matrix group can be equipped with the
induced topology of the set My(R) of d x d-matrices.

A general result is that a matrix group forms a smooth manifold
[Tap05, Theorem 7.17, p. 106], which means that around each point
p of M, there exists an open set U(p) in R™ (for some fixed m) and
an open neighbourhood V,, of p in My(R) (see as R%) such that there
exists a map ®, which is a homeomorphism from U, to V, " M. In
addition, we require that for two points p and ¢ of M, V, NV, # 0,
®, 0 <I>;1 and @, o (IDIjl are smooth on their domain of definition. In
other word, one can describe locally M using a smooth one-to-one map
from an open set of R™ (indeed, the dimension m does not depends on
the points around which the neighbourhood is considered) to M.

Example 1. Basic examples of Lie group are given by the sets of
invertible matrices, of orthogonal matrices, ...

Example 2. A particular example for us is the Heisenberg group H,

which is the set of matrices

H= a,b,c € R

OO =
O~ Q
—_— S0

which is easily seen to be stable under the matrix multiplication.

The Heisenberg group has been widely studied, as appears in sub-
Riemannian geometry, quantum physics, ... (see for example [Fol89,
Mon02, Bau04]).
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For a given point p in M, we can consider a smooth path ~ from
(—e,e) to M C My(R) for some ¢ > 0 and with v(0) = p. As y(t) =
[7i,5 ()]ij=1.....a, Wwe may consider its derivative 7/(t) = [v] ;(t)]ij=1....a-

As v moves only on M, ~/(¢) can only belongs to a subspace of My(R)
at each time. We denote by 7,M the subset of M4(R) given by all the
derivatives of the possible curves v as above. This is the tangent plane,
which is obviously a vector space.

Example 3. For the Heisenberg group, it is easily computed that the
tangent plane 7T,M at each point p € H is

0 a c
T,H = 0 0 bllabceR
0 0O

Let us now consider a map ¢ from a matrix group M to a matrix
group M’. Let p a point of M and set p’ = ¢(p’). Given two neighbour-
hood V}, and V, of p and p’ in M’ and the associated maps ®, and @,
defined on open subset of R™ and R™, we assume that () topod,
is smooth. We may the define the differential d,p of ¢ at p as the
linear map from 7,M to T, )M’ defined by

dp o/
dpgp(v> - dt

where 7 : (—¢,e) — M is any smooth path such that v(0) = p and
7'(0) = v for v € T,M.

t=0

Remark 10. The advantage with matrix groups is that My(R) gives a
global systems of coordinates for M and any tangent planes. However,
as usual in differential geometry, even if we may identify 7,M with
T,M, they are really different spaces.

Two particular smooth maps are the following: for a given p in M,
let us set
R,(q) =qxpand Ly(q) =pxq
for all ¢ € M.
The differentials of R, : T,M — T},,,M and L, : T,M — T, ,M are
easily computed:

d,R,(v) =v x p and d,R,(v) =p x v for any ¢ € M, v € T;M.

In particular, this implies that the left or right multiplication of an
element of T; M by an element of M gives an element in some tangent
space of M.

Using for p the inverse ¢! of ¢ € M, we deduce that any element of
the tangent plane 7;M at any is in bijection with an tangent plane T14M
at the identity matrix Id (which necessarily belongs to M). Hence, the
dimension of T;M does not depend on ¢, and the dimension of T1qM is
then called the dimension of the matrix group M.



YET ANOTHER INTRODUCTION TO ROUGH PATHS 47

Let us denote by T'M the set UpenT,M, which is called the tangent
bundle of M. This set has itself a manifold structure. A smooth vector
field is an application that associates at any point p of M a tangent
vector X, in 7,M and such that the dependence is smooth (the precise
definition uses local coordinates, as above). An integral curve along X
is a smooth path v : [0,7] — M such that /() = X, ).

Given two matrix groups M and M’ with a smooth map ¢ between
them and two vectors fields X and X’ on M and M’, we say that X
and X' are related if X[ (p) is equal to d,p(X),) at any point p of M.
In particular, this means that if v is an integral curve of X, then p o~y
is an integral curve of X'.

A left-invariant vector field is a vector field X such that d,L,(X,) =
Xp,q For a matrix group, this means that p x X, = X,,,. Using
g = Id, the value of a left-invariant vector field X may be deduced
from the value of X at Id, that is from a vector in TigM.

Let v be the integral curve of a left-invariant vector field X, with
7(0) = p (and then 7/(0) = X, = p X X1q). We then obtain that

) = Xy = 7(8) X Xia = (t) x p* % X,.
When p = Id and X4 = v, we deduce that 7/(t) = v(¢) x v which we
know how to solve:
v(t) = exp(tv) for t > 0,

where exp is the matrix exponential:

Lk
exp(v) = Id + Z h
k>1
As exp(—w) is the inverse of exp(v), one can extend v to R. In addition,
we also easily obtain that (¢t + s) = v(t) X v(s), so that v : R — M is
a group homomorphism.

Proposition 5 (See for example [DK00, Proposition 1.3.4, p. 19]).
There exists some open neighbourhood U of 0 in TigM and some neigh-
bourhood V of Id in M such that the application exp is a C* diffeomor-
phism between U and V.

Example 4. For the Heisenberg group H, we have that P3 = 0 for
P € TigH (which means that H is a step 2 nilpotent group) and then

1
exp(P) =1d+ P+ §P2.
In addition, for Q € H, P =1d — Q € TiqH and one can define
1
log(Id + P) = P — §P2.

Here, both exp : Ti¢H — H and log : H — Ti4H are one-to-one map
that are reciprocal, and exp is a global C! diffeomorphism.
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More generally, the inverse of the exponential is also denoted by log,
and as it maps a neighbourhood of Viq of M containing V4 to the vector
space TigM, this gives a local system of coordinates ¥iq : Vg — R™
(where m is the dimension of the matrix group) by Wiy = iolog, where
1 : TiqM +— R™ is the map which naturally identifies T;¢gM with R™.
This function ® : V' — R™ is called the normal chart or the logarithmic
chart.

We then deduce a local system of coordinates in a neighbourhood V'
of a point p of M by @, : V, — R™ with ®,(z) = i(log(p™ @ z)) for
x eV,

Another map from M to M of interest is the adjoint defined by

Ad(p)(q) =px qgx p~ " for p,q € M.

Of course, the interest of this map comes from the fact that in general,
M is not an Abelian group and then that p X ¢ # ¢ x p. It can be
turned into a map from TuM to TigM, still denoted by Ad(p), by
setting Ad(p) = p x ¢ x p~! for ¢ € TigM. This new map Ad(p) is
simply the differential at Id of Ad(p).

Given some smooth path v : (—e,¢) — M with v(0) = Id and
7'(0) = p € TaM,

et dAd(y(¢))(g)
ad(p)(g) & L2400

For two matrices p,q € My(R), we denote by [p, q] their brackets —
called their Lie brackets — [p, q] = pxq—qxp. Hence, ad(p)(q) = [p,v],
and we see that from the definition of ad, [p, q] belongs to TigM when
p,q € TiaM.

The space (T1aM, [, -]) has then a Lie algebra structure.

The Lie brackets are useful for the following property: let p and ¢ in
TigM, and let ¢ be small enough. Then

(39) exp(tp) x exp(tq)

=pXq—gqgXxXp.
t=0

12

This is the Dynkin formula (or also called the Baker-Campbell-Hausdorff
formula), for which the complete (infinite) expansion may be given with
the help of the Lie brackets (See for example [DKO00, § 1.7, p. 29]).

If we identify an element p of the tangent space Ti¢M with the flow
t — exp(lp) is generates, a geometric interpretation of the Lie bracket
follows from (39), as for £ small enough,

= exp (1 ta+ Sl + Tl )+ Tl ol +-- ).

exp(ep) x exp(eq) x exp(—ep) x exp(—eq) = exp(2[p, ] + o(e?))

which means that if we follow the flow ¢ — exp(¢p) in direction of p up
to a time ¢, then the flow ¢ — exp(q) in the direction of ¢ before coming
back in the direction of —p and then of —¢, always up to a time &, we
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arrive close to a point given by the value of the flow t — exp(t[p, ¢]) at
time 2.

Example 5. For the Heisenberg group H, we easily obtain that the
product of two matrices P and () in TigH is of type

0 0 ¢
PQ =10 0 0| forsomeceR
000

and then that the product of the matrices P, () and R in TigH is equal
to 0. Then Formula (39) becomes an exact formula

exp(P) x exp(Q) = exp (P +Q+ %[P, Q]>

and is true whatever the norms of P and Q).

We now consider an element z = (a,b,c) € A(R?), and

0 a c
(40) O(z)= (0 0 b
000
Clearly, ® is a one-to-one map between A(R?) and TiqH. In addition,

it is easily obtained that
@ ([z,y)) = [0(x), O(y)] for all a,y € A(R?),

or in other words, that ® is a Lie algebra isomorphism between (A(R?), [+, -])
and (TiqH, [-,-]). With the exponential application exp, we may then
identify an path x in A(R?) with a path y = exp(x) living in the Heisen-
berg group. The path x takes its values in the vector space A(R?) and

x; gives the “direction” to follow to reach y; by the use of the integral
curves of the integral curves of left-invariant vector fields.

6.4. Lie groups. We have already seen that (A(R?),H) is a Lie group,
that is a group (G, x) such that (x,y) — z x y and x — z~! are
continuous. We denote by 1 the neutral element of G.

Here, we consider groups (G, x) that are finite-dimensional manifold
of class C? and such that (x,y) — xxy and x — z~! are also of class C2.
Any matrix group is a Lie group.

We recall here some general results about GG, which are merely a copy
of the previous statements on matrix groups. For x € GG, let us denote
by T,(G) the tangent plane at x. A vector field X is a differentiable
application X : z € G — X, € T, G.

A left-invariant vector field X is a vector field such that X ) =
d, L, X, for all z,y € G, where L,(y) = = x y. It is easily shown that
for such a vector field,

Xx = dleXl, Vr € G,
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where 1 is the neutral element of the Lie group G. In other words, a
left-invariant vector field is fully characterized by the tangent vector X;
in the tangent plane 77(G) at the identity of G.

An integral curve of X is a differentiable curve v : R, — G such
that

dy(t)

B TREREASICL
A one-parameter subgroup of G is a differentiable curve v : R — G such
that y(t + s) = v(t) x v(s) for all s,t € R (note that y(—t) = ~(t)~*
for all t € R). This implies in particular that v(0) = 1. If v is an
integral curve of a left-invariant vector field X, then ~ is deduced from
the tangent vector X; € T1G at the identity 1 of G. This vector X,
is then called the generator of 7. Given a vector v in T1G, it is usual
to denote by (exp(tv));cr the one-parameter subgroup of G generated
by v.

One may define a map Ad on G such that Ad(x) : y — zxyxz~!. Its

differential Ad'(z) ©, Ad(z) at 1 maps T1G to T1G, which is linear.
Hence, z — Ad'(x) can be seen as a map from G to L(T\G,T1G),

the vector space of linear maps from 717G to TG, and its differential

ad(x) & 4, Ad' is a linear map from T1G to L(T1G,T\G). Thus, for

(z,y) € T1G* — ad(z)(y) is a bilinear map with values in TG, which

is anti-symmetric: ad(y)(z) = —ad(x)(y). We then define by [z, y] o

ad(x)(y) the Lie bracket of z and y, and (T\G, [-,-]) is a Lie algebra.
This space is called the Lie algebra of G.

For a matrix group, this Lie bracket correspond to the Lie bracket
of matrices.

6.5. Tensor algebra. We have introduced matrix groups, and we have
seen that (A(RY),[-,-]) is isomorphic to the Lie algebra TiqH of the
Heisenberg group. We will now construct a bigger space, that will
contain also the Heisenberg group.

We consider now the following tensor algebra T(R?) = R & R? &
(R? ® R?) where R? ® R? is the tensor product of R? (on this notion
see for example [DP91]). If {e1, ez} is the canonical basis of R? then
R?* @ R? is the vector space of dimension 4 with basis {e; ® e1,e; ®
€2,69 ® e1,69 @ ey}, For x,y € R?

r®@y=(r'e; +2%) ® (y'er + yes) = Z r'yle e,
i,j=1,2

Mzy) =)@y =2® (\y), VAeR,

Any element x € T(R?) may be decomposed as z = (2%, 2!, %) where

2% € R, 2! € R? and 2% € R?2 ® R2. This space T(R?) is equipped with
the addition term-wise addition +, and the multiplication ® defined
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by the tensor product between two elements of R? and

r®y=uxyifr R, ye T(R?),
rQy®z=0if z,y,z € R%

The element eg = 1 = (1,0,0) is the neutral element of T(R?) for ®,
while 0 = (0,0, 0) is the neutral element of +. The space (T(R?), +, ®)
is an associative algebra, which is obtained by quotienting the tensor
algebra RORZOR2®QR? @ - - - by the ideal formed by all the elements
which belongs to (R?)®3 @ (R)® @ - - - .

Remark 11. Let us consider the space R(X7, X5) of polynomials with
two non-commutative variables X; and X5, as well as the equivalence
relation ~ on R(X7, X5) defined by P ~ @ if P—(Q is the sum of terms
of total degree at least 3. Then there exists an associative algebra
isomorphism ® from (T(R?),+,®) to (R(X1, X3)/~,+, X) such that
P(e;) = X; for i = 1,2. In other words, the elements of T(R?) are
manipulated as polynomials where the terms of total degree at most 2
are kept.

For € € {0,1}, we denote by T¢(R?) the subset of T(R?) defined by
Te(R*) = {(¢,2',2%)|2" € R*, 2” e R** @ R*}.
Lemma 13. The space (T1(R?),®) is a non-commutative group.

Proof. Clearly, if z,y € T1(R?), then x®@y € T1(R?). That (T,(R?), ®)
is non-commutative follows from the very definition of ®. To show
it is a group, it remains to compute the inverse of each element. If
r=(1,2',2%), then z7! = (1, —2!, —2*+2'®x!) is the inverse of . [

For z,y € T(R?), we define the bracket of x and y by
T,y =@y -y
If v = (2 2!, 2%) and y = (y°, 9!, y?) belong to T(R?), then
[z, y] = [z y'] = (&' Ay')ler, ea]:

Let us also note that [z, y] = —[y, z].
A natural sub-vector space of (To(R?),+) C (T(R?),+) is then

g(R?) = {z € To(R?) |z = 2" + 2%[e, e0], 2! €R?, 2® € R} .

Although not stable under ®, g(R?) is stable under [, -]: if z = (2!, 2%),y =
(y'.y") € g(R?), then

[z,y] = 2" Ay'ler, eq] € g(R?).
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This space g(R?) is of dimension 3. For z = x! + 2%e, 5] and y =
y' + x%eq, 9], we set
1

cBy=z"+y' + (2" +y*)|er, ea] + §[$17yl]

1
=z +y + (@ +y* + 5351 AyY)[er, ea].
Finally, we define 742y aor2) by
ig(RQ),A(R2)<x) = (.23171, 5131’2, .CEa) if x = .CE1’1€1 + .T1’262 + x“[el, 62].

It is clear that igge) arz) is one-to-one from g(R?) to A(R?), and
an additive group homomorphism from (g(R?),H) to (A(R?),H). In
addition, [ig(Rz),A(Rz)(IL’),ig(Rz)’A(Rz)(y)] = ig(R2),A(R2)[fl7ay] for all x,y €
g(R?), which means that ig(R?),A(R?) 1S also a Lie homomorphism. Hence,

we identify the spaces g(R?) and A(R?). Lemmas 4 and 5 are then
rewritten in the following way.

Lemma 14. The space (g(R?),[-,+]) is a Lie algebra, and (g(R?),B) is
a Lie group with the neutral element 0.

On Ty(R?), let us define
1
(41) exp(z) =1+ 2" + 27 + §x1 ® x' for z = (0,2, 2%).
This map exp is given by the first terms of the formal expansion of the

exponential, since we are working in a truncated tensor algebra.
Similarly, let us define on Ty (R?),

1
log(z) = o' + 2 — 51‘1 ® ' for v = (1,2, 2%) € T, (R?).

It is easily seen that for exp olog and log o exp are equal to the identity
respectively on T (R?) and on Ty(R?).
If z,y € To(R?), then

exp(z) @ exp(y) = 1 + o' +y' + 2% +¢/*

1 1
+—x1®$1+—y1®y1+x1®y1

2 2
and then
(42) log(exp(7) ® exp(y)) = x By
with

1 1 1
rBy=a'+y' +t ' F oty oyt er ety + Sl yl.

This is the truncated version of the Baker-Campbell-Hausdorff-Dynkin
formula (see for example [Hal03, Reu93]).

Lemma 15. If G(R?) = exp(g(R?)), then G(R?) is a subgroup of
(T1(R?), ®) and exp is a group isomorphism from (g(R?),B) to (G(R?), ®).
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Let us note that exp(—z) is the inverse of exp(x) in G(R?), for all
z € g(R?).

For a sub-vector space V of T(IR?), 7y denotes the projection onto V.
If V = Vect(e) for some e € T(R?), then we denote Tyect(e) simply by .
For x € T(R?), set

1
s(r) = Z 5(7Tei®ej (z) + 7Tej®ei(95))€i & ey,
2,7=1,2
1
a(x) - 5(77—61@62(3:) — Mea®er (x))[elv 62]'
If  belongs to R? ® R?, then
(43) v —s(x) + a(a),

and s(z) (resp. a(z)) corresponds to the symmetric (resp. anti-symmetric)
part of z. Finally, let us note that for z € T(RR?),

(44) 5(r ® x) = TRegr2 (T ® T),
For z = exp(x) € G(R?), we have
1 1
(45) s(z) = és(x ®x) = ST @
and

Cl(Z) = Tle1,ea] (x)[617 62]‘
Hence, for z € g(R?), one may rewrite
1
(46) exp(x) =1+ mge(z) + Ft®a+ a(z) and z = m2(z) + a(z).
In particular, for z € G(R?), a(log(z)) = a(z).

6.6. The tensor space as a Lie group. It is possible to find a norm
|- | on R? ® R? such that |z ® y| < |z| - |y| for all z,y € R? (there are
indeed several possibilities [Rya02]).

For z = (1,z',2%) € T1(R?) or for x = (0, 2!, 2%) € To(R?), we set

[l = max{|z"], |2*[}

and
1 1
]l = max q 7], 4/ 522 .
2
Then || - || is an homogeneous gauge for the dilatation operator o,
defined by &z = (1,tz',t?2?%), t € R, since ||6x| = [t] - ||z (see

Section A). Besides, ||z ®@ y|| < 3/2(||z|| + ||y||) for all z,y € T;(R?).
We have introduced in Section 5.4 a dilatation operator, also denoted
by 4, in a similar way. Note that for z € A(R?) and ¢ € R, exp(d;z) =
drexp(x).

The the next lemma is easily proved.
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le1, e2] s e1 ®e1y

a®p@at

FiGUurEe 11. Illustration of the non-commutativity with

o = ’yx(\/%) and ﬁ = 73/(\/%)

Lemma 16. With the norm ||-||., the spaces (T1(R?), ®) and (G(R?), ®)
are Lie groups, and G(R?) is a closed subgroup of T1(R?).

For x € g(R?), t € R — 7,(t) &of exp(tz) € G(R?) is a one-parameter
subgroup of (G(R?),®). The point z is the tangent vector to v, (t) for
t=0:

dv,
de |, a

Hence, g(R?) may be identified with the tangent plane of G(R?) at the
point 1, and indeed at any point y € G(R?).

The bracket allows us to characterize the lack of commutativity of
G(RR?), as it follows from the next result, which is classical in the theory
of Lie group (see Figure 11): For x,y € g(R?) and for ¢ > 0, set

Ouy(t) = (V1) ® 7, (V1) ® (1:(—V)) ® 7, (—V1).
Then 6,,(0) =1 and

do,., B
dt 0 - [x7 y]

In our case, it follows from the truncated version the Baker-Campbell-
Hausdorff-Dynkin formula (42) that 0, ,(t) = exp(t[z,y]) for all t > 0.

To any Lie group corresponds a Lie algebra, which is identified to
the tangent plane at the neutral elements, and then at any point. Of

course, g(R?) = A(R?) has been constructed to be the tangent plane
of G(R?) at any point.

Lemma 17. The tangent plane of G(R?) at any point may be identi-
fied with A(R?), and the tangent plane of T1(R?) at any point may be
identified with To(R?).

Remark 12. We have seen that (A(R9),[,-]) is isomorphic to the Lie
algebra (TigH, [, -]) of the Heisenberg group.
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Let us consider the map ¥ : T(R?) to H defined by

1 T1 T12 2 2
U(z)= |0 1 o | forz=umxpey+ Z Tie; + Z z; € @ e;.
0 O 1 i=1 ij=1

Then we note that
U(r®y)=V(r) x U(y) for v,y € T(R?
)

)

)
so that ¥ is a group homomorphism from (T:(R?),®) or (G(R?),®)
to (H, x). As W is linear, we easily get that W(exp(z)) = exp(®(x)),
where ® is the Lie algebra isomorphism given by (40). We then deduce
that ¥ is indeed an isomorphism between (G(R?), ®) and the Heisen-
berg group (H, x). The Heisenberg group is then a representation of
the group (G(R?), ®).

We end with a very useful lemma, whose proof is straightforward.
The notion of Lipschitz functions on spaces with homogeneous gauges
is similar to the notion of Lipschitz functions (See Definition 9 in Sec-
tion A).

Lemma 18. The applications exp is Lipschitz continuous from (A(R?),] - |)
o (G(R?), || - |), and log is Lipschitz continuous from (G(R?),| - ||) to
(AR, | -).
The applications exp is locally Lipschitz continuous from (A(R?), |- |)
to (G(R?),|||l), andlog is locally Lipschitz continuous from (G(R?), || - ||+)
to (A(R?), |- |.)

6.7. The Riemannian structure on T;(R?) induced by Euclidean
coordinates. A natural system of coordinates — which we call the Eu-
clidean chart — follows from the identification of Ty (R?) with the vec-
tor space R26 (R2@R?). If v(t) = 1+, %(t)ei—l—zmzm Vi (t)e®
e; is a smooth path with from (—e&,¢) to T;1(R?) with v(0) = z €
T;(R?), then the derivative 7/(0) of v at time 0 may be expressed sim-
ply as

Y(0) =Y %O0e) + Y 7ii(0)es (@),
i=1,2 4,j=1,2

where ¢;(z) € T,T1(R?) is the tangent vector at 0 of the path ¢;(t) =
x +te; and e; ;(z) € T, T1(R?) is the tangent vector at 0 of the path
©i;i(t) =z +te; ® ey

Let us introduce the natural map A, (attach) from To(R?) to T, T} (R?)
which is linear and satisfies A, (e;) = e;(z) and A,(e; ® e;) = e; ;(x) for
ij=1,2.

With this map, the derivative of v at ¢t = 0 is easily computed by

(47) fﬂm:Am@mhww—«mQ.

t—0 t
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Hence, it is possible to endow T;(R?) with a Riemannian structure
(-,-) by setting for z € T (R?),

(i), e5(x))a = 01, {€i(2); ejn())e = 0, {ei; (), ee())e = 0indse

for ¢,7,k,0 = 1,2, where ¢;; = 1 if ¢ = 7 and J, ; = 0 otherwise. We
then define (-,-), as a bilinear form on 7, T;(R?).

6.8. The left-invariant Riemannian structure on T;(R?). We
have defined the logarithm map log as a map from T (IR?) to the vector
space To(R?) = R? @ (R? ® R?). Given a point z € T;(R?), another
system of coordinates ®, from T:(R?) to R* @ (R? @ R?) around z is
given by
Q. (y) = 1T (R2)—R2@ (R2QR2) (log(:v_l ® y)) )

where ir,gr2)—Rr2@(R20r?) 1S the natural identification of To(R?) with
R? & (R? ® R?) for which we use the basis {e;,e; ® ex};jr=12. For
y € T1(R?), we then set

=Y B+ > V(ye@e;.
i=1,2 i,j=1,2
This system of coordinates is called the normal chart or the logarithmic
chart.

Let v : (—e,6) — T1(R?) be a smooth map with v(0) = z. The
derivative 7/(0) of v at 0 in this system of coordinate is then given by
Y (0) =) (2, 09)(0)e(z) + Y (8 0)(0)e,(x),

i=1,2 ,j=1,2
where ¢;(z) (resp. € ;(z)) is the tangent vector in T, T1(R?) which is the
derivative at 0 of the path v (resp. ¥%7) such that (®, o ¢.) (0) = e¢;
(resp. (P, 0 ¢27)'(0) = e; ® e;). These paths are easily computed:
Yi(t) = = @ exp(te;) for i = 1,2 and ¢ (t) = = @ exp(te; ® e;) for
Q=12
If we write y(t) = 2 ® exp(A(t)) for X : (—g,6) — To(R?) with

A(0) = 0 and
= > Alei+ D Aijt)e @ ey,

i=1,2 i,j=1,2
then
/
:5 MOEAE E Xi;(0)€s;(x
1=1,2 4,j=1,2

In the Euclidean structure, it follows from (47) that if z = 1 +
Dic12 Ti€i + D, i 0 Tij€; ® €, then
ei(r) = Ap(z ®e;) = e Z zje;i(x
(48> 7=1,2
and € j(z) = A, (z ® (e; ® €))) = €, j(x).
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Let D, (detach) be the linear map from T, T (R?) which is the inverse
of A,, that is which transform e;(x) (resp. e; j(x)) into e; (resp. e;®e;).

For x € T;(R?), let L,(y) = = ® y be the left multiplication on
T1(R?). Its differential at point y maps T}, T1(R?) to Thg,T1(R?) and
is defined by

dyLz(v) = Asgy(z @ Dy(v)).

A left-invariant vector field X on T, (R?) satisfies X, = d;L,(X;) and
then X, = A,(z ® D1(X3)). From (48),

Zi(x) = di Lo(ei(1)) and 7 (x) = dyLu(er(1).

In other words, the vector field €; (resp. €; ;) — it is easily verified that
they varies smoothly — is then the left-invariant vector field generated
by e;(1) (resp. e;;(1)) in the Lie group (T;(R?), ®).

We may then define another bilinear form ((-,-)), at any point = of
T1(R?) by
((€i(x),€(x)))a = i, ((€i(2), €n(2)))a =0, ((€i(7), €re(2)))e = 0indje
for 4,7, k,¢ = 1,2. These bilinear forms induces another Riemannian

structure ((-,-)) on Ty (R?).
Let us note that for v,w € T;T;(R?) and x € T;(R?),

{({(d1Le(v), di La(w)))e = ({0, w))1,
which means that ((-,-,)) is a left-invariant metric. For a left-invariant
vector field X, the norm ((X,, X,)), is constant.

Let us introduce the linear maps A, : To(R2) — T,T;(R2) and
D, : T,T;(R?) — To(R?) such that A,(¢;) = &(x), Zz(ei@)ej) =€ ()
and 536 is the inverse of Ex

If (-|-) is the natural scalar product on To(R?) for which {e;,e; ®
€k }ij k=12 is orthonormal, then for z € T;(R?) and v,w € T,T;(R?),

(49)  (vw)e = (Do(v)|Da(w)) and (v, w))s = (Du(v)| Da(w))

To conclude this section, let us remark that it is very easy to express a
vector v € T, T1(R?) in the basis {€;(), €, () }i k=12 when we known

its decomposition in {e;(x),e;r(x)}ijr=r2: I v = 3. v'ei(x) +
D et v™Je; j(x), then
(50) v= A, @ Dy(v)),

so that with (49),
(v, w))e = (27 @ Dy(v)|z™" @ Da(w)).

In addition, if v is a smooth path from (—¢,¢) to T1(R?), then we
get from (50) a simple expression for the derivative +' of v at time
t € (—¢,¢) in the basis {€;(x), € k() }ijr=12 by

50 0=l (007 9 -).
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6.9. The exponential map revisited. Let us consider an integral
curve 7y along a left-invariant vector field X with v(0) = 1. If for ¢ > 0,
the path ~(¢) is written

y(t) =1+ Z vi(t)e; + Z vij(t)e; ® ej,
i=1,2 ij=1,2
then
V(1) = Xoy = diLy (X1) = Ay (v(t) ® Di(X1))
and, if Xy =), e + 30,5, vi 6 @ ey,

Yi(t) = viey, %{,jvi,j + Yi(t)v,
for 4,5 = 1,2. If follows that

2

’)/Z(t) = tl)i and IYZ,](t) = tUz‘J’ + 51),"0]‘

which means that v(t) = exp(tX;) where exp has been defined by
(41). Let us note that exp(tX;) ® exp(sX;) = exp((t + s)X1), since
(tX7) B (sX1) = (t + s)X;. Hence, the one-parameter subgroup of
T;(R?) generated by v is given by t € R — exp(tX;).

In the sytem of left-invariant coordinates, we get that

V() = Ay (Y1) @ Dyy (Y (1)) = Ay (v(1) T @ y(t) © Dy (X7))
= A, (Di(X1)),

which means that 4/(¢) is constant in the system of left-invariant coor-
dinates.

It follows that for any y € T1(IR?), it is always possible to construct
an integral curve v along a left-invariant vector field that connects x
to y and which is given by (z ® exp(tv))ie,1) with v = log(z™' ®@ y).

6.10. Some particular curves for the left-invariant Riemannian
metric. For two points x and y in T;(R?) and a smooth path ~ from
[0, 1] to T1(R?) with v(0) = z and (1) = y, let us consider the energy
Energy(7y) of the path v as

Bneray () 5 [ (0/(9)7/ ()i d.

For t € [0,1], set ¢(t) = log(a™ ®~(t)) so that (t) = a @ exp(¢(t))
and then ¢(0) = 0. The path ¢ belongs to Ty(R?). With (51), we get
that

310 = Ay (Jim (-0 0) B+ ) 1))

= A (410 + 310000,

where p(t) = Zi:1,2 Wi(t)ei"‘zz',j:l,z @ij(t)e;®e; and ¢'(t) = Zi:1,2 pi(t)eit
Zm’:l,z p;;(t)e @ ej.
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Thus, the energy of « is given by

Bnerzy() = 5 [ 1/(5)+ 51¢/(5). (o) e .

where || - ||y is the Euclidean norm of Ty(R?) identified with RS.

We now consider the particular path v such that ¢(0) = 0, ¢(1) =
log(a~'®b) and ¢'(t) + 3[¢'(t), p(t)] is constant over [0,1]. This means
that (t) = tv for some v € To(R?). This comes from the fact that
that the projection of ¢ on R? is then constant, since [¢(t), ¢(t)] lives
in R? ® R? and then [¢/(t), ¢(t)] = 0 for t € [0,1]. With the condition
on (1), p(t) = tlog(a™' @ b) and v(t) = a @ exp(tlog(a™ @ b)).

Let also ¢ : [0,1] — To(R?Y) be a differentiable path with (0) =
(1) = 0. Set for € > 0,

Ie(t) = a® exp(p(t) B (e9(t)))
so that

TL(t) = Ar g (#/(6) + 20/ (8) + £l (1), 6 (0)

~— N
[\

This, if p(t) = tv for some v € T(R?), we then get that

Buergy(I-(0)) = 51l + = [ @l ©)at+5 [ ollov) a

J

2

dt

Euc

+<
2

1 ‘
0

V) + o0 0)] + S0, 60

+5 [ elve.vepa

Since ¥(0) = (1) = 0, [ (v]¢/(t)) dt = 0. But the term £ [ (v][v, (t)]) dt
may be different from 0, as well as % fol (v|[¢'(t),(t)]) dt. Hence, we
see that 7 is not necessarily a path with minimal energy.

Remark 13. At first, this result seems to contradicts the result that
t — exp(tv) is a path with a constant derivative in the left-invariant
system of coordinates seen in Section 6.9 above. Indeed, the geodesics
¢ associated to the left-invariant Riemannian structure are those for
which Ve &' (t) = 0 where V is the Levi-Civita connection associated
to ((-,-)). Since there exists some elements x, y and z such that

{(lz, 2], 9)) # (2, [z,9])

(consider for example = e;, © = e; and y = 1 ® ey), this connection
differs from the Cartan-Schouten (0) connection V¢ which is such
that all paths of type v(t) = exp(tv) are geodesics in the sense that
Vgi) (7/(t)) = 0. On this topic, see for example [MMO02].
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However, if v belongs to Vect{e, e2}, then (v| [v, ¢/ (t)]) = 0 and thus

1
Energy(I'.(t)) > Energy(y) = 5[ log(a™ @ b)|[3,c, Ve > 0

and thus v is a geodesic, that is a curve with minimal energy. As usual,
it can also be shown that it is a path with minimal length, and the
length

Length(vy) d:ef/o \/(W'(S)W'(S)»v(s) ds

is then equal to [|log(a™' ® b)||guc. Another simple case is when v €
Vect{e; ® €;}; j—12, in which case [v,w] = 0 for all w € To(R?) and we
also obtain that v is a geodesic.

We also deduce that the length of the geodesic between a and b for
((-,-)) is smaller than ||log(a™! ® b|.

Let us also remark that if a and b belongs to G(R?), then () belongs
to G(R?) for t € [0,1].

Of course, if we see T;(R?) with its Euclidean structure (-,-) then
the geodesics are simply ¢(t) = a+t(b—a). In this case, p(t) does not
belong to G(R?) in general when a and b are in G(R?).

6.11. A transverse decomposition of the tensor space. We have
introduced a subgroup G(R?) of T (RR?). Is this subgroup strict or not?

The tangent space of T;(R?) at any point may be identified with the
vector space (To(R?),+), which is dimension 6. We have also seen that
the tangent space of G(R?) at any point may be identified with A(R?),
and thus is of dimension 3. Then, of course, G(R?) # T;(R?). Indeed,
we may be more precise on the decomposition of Ty (R?).

We denote by S(R?) the subset of Ty(R?) defined by

2 = Xey ® e + pies @ es
S(RQ) = xr = (0, 0, I2) - To(R2) +V(61 [ €9 —+ €9 X 61),
A, v €R

In other words, an element of S(R?) belongs to R? ® R? and is sym-
metric. Of course, S(R?) is linear, stable under ® and + (indeed, if
z,y € S(R?), then x®y = x+y), and is a vector space of dimension 3.
To an element e of the basis of T(R?), we denote by 7. the pro-
jection from T(R?) to T(R?), such that x = m(z) + 32, , 7, (x)e; +
D i j=1 Teiwe; (T)€; @ €;.
The next result follows easily from the construction of the projection

operator Ty : To(R2) — S(R2) and T, : To(R2) — A(R?) defined by
To(z) = s(z) and T,(z) = g2 (z) + a(z).

Proposition 6. The space To(R?) is the direct sum of A(R?) and
S(R?).
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This decomposition holds at the level of the tangent spaces at any
point of Ty (R?).

Proposition 7. Any element x of T1(R?) may be written as the sum
r=y+ 2z withy € G(R?) and z € S(R?).

Proof. For x € T(R?), let us set
1

Ts(x) = 5({23') - 5:[ X x,

Ya(z) =1+ mge(z) + ax) + %x ® x.
With (43), Ta(x) + Ys(z) = z for all x € T(R?). Also, thanks to (44)
and (46), T4(T1(R?)) C S(R?) and T,(T;(R?)) C G(R?). O

We have to note that with the previous decomposition, G(R?) is not
a linear subspace of T;(R?), and T, and Y are not linear projections,
since they involve quadratic terms. This is why we do not write Ty (R?)
as the direct sum of G(R?) and S(R?). However, as the tangent plane of
S(R?) is S(R?) itself, if G(R?) and exp(S(R?)) = {1 + x|z € S(R?)} are
sub-manifolds of T;(R?), we get that G(R?) and exp(S(R?)) provides
a transverse decomposition of T1(R?), in the sense that their tangent
spaces at any point x provides an orthogonal decomposition (with re-
spect to {{-,-)),) of the tangent space of T;(R?) at z.

We define a homogeneous norm || - ||gr2)xs@2) by

1
(52) 2]l @2)<s(r2) = max { ITa()]l; §HTS(9€)H} :

It is easily shown that this homogeneous norm is equivalent to the
homogeneous gauge || - || on T'(R?).

6.12. Back to the sub-Riemannian point of view. We now come
back to the result of Section 5.9, in order to bring some precision on
the sub-Riemannian geometric framework. We have already seen that
(A(R?), B) is a Lie group (Here, we no longer consider the space T(IR?)).
In addition, it is a vector space and then a smooth manifold with a
natural system of coordinates given by the decomposition of a € A(R?)
on the basis {eq, es, €3}, where ez corresponds to [eq, es].

If p;(t;a) = a+te; for i = 1,2,3 and t € R and a € A(R?), we
denote by e;(a) the derivative ¢}(0;a) at time 0 of ¢;(+, a).

As in Sections 6.7, we define for a € A(R?) two linear maps A, and
D, by A,(e;) = ei(a) and D, = AL

We now proceed as in Section 6.8. The left multiplication is L,(y) =
a By, and its differential dyL, : T,A(R?) — T,mA(R?) at any point b
is given by

dyLa(v) = Au (Db@) + %[a, Db(m]) |
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Here [a,v] = (a'v? — a®vl)es for a = ale; + a’esy + ades.

Thus, any left-invariant vector field (V;).ca(r2) satisfies V, = doLq(V0).
The left-invariant vector fields e1, €5 and e3 associated to eq, e and e3
are given by
e1(a) =e(a) — %azeg(a), €s(a) = es(a) + %aleg(a) and e3(a) = es(a)
for a = a'e; + a’ey + a®ez. The space O(a) introduced in Section 5.9 is
then the vector space generated by €1(a) and €3(a).

Let A, be the linear map from A(RR2) to T,A(R?) defined by A,(e;) =
¢€i(a). Then a vector v in T,A(R?) is easily expressed in the left-
invariant basis {€;(a), ea2(a),e3(a)} by

v = Au((—a) B Dy(v)).

Similarly, if 7 : (—¢,6) — A(R?) is a smooth path, then it is easily
checked that

h—0 &

ww:%(mﬁewmawwwo

. 1
= Ao (Do (00D + 30200 2(0)).
For a differentiable path y; in A(R?) we have introduced in (34) and
(35) some paths v and 3 that corresponds indeed to the coordinates of
the derivative of y in the basis {e1, €2, e3} and {€;, €3, €3}, in the sense

that
3

% = a'Weilye) = Y B (1)),

7. THE ROUGH PATHS AND THEIR INTEGRALS

7.1. What are rough paths? If x € G(R?), then it is easily seen
that for some universal constants ¢ and ¢, ¢||z| < |log(z)| < d|z]],
where | - | is the homogeneous norm we have defined on A(R?) by (16).

Definition 4. A rough path is a continuous path x with values in T, (R?).

Denote by C*([0,T7], T;(R?)) the set of rough paths x : [0,7] —
T, (R?) such that
HX” d:ef ||Xs_1 ®Xt||
“ o<s<i<r |t—s|®
is finite.
A particular class of paths is the notion of geometric rough paths.

The next definition follows from [FV06b], which correct some result
of [Lyo98].
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FIGURE 12. From the tangent plane A(R?) at the
point 1 (perpendicular to the vertical axis) to the mani-
fold G(R?): the paths x (dashed) and log(x) (plain).

Definition 5. A geometric rough path is a continuous path with values
in G(R?).
A smooth rough path is an element of the set

x =z + A(x)[ey, €] }

([0, 7] G(R?)) = {exp<x> with & € (0. T]: )

A weak geometric p-rough path with Holder control is a path with
values in G(IR?) which is 1/p-Holder continuous.

A geometric p-rough path is the closure of the set of smooth rough
paths with respect to the || - ||;/,-norm.

Remark 14. As discussed in Section 5.9, a rough path which is smooth
is not necessarily a smooth rough path.

The space of weak geometric 1/a-rough paths with Holder control is
denoted by C*([0,T]; G(R?)), while the space of 1/a-rough path with
Holder control is denoted by C%*([0,T]; G(R?)). This latter space is
strictly included in C*([0, 77; G(R?)). In addition C%*([0, T]; G(R?)) is
a Polish space, while C*([0, T; G(R?)) is not a Polish space (this space
is not separable: See [FV06b]). The difference between weak geometric
p-rough paths and a geometric p-rough paths comes from an extension
of the properties of Holder continuous paths given in Remarks 2 and 3.
For practical applications, the difference between weak geometric rough
paths and geometric rough paths is not that important, if we are ready
to weaken the Holder norm (this is in general cost free).

Of course, there is a one-to-one correspondence between the paths
with values in G(R?) and the one with values in A(R?): Since exp and
log are Lipschitz continuous (see Lemma 18), we get easily the following
lemma, which is illustrated by Figure 12.

Lemma 19. A path x belongs to C*([0, T]; G(R?)) if and only if log(x)
belongs to C*([0, T]; A(R?)).
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A path y = (a(t),b(t), ¢(t))iepo,r) with value in A(R?) is then trans-
formed into a path x; = exp(y;) with value in G(R?) by the relation

1 1
x; = a(t)e; + b(t)es + §a(t)261 ® e + §b(t)262 ® €9
+ (a(t)b(t) + c(t))er ® ea + (a(t)b(t) — c(t))ex @ €.

Similarly, a path x with values in G(R?) is transformed into a path y
with values in A(R?) by setting y; = log(x;).

In addition, let us note that x,; dof x; ! ®x; = exp((—y,) By;) and
then .

5<Xs,t) = 5(1} - $S> & (xt - :Cs)

where z; = a(t)e; + b(t)es is the path above which x lies.

Let us assume now that y belongs C*([0, T]; A(R?)) with o > 1/2.
We have seen in Lemma 7 that necessarily, ¢(t) = A(z;0,t). Hence,
from (46),

1
(53) Xe =1+ @+ A3 0,8) er, e2] + 5 (20 — 20) ® (w1 — o).

Asfor0<s<t<T,

1/t I
Awis,t) =5 [t =abast =5 [ @2 do}

1 . , Lo . ,
and 5(‘%;—;[1)2:/(.1‘;—%;)(11‘2 fori:172,

S

we may rewrite (53) as

t
(54) X, =14z + Z </ (a:,ﬁ—:cé)dxﬁ) e Qe
0

i,j=1,2

Let us note also that

t
Xor & (—x,) @ xp = 14 34 — 2 + Z (/ (xi—x@)dmi) e @ ej.
S

i,j=1,2

This means that the terms of x; in R? ® R? are the iterated integrals
of x. When o < 1/2, the difficulty comes from the fact that these
iterated integrals are not canonically constructed. As the iterated inte-
grals have some nice algebraic properties (see Section 8.2), we replace
them by an object — a rough path — which shares the same algebraic
properties, whose existence is not discussed in this article.

Let us end this Section with a result on paths that are not geometric.
If x belongs to C*([0, T]; T1(R?)) (with « € (0,1]) and x; — 1 € S(R?)

for all ¢, then
—1 1 2 2 «
e @ x| = 4/ 5l = x| < |xllaft — s
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with x; = (1,x},x?). This implies that x, can be identified with a path
in C22([0,T]; R?) (note that if a > 1/2, then x is constant).

7.2. Joining two points by staying in G(R?). We have seen that
the integral of a differential form f along a path z : [0,7] — R? may
be written as the limit of the following scheme: we consider the family
of dyadic partitions {t} }x—o,. 2» of [0, 7], and we construct approxima-
tions 2" of x such that zy = :1:3}2 for k =0,...,2" and two successive
points x?z and :13?2+1 are linked by a path that depends only on these

two points. Then the integral J(x) of f along x is defined as the limit
of the integrals of f along x™.

When z is a a-Holder continuous path with values in R? with o >
1/2, then the “natural” family of approximation is given by piecewise
linear approximations. If o € (1/3,1/2], we have seen that we need
to replace x by a path x with values in A(R?) that projects onto ,
and to construct z™ by joining two successive points I?Z and xﬁzﬂ of

2" with some sub-Riemannian geodesics that is computed from xj.
and xju . Such a path 2" is automatically lifted in a path (™, A(x™))

in C*([0,T]; A(R?)), and the integral J(x) is defined as the limit of
the J(z™).

Computations in Sections 6.1 and 7.5 has shown us that one may wish
to work with piecewise linear approximations of paths of C*([0, t]; A(R?)).
For this, we have extended the differential form f to a differential form
Eamrz)(f) on A(R?). We have subsequently introduced some tensor
space T(R?), as well as a Lie groups G(R?) and T, (R?) whose Lie alge-
bras are A(R?) and Ty(R?). We have also introduced in Section 6.8 an

operator D, : T, T (R?) — To(R?) such that D,(T,G(R?)) C A(R?).
For a piecewise smooth path x : [0,7] — G(R?) with values that

projects onto x : [0, 7] — R2, it is then natural to define

t ~ dx,
5 e00 - [ e (Db (2 a
0
for t € [0,T], where €, (g2)(f) has been defined in (37).

Remark 15. Note that here, we use the operator 535 to bring all the
problems to the To(R?) identified with the tangent space T, T;(R?) at
the point 1. If one wants to avoid this formulation, as we have seen it
in Sections 6.7 and 6.8, one may defined &, (g2)(f) as the differential
form

(56) Care)(f)(x) = fi(2)E (x) + fo(2)e*(z) + [f, fl(2)E(2),

where ¢'(z) is the dual element of €;(z) in T, T;(R?) for : = 1,2,3.
Formula (55) may then be rewritten

dx,

2(X;0,t>:/0 @A(Rz)(f)(:cs) ds ds.
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e1®e; e1®es ea®eq ea®eq

(a) A sub-Riemannian geodesic in G(R?) as constructed from Section 5.9.

e1®eq e2®eq ea®eg

exp(0)

€1

F1cure 13. (b) The path ¢, , with © = exp(0) and y = exp((1, 1,1)).

Now, given a path x € C*([0, T]; G(R?)), we define the equivalent of
the piecewise linear approximation x™ by using the curves constructed
in Section 6.10 (see Figure 13 for an illustration. Note that unlike
with the sub-Riemannian geodesics, x™ is not necessarily a smooth
rough path, but it is a rough path which is smooth): set ,;(t) =
a ® exp(tlog(a™t ® b)) for t € [0,1], and

(57) Xp = Pxppxn (m) for t € [t} 4],
forn e N* and t} = Tk/2", k =0,...,2"

Proposition 8. For x € C*([0,T]; G(R?)) with o > 1/3, let x™ be the
path defined above by (57). Then
J(log(x);0,t) = lim £(x";0,t)

uniformly in t € [0, 7).

Proof. 'This follows from the computations of Sections 6.1 and 7.5, and
from the definition of D,, since we have seen in Section 6.10 that
Dg, 0 (¢4p(t)) =log(a™! @) for ¢ € [0, 1]. 0

As there is an identification between log(x) and x, one can set for
x € C*([0, TT; G(R?)), 3(x) = I(log(x)).

7.3. A Riemann sum like definition. We are now willing to give
another definition of the integral in the spirit of Riemann sums, to
get rid of the integrals between the successive times t; and ¢}, for
k=0,...,2" — 1. For this, we use the Taylor development of f: For
r,y € R* and i = 1,2,

afi

fily',y?) = fi(a' 2®) + Z Dr

j=1,2 7

(a!,2%)2" + K1 (2)
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with [£4(2)] < || fllLip|z|'™ and z = y — z. In addition,

LI y?) = [, fl(a 2%) + ka(2) with [ra(2)] < (1 f luipl2l"

Let us set x € C*([0,T); G(R?)) with o > 1/3 and x" constructed
as in Proposition 8. In addition, we define x and 2" by x = mp2(x)
and 2" = 7pa(x). Let us remark that 2" = 2" the piecewise linear
interpolation of x. For A, t =T27",

t£+1 d
|0 s, )5 . feg)atx g,

k

< At [ [3 | £l

In addition, with the Taylor formula,

1 . ds i i
(58) ‘ /t" fi($s>($t2+1 - mtg)A_nt - fi(xt}l)(mtg — Tin)
k

+1 k

1 0f;
a Z §8$J~ (xt’?)ﬁeﬂ' ($t2+1 o xt}:)”ei ($t2+1 - xt};)
< At flluip Il

If e'(x) is the dual element of ¢;(x), we denote by f(x) the linear
operator f = fi(z)el(z) + fo(x)e*(x). If €(x) ® €/(x) is the dual
element of e;(z) ® e;(x) for i,7 = 1,2, we denote by Vf the linear
operator

4,j=1,2
so that with (45),
1 of;
5 0z (xtz)ﬂ-ej <xt2+1 o xtﬁ”@i <xt2+1 B xt2> - Vf(xtz >5<Xt27t2+1)'
J

i,j=1,2

Hence, with (43), we deduce that

th ~ dx?
59 [ (0D () as
tn s

= f(.%tz)ﬂ'ﬂp (th7tz+1) + Vf(xtz)’ﬂ'ﬂ@@RQ (thﬂg&q) + 02

with 67] < |/ Jip XI5 80290, Since ay41) > 1, lim o S350 6] =
0. We then define a differential form €, g2)(f) on T;(R?) by

Ere2)(f)(@) = > filmpe(2))e'(z) + > gf (mr2(z))e' (z) ® ¢’ (),

i=1,2 ij=1,2 " d
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With (59) and the property of the 6}’s, we get that, after having
identified J(x;0,7T) with J(log(x);0,T) for x € C*([0,T]; G(R?)),

2n—1
(60) 3i0.7) = fim 3 Ene(on) i,
=0

which is a Riemann sum like expression.
This means also that €, g2)(f) (T )X im

13 b2 :
" is a “good” approxima-
] ~ . 4N n
tion of J(x; 7,11, 1)

7.4. Another construction of the integral. Let us assume that
the functions fi, fo take their values in the space R™ with m > 1. For
the sake of simplicity, we assume that m = 2. The integral J(x) =
(J'(x),3%(x)) becomes then a path in R? and we are interested in
construction its iterated integrals.

If z belongs to C*([0,T];R?) with a > 1/2, then J(x) also cor-
responds to a Young integral and belongs to C%([0,7];R?). Hence,
we use the natural lift in (54), which means that we have to define
only t — 2A(J(x;0,1);0,t), or equivalently, fst J4(x;s,7) dJ (x; 8, 7) for
Q=12

We remark that, if 2, = x5 + (r — s)(t — s) "} (a, — ),

/: < [ #e dxi) Fa) dat = F () £ (x) /:(w _ o) do!
([0t - e i) st o

f/ﬁde—wqmw—ﬁm»mi

This suggests to take for an approximation of ﬁ 1y Ji(x; 17, s) dF (x; 12, 5)
the quantity

it = > fFeg) filwg)xpth k=12

k+1
i,j=1,2

With (60), we also set

i
Yip in

k41

k41

= Cr, ) () (@)X, 1=1,2.

Let {&1, €2} be the canonical basis of R? and {é!, é?} be its dual basis,
which we distinguish from {ej, es} to refer to the space in which f takes
its values. Then we introduce the differential form &r, (w2) 1, ®2)(f) with
value in T;(R?) defined by, for z € T;(R?),

Er, @)y @2) () (2) = 1+ Er, @2y (f1)(2)€" + Er,m2) (f2)(2)E
+ D fi(mpe(2)) i (ma2(2))E! ® 2,

1,7=1,2
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or in the more compact form,

Er,x2) (f)(2) = Ery@2) (f)(2) + f(mr2(2)) @ f(mR2(2))
with f = f'¢! + f?¢2. Hence, in order to approximate J(x;s,t) and its
iterated integral, we may then set

(61) Vor = (x50 © G gy m ) () (Xa)Xas

and set, for t € (t”M(m)_l, t”M(t,n)] and s € [tnﬁ(s ) t"M(S n)),

(62) I"(x;s,t)

M(t,n)—1
def n n gn n
= S(X; S, tﬂ(s,n)) ® g(X; tk ) tk+1) ® S(X; tM(t,n)? t)
k=M s,n)
Finally, we set
©3) 3(xi5,) = lim 3" (x:5.1)

when this limit exists.

In the definition of §(x), we have assumed that x is a path with
values in G(IR?). Indeed, this definition may be extended to paths with
values in T;(R?). In addition, let us note that if x takes its values
in G(R?), then §(x;s,t) € G(R?). The analysis of §(x;s,t) for x in
S(R?) is performed in Section 7.5.

We will see below that the integral defined by (62)-(63) satisfies the
relation

(64) J(x;8,t) =T(x;8,7)@TI(x;1,t), VO< s <r<t<T,

which means that ¢ € [0, 7] — J(x;0,t) is a path with values in T, (R?)
and J(x; s, t) represents its increments.
But 3" (x) does not satisfy (64), unless s, 7, t belong to {t} }x—o, 2n_1.
The next results are borrowed from [LQ02, Section 3.2, p. 40] or
from [Lyo98, Section 3.1, p. 273].

Definition 6. A functiony,, from A, = {(s,t) € [0,T]*|0 < s <t < T}
to T1(R?) is an almost rough path if there exists some constants C' > 0
and ¢ > 1 such that

||YS,t - yS,T ® YT,t||* < C’|t - S|0, VO S S S r S 14 S T

where || - ||+ is the norm defined by ||z||, = max{|z!|, |z?|}.

An almost rough path is the “basic brick” for constructing a rough
path. We give a proof of the next theorem in Section C in the appendix.

Theorem 2. Lety : A, — T1(R?) be an almost rough path such that
lys:l| < Clt—s|* for € (1/3,1] and C' > 0. Set

M(tvn)fl

n def
Ysit = Ysi(sn) @ ® Yiptr | @YM(tn)t V(s,t) € Ay
k=DM (s,n)
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Then there exists a unique path z in C*([0,T); T1(R?)) and a sequence
(K )nen decreasing to 0 such that

2o = y2olle < Kalt — s

If y is an almost rough path in G(R?), then z is a weak geometric
rough path with a-Holder control.

In addition, if y andy’ are both almost rough paths with
i (Yar — ¥l < elt = s[°. masame(yar — ¥l < elt — s
for all (s,t) € Ay, then the corresponding rough paths z and z' satisfy
[Tra(2ss — 2| < K ()|t — 8|, |Tragra(zsy — 24,)| < K(e)[t — s*

for some function K(g) decreasing to 0 as € — 0 that depends only on
T, o and 6.

The existence of J(x) in (63) as a (weak geometric) rough path
when x is a (weak geometric) rough path is then justified by the next
proposition and the application of Theorem 2.

Roughly speaking, the proof follows the same line as the one of the
Young integral: the reader is referred to [Lyo98, Section 3.2.2, p. 289,
[LQO2, Section 5.2, p. 117], [Lej03, Section 3] or [LVO06].

Proposition 9. For x € C*([0,T]; T1(R?)) with o € (1/3,1], the func-
tion (s,t) € Ay — §(x;s,t) is an almost rough path. In addition, ifx €
C([0,T]; G(R?)), then F(x;s,t) belongs to G(R?). Hence, J(x) given
by (63) exists and belongs to C*([0, T); T1(R?)) (resp. C*([0,T]; G(R?)))
if x € C([0, T]; T1(R?)) (resp. C*([0, T; G(R?)).

We have already seen that the integral J(x) lies above the integral
we constructed in Section 6 using some approximation of x. With
Theorem 2, we have not only the continuity of x — J(x), but we also
get that it is a locally Lipschitz map under a stronger assumption on f
and we are not bound in using the || - || norm with § < a while
working with a-Hoélder paths. In addition, we may consider any family
of partitions whose mesh decreases to zero (see Remark 4 or the proof
of Theorem 5 in Appendix C).

We introduce a new norm || - ||l,o on C*([0,7]; T1(R%)), which is
not equivalent to || - || but which generates the same topology: for
x € Co([0, T); T (RY)),

|7TRd(Xs,t)| |7Rd®Rd(Xs,t)\}
X = su max
RS O§s<$§T { (t—s) ' (t—s)

In the next theorem, we summarize Proposition 9 as well as some
continuity results.

Theorem 3. If f € Lip(vy; R? — R?) with a(y+1) > 1 and a > 1/3,
then the limit of (3"(X; $,t))nen in (63) ezists and is unique. Besides, J
maps continuously (C*([0, T]; T1(R?)), [|[lxa) to (C*([0, T]; T1(R?)), || - lx.a)-
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If f is of class C*(R?; R?) with a k-Hdlder continuous second-order de-
rivative with a(k +2) > 1, then J is locally Lipschitz continuous.
In addition, if X is a smooth rough path, then

J(x;0,t) = exp (/Otf(:vs) des + 2A(J(x; O,t);O,t)[él,éz])

and J(x) is also a smooth rough path.

Hence, for x € C%*([0,T]; G(R?)), then there exists a sequence of
paths x* € CX([0,T]; G(R?)) converges to x in || - |4, then J(x) =
lim, o J(x") and J(x") is a smooth rough path and J(x) belongs to
o4 ([0, T}; G(R?)).

Now, if x is only a weak geometric 1/a-rough path with Holder
control, then we have seen that x may be approximated by some smooth
rough paths x" in the -Hélder norm || - ||g with 3 < a. Hence, J(x")
converges to J(x) in || - ||z with f < a. Anyway, J(x) belongs to
C*(0, T]; G(R?)).

We then deduce the following stability result.

Corollary 5. If7J is defined by Theorem 3, then I maps C*([0, T]; G(R?))
into C*([0,T]; G(R?)) and C%*([0,T]; G(R?)) into C%([0, T]; G(R?)).

We end this section with a lemma similar to Lemma 11.

Lemma 20. For any x € C*([0,T]; T1(R?)), J(x;5,t) = T(X|j54) for
al0<s<t<T.

Proof. Tf x € C*([0, T]; G(R?)), then the proof of this Lemma is similar
to the one of Lemma 11. If x € C*([0,T7; T1(R?)), then the results at
the end in Section 7.5 allows us to conclude in the same way. O

7.5. Integral along a path living in the tensor space. Now, we
consider x € C*([0,T]; T1(R?)) with a € (1/3,1/2). What can be
said about J(x)? From Proposition 7, one may decompose x; as
the sum x; = y; + z; with y = T,(x) and z = YT (x). In addi-
tion, (y,z) belongs to C*([0,T]; G(R?) x S(R?)), where the homoge-
neous norm on G(R?) x S(R?) has been defined by (52). In particu-
lar, this implies that 7 g, (2z) belongs to C**([0,T];R), i.e., each of
its component is 2a-Hélder continuous. In addition, for (s,t) € A,
Er, 2y R2) (f)(Xs)(ye — ¥s) belongs to G(R?), while

off 3
Er, r2),m (R2) () (%) (20 — 25) = Z O () Te;@e; (2 — 25) €k
kij=12 "7

+ Z fik(xs)ff<xs)7rei®ej (Zt - Zs)ékz &® éf-

k0ij=12
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Since Te,ge, (2:—2s) = Te,; e, (2:—2s), We get that Er, w2y 1, (r2) (f) (%) (Ze—
z,) belongs to R? & S(R?). Besides, for ¢t € [0, 7],

M(t,n)

lim Z w2 (€, r2) o ) () (i) (22, —zt,;))

n—00
ofs

Loff
_ vk: 1
E 8x1 xs) dTe; e (ZS) + & . 97y (xs} AT esges (ZS)

k=1,2
bro 0
v [ (He)+ ) dmonte

which we can write in the more compact form fo V f(zs) dzs.
In addition, if {a }r—o, m and {Bk}r=o, m belongs to To(R?), then

®1+ak+ﬁk):®( + ag) + Z a,ﬁ@( Z @})
=0 k=1 k=0,....m l=k+1,....,m
+ > Bl > a£>+ Zﬂé@( > 6%)
m k=0,....,m l=k+1,....m

and
>, he (z k%;ﬂm) = - (f: ﬁk> ® (i m) |

We set
L+ ap = F(fyity tiy) and By = €, gay(f) (Xep) (Zep,, — 27 )-

In addition, > 2,5 arpin o), converges to mg2(J(x; 0,¢)), while Y, _,

converges to fo Vf(zs)dzs. We also remark that if 87 = Tegpe (ﬁk),i

then
M(t,n)

Zﬁk—>/fxs © f(x,) dz,.

By combining all the facts and using techniques similar to the one
in [LQO2, Section 3.3.3, p. 56] or in [LV06], since the components of
fg V f(xs) dzs are 2a-Hélder continuous, we can get that

M(tvn)_l

Q) Bty tiy) —>/ f(zs) dys + &(y,2;0,1)
k=0
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with

(65) A(y.z0.t) = / V £ () da + / F(9:) ® f () dz,

+ D a®é /0 tVf’“(ys> ( /0 S ff<ys)dys> dz,

k0=1,2

+ ék@éﬁ/otfk@s) </08Vf€(ys)dzs> dy

N w5 ([ vswan) o ([ vitan).

In the previous expression, we have to remember that x and y lives
above the same path r = y.

Thus, if for each n € N, 2" belongs to C2°([0, T]; S(R?)) and converges
to z, while y* € C([0,T]; G(R?)) converges to y, one get that x" =
y" + z" converges to C*([0,T]; T;(R?)) and

3(x) = lim (3(y") + A", 2").

where the limit is in C?([0, T]; T1(R?)) for all 3 < a. Of course, both
K(y™,z") and J(y™) correspond to integrals of differential forms along
piecewise smooth paths, and hence to ordinary integrals.

Yet it has to be note the following fact: If x € C*([0, T]; T1(R?)) but
x ¢ C([0,T]; G(R?)), then it is not possible to find a family (x"),en
of smooth rough paths such that J(x™) converges to J(x). This means
that J(x) cannot be approximated by the ordinary integrals J(x").
This motivates our definition of geometric rough paths. However, using
the decomposition of T;(R?) as G(R?) x S(R?), it is then possible to
interpret any o~ !-rough path as a geometric (1/a,2/a)-rough path in
the sense defined in [LV06].

7.6. On geometric rough paths lying above the same path. We
have seen in Lemma 6 that if x and y are two paths in C*([0, T; A(R?))
with a € (1/3,1/2) and lying above the same path taking its values in
R? (i.e., mr2(x) = mrz(y)), then there exists a path ¢ € C?**([0,T]; R)
such that x =y + ¢ler, e2]. In addition, (—x,) Bx; = (—ys) By: +
(01 — ©s)[e1, ea]. Now, if we lift x and y as paths in C*([0, T]; G(R?))
by X; = exp(x;) and y, = exp(y;), we deduce that there exists ¢ €
C*([0,T]; To(R?)) such that X; = y; + vy and in addition, X;' @ X; =
y.' ® ¥ + 1y — 1. This path is given by

Uy = pre1 ® es — piea @ e1 = iler, eal.

Each component of ¢ is 2a-Hdélder continuous. Using the map K pre-
viously defined by (65), we get that

I(x) =3(y) + Ay, ¥).
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Finally, using the fact that 1 is anti-symmetric, setting [f, f] = &1[f!, f1]+
& f?, f?], we get that

Syt = [ 17010 de.

+ ) ék®ée/ [, 1 (ys) </08f€(ys)dys) des

t
k=12 0

LY ) ( / S[f’“,f’“](ys)dsos) &y,

ff—1,2
o3 ([rnwan) e ([1a0e)

forall0 <s<t<T.

If [f, f] = 0, we deduce that &(y, ) = 0 and then that J(y) = J(x).
In other words, any rough path lying above the same path x gives rise
to the same integral.

With the results in [LV07], which asserts that it is always possible
to lift a path z € C*([0, T]; R?) to a path x € C*([0,T]; G(R?)) when
a € (1/3,1/2], this means that if [f, f] = 0, one may define J only
on C%([0, T]; R?) for a € (1/3,1/2], but the continuity of J remains an
open question.

8. VARIATIONS IN THE CONSTRUCTION OF THE INTEGRAL

8.1. Case of a path living in a d-dimensional space. The case of
a space of dimension d is not harder to treat than the case of d = 2.
For this, one has only to consider the area between the components
grouped by pairs.

The tensor space T(R?) becomes then the space T(R?) = R & R? @
(R @ RY) whose basis is, if {e1,...,e4} is a basis of RY,

ley,...,eq,e1®e1,e1 ®eg, ..., eq R ey,

Hence, T(R?) is a space of dimension 1+ d + d?.
The space A(R?) is a space of dimension d + d(d —1)/2, whose basis
is given by
{61‘2 = 1,,d}U{[€l,€]”Z #], Z,] = 1,,d}
with [e;, e;] = e; ® e; — e; @ e;. The space A(R?) is then R? & [RY, RY],
where [RY, RY = {[z,y]|z,y € R¢}.
The applications exp and log are defined as previously:

1
exp(x) =1+x+ §x®x for v € A(R?)

1
and log(l+z) =z — Jr® for x € T(RY), m(x) = 0.
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The space G(R?) = eXp(A(Rd)) is a subgroup of (T;(R%),®), where
T1(RY) = {z € T(R?)|m (z) = 1}, and (A(R?),[-,]) is the Lie algebra
of (G(Rd) ®). It may also be identified with its tangent plane at any
point.

A smooth path z in R? is then lifted into a path X in A(R?) by

ﬁt =x;+ Z Q[((xzax])707t)[6m€j]u

ij=1,....d, i<j

where (2%, 27) is the two dimensional path composed of the i-th and
J-th component of z. Let us remark that 2((z*,27)) = —2((«?, "))
and A((z%,z")) = 0.

The path X is then lifted into a path x in R? by x = exp(X), and

thus
Xt—1+It+Z/ —xo dave]@)eZ

i,7=1

The symmetric part §(x) of Tragra(X) is

1
s(x;) = 5(:1:,: — 20) ® (1 — x0)
while the anti-symmetric part a(x) of mTragra(X) is
d
a(x) = Y A2, 27);0,)e; @e; = > A((2',27);0,1)[es, ¢5].
i5=1 i=1,..,d

Hence, all the previous notions and results are easily extended to
this case.

Finally, note that the theory of rough paths may also be applied to
the infinite dimensional case (see [LLQ02] for example).

8.2. Using iterated integrals. We saw in Sections 7.1 and 8.1 that
a path z € C%([0,T];RY) with o > 1/2 may be naturally lifted as a
path x in G(R?) with

xt—l—{—xﬁ—z (/ x, —xé)dxﬁ) e @ e;.
7,7=1

The term K" (x;0,t) = 7¢,qe, (%) is called an iterated integral of x.
Fix d > 1 and consider the tensor space T>(R%) defined by

T*°R)=RoOR @ (R{@R) D RQR!@RY) @ - - -,

and, for a smooth path x : [0, 7] — R?, the iterated integrals

Kt (2:0,t) // / . dxﬁ
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for each integer ¢ and each (iy,...,i,) € {1,...,d}*. It was noted first
by K.T. Chen in the 50’s [Che58, Che57] that the formal power series

\I/([L’, O’t) = Z Z Kil’m?ié(x; 07t>6i1 K- ® €i,

220 (i1,...,ig)€{1,...,d}*

in T°°(RY) provides an algebraic way to encode the geometric object
which is the path z. For that, W(z;0,t) is sometimes called the signa-
ture of the path.

With the tensor product ®, T*°(R¢) remains a group, and thus if
7:[0,7] = R¥and y : [0, 5] — R? are two smooth paths, ¥(x-y;0, T+
S) = V(z;0,T) @ ¥(y;0,S). In addition, if Z is the path T, = x7_4,
then U(7;T) = ¥(x; T)~'. The signature characterizes x in the sense
that there is a one-to-one equivalence® between the algebraic object
¥(z) and the geometric object x in C*([0,T]; R?) (see also [HLOG] for
some extension).

Let [z,y] be the Lie bracket [z,y] = 2 ® y —y ® x. Let us denote by
A>®(RY) the subset of T(R?) defined by

A*RY) =R’ R, RY) & [RY, [RL,RY | @ - - - .
This subset is stable under the application of the Lie bracket |-, -]. The
tensor space T*°(R?) is the universal Lie algebra of A®°(R?) (see [Reu93]
for example). One may then define two maps exp : A®(R?) — T$°(R?)

and log : T°(RY), where T$°(R?) is the subset of T>(R?) such that
mr(x) = 1 which are given by

1 1
exp(x):1+x+§x®x+6x®x®x+---,

1 1
log(1 + x) :x—§x®x+§x®x®x—-~ :
In particular, if G®(R?) = exp(A>(R?)), then (G®(R?), ®) is a closed
subgroup of (T°(RY), ®). In addition, exp is one-to-one from A*(R?)
to G*(RY), and log is its inverse.

One of the striking result from K.T. Chen, which uses some prop-
erties of the iterated integrals, is that ¥(z;0,¢) belongs to G®(R?),
or equivalently, with the Baker-Campbell-Hausdorff-Dynkin formula,
that log(¥(x;0,t)) belongs to A®(R?).

This approach proved to be very useful, since it allows us to con-
sider equation driven by smooth paths or differential equations in an
algebraic setting, and allows us formal computations. Numerous topics
in control theory uses this point of view (see for example [F1i81, Isi95,
Kaw98]). It way also used in the stochastic context to deal with flow
of Stochastic Differential Equations (see for example [Yam79, FNC82,
BAR89, Cas93]... or the book [Bau04]).

3In fact, this equivalence is not exactly one-to-one, unless one eliminates paths
such that, one some time interval, x goes from a point a to a point b and then back
to a by reversing the path.
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For some integer k£, we may truncate W by considering that e;, ®
- ®e;, =0 for all £ > k. For such a truncated power series Wy (x) we
still get the relationship Wi (z - y; 0,7 4 S) = Wi(2;0,T) @ ¥y (y;0,.5).
In particular, we deduce that

\I]k(x\[s,t]; Sat) = \I]k(x\[s,r]; S,T’) ® \Ijk<x|[r,t];ra t)

forall0 < s <r <t <T. With k =2, we get exactly that our natural
lift of x; = Wq(2;0,t) satisfies the relationship x5 = X5, ® X;4.

Thus, given a path x in T;(R?), one can think of 7z, (x;) as the
iterated integrals of 27 against z*. Of course, one knows that for irregu-
lar paths, there is no canonical way to define them (think of Brownian
motion trajectories). Anyway, for weak geometric rough paths, this it-
erated integrals are approximated by iterated integrals of some smooth
paths.

We may now present another heuristic argument to derive the ex-
pression of F(f,x;s,t) and then (62). This argument is the histori-
cal one (see [Lyo98, Lej03, LQO02, LCLO7]). Consider a smooth path
z:[0,7] — R? and a smooth function f = (fi,..., f4). Then using a
Taylor development, one gets that

S [ flede; = 3 filn) el - o)
.
D DL ST P

C>1 (iy,ig) €41, d} Oxiy -+ Oz,
= Croo(ra)(f)(2s) ¥ (25 5, 1)
with, for z € R,

o' f; i i
QfToo(Rd)(f)<z):Z Z m(z)w@...@ez_
€20 (in,.ip€{l,d}t " "

J) as
an approximation of Zle f; fi(z,)dz’, and we use it as the term in
a Riemann sum. Keeping higher order terms has no influence, since
Ktit(@y s ) < (1/0)]|2"|15 (¢ = s)".

The idea is then to keep enough terms, if x is a-Hdlder continu-
ous and we get an object x*) having the same algebraic properties as
Uy (x5 s,t) for some integer k, to get a Riemann sum that converges. In
[Lyo98, LQO2], T. Lyons and his co-authors proved that the number
of terms shall be k = |[1/a]. In particular, from x*) it is possible to
reconstruct an object living in T*°(R?) and equal to ¥(z) when z is
smooth and possessing the same algebraic properties as ¥(x).

For k = 2 and using the path x as the object x?, we get the expres-
sion (62).

In the usual case, we keep only the first term 2?21 filz)(zh — x
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8.3. Paths with quadratic variation. For the Brownian motion or
a semi-martingale, one knows how to construct several integrals — the
major ones are the Ito6 and the Stratonovich integrals — whose differ-
ence depends on the fact that their trajectories have finite quadratic
variation.

With the theory of rough paths, we can indeed construct a pathwise
equivalent theory of the Ito integral. For this, we need the path to have
a quadratic variation.

Definition 7. Given o € (1/3,1/2], a path = € C*([0,T];R?) has a
quadratic variation if there exists a process Q(x) € C*([0,T]; S(R?))
such that & = 0 and, if 2%? = 2 ® 2 for z € R?,

£~ uagm

Qn(z;t) =

)82
tm —tn <t&<t’n>+1 xtﬂ(t,m)
M(tn)+1 ~ Eha(en)
M(tvn)fl

®2
+ D (v, —ag)

k=0

and Q(z) = lim,, o Q,(z) where the limit holds in C*([0, T]; S(R?)).

Remark 16. Note that with the norm we use, this means that the
components of Q(z) are 2a-Hélder continuous.

Remark 17. If z € C*([0, T); R?) with « > 1/2, then it is easily seen
that necessarily, Q(x;t) = 0 for t € [0,T].

Trajectories of the Brownian motion and of Hélder continuous mar-
tingales present this feature (see [Sip93, CL05]).

Thus, a natural expression for the equivalent of the It6 integral con-
sists in considering the path x™ defined in (57), and to set

dx"(t}
o600 = Y (i)
k=0 s.t. 1<t
where €2 (f)(x}n) has been defined by (55). This construction differs
from (55), since
dx"(t}
Z Came) (f)(xep) dff k)Ant

k=0 s.t. tP<t

n

i+1
= Z / QSA(RQ) (f) (th> log<xt27t;§+1) ds.
i

k=0 s.t. t7<t

A comparison with (59) leads to

D"0,t) = Y FLxAp ) = Vieg)s(xem, ).

k=0 s.t. t7<t
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If = has a quadratic variation (z), then the component of Q(z) are
2a-Holder continuous. In addition, the components of V f belongs to
the space Lip(y — 1;R? — R?). Hence, since 9, (x) converges to Q(z)
and

ty;

UV () d Qs s)

Van)etiga,,) ~ [

tr

< At fluip x| 54,

we easily get the convergence of the last term to the Young integral
defined by 1 [V f(z,)dQ(z;r).

Thus, the limit of ©(x;0,t) is J(x;0,t) — J%Vf(xs)dfl(xs) for
t € [0,7]. The integral D(x) is constructed is the same at the first

level as if we have used the (1/a,2/«)-Holder continuous rough path
(x, =2 Q(z)) (see [LV06]).

8.4. Link with stochastic integrals. [t6 and Stratonovich integrals
are defined as limit in probability of Riemann sum. On the other hand,
the rough path theory gives a pathwise definition of the integral, but
the price to pay is to add a supplementary information. Is there some
link between the two integrals?

Let B be a d-dimensional Brownian motion (a semi-martingale may
be used as well). A natural way to construct a rough path B lying
above B is to set

t
oon(Bi) = [ (B~ By dB)
0

for 1,7 = 1,...,d. For the construction of B as a rough path, see
for example [Sip93, LQO2, Lej03, CLO5]. The process log(B) is called
the Brownian motion on the Heisenberg group, and add been widely
studied (See references in Section B).

The continuity result of the rough path integral and the Wong-
Zakai theorem allows us to identify the integral J(B;0,7) with the
Stratonovich integral given by

on—1

[ 1o B, = i S J(7(By,) + HBp) By, - By)
k=0

where the limit is a limit in probability. We will see here that there
is another relationship between the two integrals without invoking this
continuity result, and that the construction of the Stratonovich and Ito
integrals (although under stronger condition on the function f than the
one required by the “classical” theory) can be deduced from the rough
paths theory.

The theory of rough paths also gives a better intuitive understanding
of the counter-examples to the Wong-Zakai theorem (see [McS72, IW89)
for SDEs and [LL06a] in the context of rough paths).
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The projection on R? of J(B;0,T) is given by
(66) 7ge(3(B:0,7))

2" —1

— r}glolo Z (f(Btz)(BtzH — Byn) + V(B ) Tragre (Biy, tg+1)>

which we rewrite using a and s as

2" —1

ma (3(B30,7)) = lim > (f(By)(By,, ~By)+V(By)a(Byap,,)

+ V(B )s(Byy tk+1)>

But we have seen that

F(By) By, — By) + V(BB )~ [ (5 4B

k41
n
tk:

with B the piecewise linear approximation of B along the dyadic
partition II"”, and ~ meaning that the difference between the two terms
is less than C27" with 6 > 1.

On the other hand, using the relation f(x) — f(y) = fol Vf(x+
7(y — x))(y — ) dr and the change of variable 7/ = 2"7  we get that
for k=0,...,2",

d

> (fi(By,,) = fi(By)(Biy, — Biy)

i=1

k+1 afl n . . ; . .
_ / Z SIBI)(BY,, - BBy, — Biy)2" ds
tn 1]:1 ]

k

~ V[(By)(By,, — Br) ® (By, — By).

With (45), s(B,,) = 3(B: — Bs) ® (B; — B;). This implies that
d

On the other hand, let us remark that if M, = a(Btn 0, .), then

By,,) = [i(By))(By | — Bip) = V[(By)s(Byg,,).

l\')l»—t

..........

(.7:,5),520 is the filtration of the Brownian motion. In addltlon

617

B[(M)?] < o5

Hence,

-1 2
6T2
E (Z Vf(Btn) (Bt”tg+1)> = on IV flloo
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and the latter term converges to 0 in probability. The convergence of
the Stratonovich integral in probability follows from the last conver-
gence and the almost sure convergence of the rough path approximation
given in (66).

Regarding the It6 integrals, we lift the Brownian motion B as a
Brownian motion B’ with mg2(B’) = B and

t t
) . ) ) ) . 1
Moo, (BY) = [ (Bi- B)aBi = [ (BL- Bi)o dBl - 3ot
0 0

However, let us note that the anti-symmetric part a(B’) is equal to the

anti-symmetric part of a(B). Indeed, due to the Wong-Zakai theorem

[TW89], B is a geometric rough path, while B’ is not a geometric rough

path. From the previous computations, we get easily that

1< [T of, T
mea(3(B50.7) = 3 0(B:0.1) 3 3 [ FEByas= [ (s a.
i=1 !

and thus B’ gives rise to the Ito integral. The effect of the bracket
terms ¢ — (B’, BY), = 6, jt on J(B’) with respect to J(B) in studied in
Section 7.5.

9. SOLVING A DIFFERENTIAL EQUATIONS

The theory of rough paths may be applied to solve differential equa-
tions, since one can transform integrals into differential equations using
a fixed point principle. Indeed, as noted in Section 8.2, most of the
ideas from the rough paths theory comes from the developments around
iterated integrals as a way to deal formally with ordinary differential
equations. Thus, the algebraic structures we used were introduced
in the context of differential equations, not integrals (see for example
[Magb4, Cheb7, Str87]... and also [Yam79, FNC82, BA89, Cas93]... on
Stratonovich stochastic differential equations).

We wish now to consider the following differential equation

t
(67) v = o+ / g(ys) d,
0

where z is an irregular path. We assume that z lives in R?, and y lives
in R™. We denote by {e1,...,eq} (resp. {€i,...,€,}) the canonical
basis of R? (resp. R™). If one wishes to interpret this integral as a
rough path, one has first to transform the vector field

9z = > ékgf(Z)ai
d (2
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into a differential form h which is integrated along a path (z,y) living
in R? @ R™. For this, the natural extension is

d
h(z,2') = Z ergr(2)e’ + Zei e, zeRY 2 e R™,
o i=1

i:17 )
k=1,....m

Hence, if x is smooth and (67) has a smooth solution v,

t
(20, ) = (20, %0) + / B, ys) (s, ys) = (0, 90) + / h.
0 (@,9)10,4)

In order to deal with an irregular path x, the last integral will be
defined as a rough path, which means that we shall consider a rough
path z living above (z,v), in the tensor space T;(R? @ R™). We have
also to extend the differential form h. For (z,2') € R? @ R™, define by
€1, rigrm)(h) (2, 2') the linear form on To(R* & R™) by

Crymigrmy (h)(2,2) = h(z,2) + > &
i=1,.d
k=1,....m

+ Y meud(g)eded+ Y aoe-dod
kf=1,..,m iG=1,0d
ig=1.d
+ Z e ®e;gi(2)e' @ el + Z e ®ergi(z)e' @ e
k=1

JeeeyM k=1,....m
1,7=1,...,d 1,7=1,...,d

We then use Remark 15 to transform this linear form into a differential
form on T;(R? @ R™). The idea is now to apply a Picard iteration
scheme. Define by J the integral with respect to the differential form
h. If z° is a rough path in C*([0,T]; T;(R? & R™)) lying above (z,y")
for some path y° € C*([0,T];R™)) and 7r, (ge)(2z°) = x, then set re-
cursively z*™! = J(z*). The problem is to study the convergence of
(2")ken.

Definition 8. A solution of (67) is a rough path z living in T} (R¢®GR™)
with zg = (2o, 0, 0) and such that J(z;s,t) = z,; forall0 < s <t <T
and 7, (re)(z) = X.

Let us start our study by the following observation: from the choice
of h, le(Rd)(zk) is equal to x, whatever k. In addition, to compute
zF ) we need x = 7w, (ga)(2"), Trm(2") and mpmggra(2¥). If 2" lies
above (z,y"), the last term corresponds to the iterated integrals of y*
against x.

For proofs, the reader is referred to [Lyo98, Section 4.1, p. 296],
[LQO2, Chapter 6, p. 148] and to [LV06].
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Theorem 4. Let x be a rough path in C*([0,T); T1(RY)). Let gi,...,ga
be vector fields on R™ with a bounded derivatives which are k-Hélder
continuous with (2 + k) > 1. Then there exists at least one solution
to (67) in C*([0,T]; T1(R? & R™)).

If g1, ..., gq are vector fields on R™ that are two times differentiable
with, fori,j,k=1,...,d, Oy,g; which is bounded and 0216’%_91' which 1s
bounded and k-Holder continuous with a(2 + k) > 1, then the solution
of (67) is unique and x — z is continuous from (C*([0, T]; T1(RY)), || - ||a)
to (C((0, T); Ty (RY & R™), | - ).

Remark 18. The map x +— z is called the [t6 map. Its differentiability
is studied in [LQ98, LQO2], in [LLO6b] (for o > 1/2) and in [FV0S].

Here again, because of the continuity of x +— z, we get that if x
belongs to C*([0, T]; G(R?)), then z € C*([0, T]; G(RY @ R™)) and if x
belongs to C%*([0,T]; G(R?)), then z € C**([0,T]; G(R? @& R™)).

Finally, the solution of (67) may also be interpreted using an Eu-
ler scheme, as in [FV08], following [Dav07]. In addition, A.M. Davie
proved in [Dav(07] that there exists a unique solution of g; are of class
C?, and that the solution may not be unique of g; has only Holder
continuous derivatives.

APPENDIX A. CARNOT GROUPS AND HOMOGENEOUS GAUGES AND
NORMS

Let (G, x) be a Lie group, and (g,[-,-]) be its Lie algebra G is a
Carnot group of step k [Mon02, Bau04] if for some positive integer k,
g=Vi®&Vy®--- @V, — this decomposition being called a stratifica-
tion — with

[Vi,Vi] =V, fori=1,...,k—1and [Vy, V] = {0},

where [V;, V] = {[z,y]|r € V;,y € V;}. A Carnot group is naturally
equipped with a dilatation operator dy(z) = (A¥al, ...  \%zF) with
2" € exp(V?') and some positive real numbers «y, . .., ay, where exp is
the map from g to G. This dilatation operator shall verify d,(z x y) =
dr(x) x dx(y). If the dimension of V; is finite, the real number N =
a; dim(Vy) + -+ - + . dim(Vy) is called the homogeneous dimension.
On G equipped with a dilatation operator 9§, an homogeneous gauge
is a continuous function which maps x into a non-negative real number

||z|| such that ||z|| = 0 if and only if x is the neutral elements of G,
and for all A € R, [[ox(2)| = A - ||z
An homogeneous gauge is an homogeneous norm if ||z~ 1|| = ||z|| for

all x € G. In addition, this homogeneous norm is said to be sub-additive
if ||z x y|| < ||z]| + |ly|| for all z,y € G.

If V; is of finite dimension, then a homogeneous norm always ex-
ists [F'S82]. For this, equip the Lie algebra g with the Euclidean norm
| - | and denote by exp the canonical diffeomorphism from g to G. For
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xr € g, let r(x) be the smallest positive real such that |0,z| = 1,
which exists, since |d,z| is increasing from [0, +00) to [0,4+00). Then,
fory € G, |ly|| = 1/r(exp™! y) defines a symmetric homogeneous norm.

Two homogeneous gauges || - || and || - || are said to be equivalent if
for some constants C' and C’, C||z|" < ||z|| < C'||z||’ for all z € G.

Proposition 10 ([Goo77]). If the dimension of Vi is finite, then all
the homogeneous gauges are equivalent. In addition, for a homogeneous
gauge ||-||, there exists some constant C' and C" such that ||z < C||=||
and

|z x y| < C'(|z| + |y]),
for all x,y € G.

Proof. If exp~!(x) is decomposed as yy, ..., y, with y; € V; for z € G,

then set |z = Y25 |y;]'/?, where | - | denotes the Euclidean norm on
each of the finite-dimensional vector space V;. It is easily verified that
|z| is a homogeneous gauge. Let || - || be another homogeneous gauge.

Set p(z) = ||z||/|z|". Then ¢ and 1/¢ are continuous on G\ {1}, where
1 is the neutral element of G. As {x € G||z|' = 1} is compact, we easily
get that ¢ and 1/¢ are bounded, and then that for some constants C
and C’, C < ||z|| < " when |z|" = 1. This implies that || - || and |- |
are equivalent by using the dilatation d;/, for a general .

The other results are proved in a similar way by using ¢(z)

== /Nl and (2, y) = [l < yll /(=] + [[y]])- O

It follows that any homogeneous gauge can be transformed in an
equivalent homogeneous norm by setting ||z||" = ||=|| + [|z~!].

The notion a Lipschitz function is then extended to homogeneous
gauges.

Definition 9. If (G, x) and (G/, x) are two nilpotent Carnot groups
with homogeneous gauges || - || and || - ||, then f: G — G’ is said to be
Lipschitz if for some constant C,

1f() 7 x f)ll < Clla™ x |
for all z,y € G.

The group (A(R?),H) (and thus (G(R?),®)) is obviously a Carnot
group of step 2 with V; = R? and V, = [R? R?], and d,(x) = (Az!, \?z?).
Its homogeneous dimension is 4. Homogeneous norms and gauges are
easily constructed. It is sufficient to comsider ||z| = |o!| + \/|22],
|z|| = max{|z!|, \/|22|} either on A(R?) or G(R?). Of course, if || - || is
a homogeneous gauge on A(R?), then || - ||’ defined by ||z|" = || log(z)||
is a homogeneous gauge on G(R?).
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APPENDIX B. THE BROWNIAN MOTION ON THE HEISENBERG
GROUP

We have seen in Section 8.4 that the Brownian motion is naturally
lifted as a rough path and then that the integrals correspond to the
usual Ito or Stratonovich integrals.

The tangent plane of A(R?) may be identified with A(R?), and we
denote by 0, 9, and 9, the basis of T,A(R?) at a point & which is
deduced from the canonical coordinates eq, es and [eq, e].

Let V!, V2 and V3 be the left invariant vector fields that goes
through 0 and that coincide respectively with 0,, 0, and 0, at this
point.

For example, for a € A(R?) and all z € A(R?) and smooth function f
on A(R?), Vif(aBz) = V'foL,(z) where L,(z) = aBz fori = 1,2, 3.
We have seen in Section 6.12 that the V*’s are decomposed in the basis

{0,0,,0.} as
1 1
vi=9, — §y82, V2= Oy + §m8y and V3 = 0,.

We remark that [V, V?] = V3 and [V?, V7] = 0 in all the other cases.
The tangent plane at any point of A(R?) is then equipped with a scalar
product (-, -)) such that ((V*, V7)) = ¢, ; fori,j = 1,2, 3, i.e., for which
{V1, V2 V3} forms an orthonormal basis. With this scalar product,
A(R?) becomes a Riemannian manifold.

Let B = (B',B?) be a two dimensional Brownian motion, and
B™ = (B™',B™?) for n = 1,2,... be a family of piecewise linear ap-
proximation of B along a family of deterministic partitions whose mesh
decreases to 0.

We then consider X the solution of the Stratonovich SDE

t t
X, = / ViX,)o dB! +/ V3(X,) o dB?
0 0
as well as the solutions X" of the ordinary differential equations
t t
Xp = / VHX™) o dBI" + / V(X" o dB>".
0 0

Using the decomposition of the V* on the coordinates {0,,dy, 9.}, we
get that
X, = Ble; + B?ey + A(B*, B%0,t)[ey, eq)

where

I 1 [

2A(B', B%0,t) :—/ Blo dBf——/ B%o dB!

2 Jo 2 Jo

is the Lévy area of (B!, B%). The process X, we have already men-

tioned in Section 8.4 is the Brownian motion on the Heisenberg group.
Similarly, we get that

X} = B/™ey + B}"ey + A(B ", B>™;0,1)e1, €3]
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and one knows from the Wong-Zakai theorem [ITW89] that X™ converges
in probability to X (with a dyadic partition, we get an almost sure
convergence in the a-Holder norm for any o < 1/2 [Sip93, CL05]). Let
us note that the piecewise smooth curves X" are horizontal curves, so
that in this case, the natural approximation of X € C%([0, T1; A(R?)) is
provided by the piecewise linear approximations of (B!, B?) naturally
lifted as paths in A(R?). Many processes shares this property : see for
example [CQO02, CL05, Lej06].

This is a special case of a Brownian motion in a Lie group. Its
short time behavior and its density have been already widely studied:
see for example [Gav77, A*81, Bis84, BAR9, Bau04], ... From the
Hormander theorem, as {V!, V2 [V V?]} spans the tangent space at
any point, one knows that for any ¢ > 0, X; has a density on the
three dimensional space A(R?), although it is constructed from a two
dimensional Brownian motion. The infinitesimal generator of X is

Lo Lo
L= (V) +5(V)
1 1 1 1 1
— 5@5 + 585 - §x8§y — 5yaiw + g(:ﬁ + y*)02.
This is an hypo-elliptic generator.

APPENDIX C. FROM ALMOST ROUGH PATHS TO ROUGH PATHS

C.1. Theorems and proofs. In this Section we prove Theorem 2 on
almost rough paths, which we rewrite in a more general setting than
with Holder continuous norms.

Weset Ay = {(s,t) € [0,T]?|0 < s <t <T}. A control is a function
w: A, — R, such that w is continuous, w is super-additive, i.e.,

VO<s<t<u<T, w(st)+w(tu) <w(su)

and w(t,t) =0 for all t € [0,7]. If w is super-additive and 6 > 1, then
w? is also super-additive.
We recall that for z = (&, 2!,2?) in T¢(RY) with £ = 0 or £ =

1, we have defined [|z| = max{|z'],/3[2?[}. We also set [z|, =

max{|z![,|2%|}. These two norms are not equivalent, but they define
the same topology.

For a continuous path x with values in T;(R?), we introduce the
norms

||X||p,w = sup M
o<s<t<T W(S,1)1/P
and 1 2
X X
HX“*pw = Sup max | 57t| ’ ‘ s,t’
D 0<s<t<T M(S7t)1/10 w(s’t)Q/p

with x! = 7pa(x) and x? = TRagra(x). Let us note that ||x]|4 . is finite
if and only if ||x]|,. is finite. Hence, we denote by CP*([0,T]; T;(R?))
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the space of continuous paths with values in T;(R?) for which ||x|[, .
(or equivalently ||x||+ . is finite. We rewrite the first part of Theorem 2
with a control w.

Remark 19. The case of a-Holder continuous paths corresponds to
w(s,t) =t — s and p = 1/a. All the results we gave about the exis-
tence of the integral, solving a differential equation, ... may be written
using a control w(s,t) instead of w(s,t) = t — s and the appropriate
norms || - [[po and || - ||+ pw. Similarly, we are not bound to use dyadic
partitions, although some results may be related to dyadic partitions
(see for example [CL05] for an application to semi-martingales), and it
is in generally computationally more simple.

Theorem 5. Let (Xy4)(sen, be a family of elements of T1(R?) such
that for some 6 > 1, K >0,

(68) 1x|lpw < +00 and ||Xst — Xsr @ Xyt < Kw(s,t)e

for all (s,t) € Ay. We call such a family an almost rough path con-
trolled by w.
Then there exists a rough path 'y in CP<([0,T]; T1(R%)) such that

(69) 1ys = Xselle < Cuo(s, )"

for some constant C' that depends only on K, 0, p, w(0,T") and ||X||,p..-
In addition, y is unique up to the value of yq.

In addition, if xs; belongs to G(R?Y) for any 0 < s <t < T, theny
15 a weak geometric rough path with p-variation controlled by w.

We give two proofs of this theorem. The first proof concerns the gen-
eral case, and is taken from [Lyo98]. The other proof is a simpler proof
in the case w(s,t) =t — s, which is adapted from [FALPMO08|. For inte-
grals, where x,; = f(2,)zs, for some rough path z of finite p-variation,
one can find some increasing, continuous function ¢ : [0, 7] — Ry such
that z o ¢ is Holder continuous (See [CG98] and [CLO5] for an example
of application in the context of rough paths), so that in many cases,
one can consider that w(s,t) =t — s (as the integral of a differential
form along a path in insensitive to change of time).

Proof. Let us remark first that if o™ = @, (1+«;) with a; € To(R?),

then
OC(n) :1+ZQZ+Z Z Oéi®04j.
=1

i=1 j=it1
Hence, if @™ = @I, (1+@;) with &y = a, +( for some k € {1,...,n}
and @; = a4, 1 # k, then

n k—1
(70) aW=aM4+(+(® Y ai+ ) e
i=1

j=k+1
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Let us set for a partition 7 = {t, }7Z] of [s,#] witht; = sand t,,, = t,

(71> Xg:ﬁ) = ®th,tk+1‘
k=1

We set Xijgw) = Tgd (xgﬂ?) and x|, = ma(xs;). Let {t;} be some point

of m (except s, t), and set 7 = 7 \ {¢;}. Then
1,(m 1,(7
XS,§ ) - Xs,t( ) = Xl:flil,ti + Xl}i,th_l - Xii_l,tzq_l'
For a partition m = {t;};=1.. n41 with n+ 1 points in [s,t] and ¢; = s,
tnt1 = t, we pick a point ¢; such that w(t;_1,t;41) < 2w(s,t)/n. This
is possible if n > 3 thanks to Lemma 2.2.1 [Lyo98, p. 244]. Then

- 20
1,(m 1,(7
™ = %) < K Gus 1)’

If n has 3 elements {t1,s,t3} with t; = s and t3 = s, then \x;’,@ —
Xst| < Kw(s,t)?. Thus, by summing from k& = 1,...,n by choosing
carefully an element of the partition to suppress, we get that

(72) ™ = xL,| < 2°C(0) Kw(s, )’

with ¢(0) = >, -, 1/n’. This is true for any partition 7, whatever its
size. -

Let us consider now a sequence of partitions 7™ of [0, 7] whose meshes
decrease to 0. We set 7"[s,t] = (7" N [s,t]) U {s,t}. Then for any

(s,t) € Ay, (xl’(ﬂn[s’t]))neN has a convergent subsequence.

s,t
1,(m"k[s,t])
One can extract a subsequence (n)ren such that (x; )ken con-

verges for any (s,t) € A;, s,t € Q. We denote by y,; one of the
possible limits for (s,t) € Ay, s,t € Q. With set K; = K29¢(6) and
with (72), we get that

(73) st — x4, < Kiw(s, 1),

As w is continuous and xj, converges to 0 as [t — s| — 0, we may
extend y by continuity on A,.

In addition, for 0 < s <r <t <T and r € ", then

Xizgﬂ'"[s,t}) _ Xizgw"[s,r]) + Xi:lgﬂ"[r,t})'

Choosing the partitions 7" such that 7" C #"*! and 7™ C Q for each Q,
we get that, by passing to the limit for » € 7™ for some kg and s,t € Q,
we get that ys; = ys,+yr:. Using the continuity of y, this is true for any
0<s<r<t<T. Wedefine y; = yo; and remark that ys; = vy — ys.

Now, let us consider another function z on [0, 7] with values in R?
and satisfying |z, — 2z, — x1,| < 2°C(0)Kw(s,t)? for all (s,t) € AL

Since

(e = ys) = (2 — 2)| < My — ws) — %0+ (2 — 25) — %,
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for r € [s,t], (s,t) € AL,
(ye — ys) — (20 — 25)] < 2Kqw(s, 1)’

Thus, 7 = vy — 2 is controlled by w? with § > 1 and is necessarily
constant. Otherwise,

Ye—1jo| < Z ’@gﬂ—@ﬂ < 2Kjw(s,t)  sup  w(ty, ZJH)BA
k=0,...,27 -1, tp<t k=0,...,27—1

and this converges to 0.

We have now to construct the second level of the rough path. For this
purpose, we set zs; = 1 + vy — Y5 + Tragra(Xs,), and, for a partition
with s and t as endpoints, we define zg? as Xg? in (71) with z instead

of x. Let us note that z is also an almost rough path, since

2 2 2 1 1
Zst — Zsy O Zrt = Kot = Xsr = Xyt — Xgp ® Xt

— (25, — le",t) ® Zi,t + Z;,r ® (Zi,t - X71~,t)

s,T

and therefore with (73),
||Zs,t - Zs,r ® Zr,t”* S K2W(S7t)9

where Ky = {K + 2K (K + [|X||sp0)w(0, T)/P} w(s, t)’.

For 0 < s <t < T and 7 = {t;};=1._n+1 a partition of [s, ] with
n + 1 points and t; = s, t,41 = t, then for some i € {2,...,n} and
T=m\{t:},

HZS? - ZS,?H* < Kow(ti1, i)’
One may choose t; such that w(t;_1,%;41) < 2w(s,t)/n. Hence, as
previously,

(74) 1207 = z04]], < 2°C(0) Kow(s, t)’.

Then, the same arguments apply and one can show that for all (s,t) €
A, there exists y,; € T1(R?) such that mre(ys:) = y: — ys, where y
was the function previously defined at the first level, for all 0 < s <
r S 13 S T7 Ysit = Ysr ® Yot and ||ys,t - Xs,t”* S K3(.d(8,t)0 with
K3 = K52°C(0). In particular, y is continuous on Ay and ¢ — yq, is a
rough path in CP*([0, T]; T1(R%)) lying above .

Let ¥ be another rough path in CP([0,T]; T;(R%)) lying above y
and such that ||¥,; — X.|l« < Ksw(s,t)’. Hence,

Vst = ¥sells < |yz,r - Zg,r| + ’yit - Z?ﬂ,t| + |S’\§,r - Zg,r‘ + % - Z?,t’

forall 0 < s <r <t <T. As previously, it follows that y,; = ¥, for
all (s,t) € Ay,

This proves that y is unique up to to an additive constant.

The question is now to know whether or not y is also the limit of
(x(™)),en for a family of partitions (7"),cx whose meshes decrease
to 0.
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With the notation from the beginning of the proof, if {a;}i—1_, is
a family of elements in To(R?) and {n;};=1.. , belongs to R%, then

n

®(1+0‘i+77i):®(1+ai)+zni+ini® >

i=1 i=1 i=1 i=1 j—i+1

+Zaz® Z m+Zm >

j=i+1 J=i+1

Now, let us set a; = xy,4,,, and n; = yw+1 for some partition 7 =
{t:}iz1....n41 Of [s,t]. Then for some constant C,

Zm

This last term converges to 0. Finally, let us remark that

ZOQ@ Z = i (i&) ® 1.

j=i+1 7=2 i=1

< ZC’lw titir1)? < Cw(0,T) sup w(ti,tiyr)?™

i=1 7'177

But from (72), for k € {2,...,n},

>l -

It follows that for some constant Cy depending only on ||x||, ., K7,
w(0,7), 6 and p that

(5]

j=2 \i=1

1,(wN[s,tx])
S tk

< Kyw(s,0)” 4+ [X[|pww(s, )7,

< Cow(s,t) sup Wt tivr)?™
1=2,....,n

Similarly,

< ng S t) sup w(ti,tiﬂ)e*l

=1,...,n—1

ZW > o

j=i+1

and

< Kiw(s, t)? sup w(ty, ti1)* 2
i=1,...,n

n—1 n
Sne Y
i=1

j=it+1

It follows then that for some constant C3 depending on C5y, K7, 6 and
w(0,7),

7 = 27l < Cowls, ) sup wits, tia)"
This proves that if (7"),ey is a family of partitions whose meshes con-

verge to 0 as n — oo, then Xit ) converges to ys;. In addition, com-

bined with (73) and (74) this gives (69).
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The last assertion of this theorem follows from the fact that x(™
belongs to G(R?) if x4, belongs to G(R?), which is a closed subgroup
of Tl(Rd). O

Proof of Theorem 5 (Alternative proof for w(s,t) = Ki(t — s)). Let us
define a distance on T1(R?Y) by d(z,y) = ||z — yl|,. Let us note that
(75) d(z © 2,y ®@ z) < d(z,y)(1 + [|z[|,)
(76) and d(z ® z,z ® z) < d(x,y)(1 + [[].)
for all z,y, 2 € Ty (R?).

For0 <s<t<T,letussetr = (t+s)/2,x], = X,; and recursively,

Xot! =Xy, @ X,
By the triangular inequality,

n+2 n+1 n+1 n+1 n+1 n n+1 n n n
d(xs,t JXs,t ) S d<Xs,r ® Xr,t 7Xs,r ® Xr,t) + d(xs,r ® Xr,t? Xs,r ® Xr,t)‘

With (75) and (76),
(77) deg® xaih) < d(y =) (1+ [0 )

+d(e X ) (1 (1)

S,

Let us set
Vo(r) = sup d(x?f,xzt) and hp(7) = sup x|
0<s<t<s+T 0<s<t<s+T1
From (77),

Va1 (7) < 24 hn(7/2) + hnia (7/2))Vau(7/2)
Let us choose 2 < k < 2%, As V(1) = K(t — s)?, the quantity

Vir)=) w"Vo(r/2")

is finite. We remark that
Pt (T) < ho(7) + V(1) < ho(7) + V(7).

Let us fix 79 such that 1+ ho(70)V (79) < x/2. This is possible since
ho(7) and V(1) converges to 0 as 7 decreases to 0. Assume that

(78) V(1) < k"Vo(1/2") for 7 < 79

For 7 < 79, 247, (7/2) 4y 1(7/2) < K and then V,, (1) < k"7 (7/27),
Then, (78) is true for any n € N and Y. ., Va(7) < V(1) converges.
This means that (xZ,),ey is a Cauchy sequence for all (s, t) € A, such
that t —s < 7.

Let us denote by y,; the limit of (x{,)nen, Which is continuous in
s and t. This limit satisfies ys; = ys,r ® yrr with r = (£ + 5)/2. In
addition, d(yss, xs¢) < C(t — s)? for some constant C. We extend
Ysu to (s,t) € Ay by setting yo; = yumm @ -+ Qyy for the

m tm
am _1sYom
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partition t" = s+ i(t — $)27™, i = 0,...,2™ when m is large enough
so that (t — s) < 792™. We easily get that y is mid-point additive, that
y does not depend on m, is ys; = ys, ® yrt for ¥ = (t + 5)/2 and
satisfies d(y, xss) < C'(t — 5)? for (s,t) € A, with possibly another
constant C”.

Let us now prove that y is unique. If z be another function from
A, — T1(RY) which satisfies

(79)  Zss = 25, @ 2,y for r = (t +5)/2 and d(z,y,%.;) < C'(t — 5)°

for some C’ > 0 and any (s,t) € Ay. For (s,t) € Ay and r = (t+s)/2,

d(YS,ta Zs,t) S d(YS,ty yS,T ® Zr,t) + d(YS,r ® Z'r,ta Zs,t)
< d(Yrty Zrt) (14 [[Ysrlle) + (Vs Zsr) (1 + (|20 4] )
< K(T/2)W(7/2),

where W(7) = sup,<;<s, d(Yst, 2s) and

A(T) =24 sup |lyselle+ sup lzgll-

0<t—s<rt 0<t—s<rt
Thus, W(r) < kW (7/2). Now, let us note that

W(r) < sup (d(ys,t,x&t) + d(zs,t,xs,t)) < 207°.

s<t<s+T

Then, if 7 < 79 with k(1) < 27,

. " Cr(m)"7?
W(r) < wln)"W(r/2") < Seney 7w

0,

which means that W (7) = 0 for 7 € [0, 79]. Using the fact that both y
and z are mid-point additive, we get that y,, = z,, for all (s,t) € Ay
and that y is unique.

Now, let us fix (s,t) € AL and n € N. Set

Zot = Yinapr Q- QY n

n—1"n

for t = s+ (t — s)i/n. Let us note that for r = (t + s)/2,

t+ s
Zst = Zsr ® Zyy for s = %7 (S7t) S A—l—.
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It follows that

n—1
d(Zst,Xst) < d ®Yty,tg+17Ytg,t;1 ® Xyn im
i=0

+ d(Yigp @ Xepags Xep iy @ Xepan) + d(Xep ap @ Xig s Xep a7

n—1
<d ®Yt;L,t;L+1,Xt?,tg (I + llyemeell)
i=1

+ d(Ytg,t{L; th,t{i)(l + HXt{L,tSH*) + K|t - 5‘0

n—1
t—s|?
< Cud <® Yt?,thl,xt{b,tg> + K’t - 3‘9 + CQ%
=1

for some constants C; and C5 that depend only on T, K and Kj.
Applying the same computation recursively leads to

d(zs,tuxs,t) S C3|t - 8‘0

for some constant C5 that depends on K, T, K; and n. We have pre-
viously proved that any function z : A, — T(R%) which satisfies (79)
is equal to y, so that ys; = ®?:_11 Yergr,, - Then, ysi = ¥ssipi—s) @
Ystp(t—s), for all p € Q. From the continuity of (s,t) € Ay — y,, we
deduce that y,, @ y,+ = ys. for any r € [s,t], (s,t) € AL O

Theorem 6. Letx andy be two almost rough paths satisfying both (68)
with the same constants K and 6.
(i) Assume that there exists an € > 0 such that

1% = ¥llpe < e

Then there ezists some function € — K (g) that depends only on K, 6,
w(0,7), [|x]lspw and ||¥|l«pw such that the two rough paths X and 'y
associated to x andy by Theorem &5 satisfy

X = ¥l pew < K(e)
with K(g) to 0 as e — 0.
(i) If in addition for all (s,t) € AL,
|Xst — Xsr @ Xyt — (Yt — Ysr @Yrt)|lx < ew(s, t)97
then K(e) = K'e for some constant K’ depends only on K, 0, p,
w(0,T), X[l pw and [[yllpw-

Proof. We prove first the statement (ii) of this theorem. We use the
same notations as previously. For a partition m = {t;},=1__, of [s,?]
with t; = s, t,11 = t, we consider Xgr) and yg? as above.

We pick a point ¢; in 7 such that w(t;_1,%;41) < 2w(s,t)/n. Hence,
for

6 = Xt;_1,t; ® Ktgtizr = Xty_1,tigr — Ytima,ts ® Yititita + Yti_1tivas
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we get that, with (70),

S e (T el
S ng* (1 + Z ’X%j,tj+1 - ytlj,tj+1|>
j=1,.m j#i
where x|, (resp. y;,) is the projection of x,; (resp. y;) on R,

With (72), we get that for some constant C' that depends only on
K7 9? b, w<07T)7 HXHP,W and Hpr:uﬂ

2 : 1, 1,
’thj,tj+1 - ytlj7tj+1 ‘ S |X8,IE7T)‘ + ‘ys,t(ﬂ-)’
Jj=1,...,n .73&7’

< (Cw(s,t)" 7 + iy e,

Thus, for some constant K,

wpw T [X[pw)w(s, 1)

s,t s

T T T T K
%5~ x7 — (7~ ¥ D) < =g, )

It follows that by removing successively all the points of 7 carefully,

%57 = xoa = (05 = you) e < £C(O) Keo(s, 1)’
As we have seen that x(™ and y(™ converges to X,; and y,;, we deduce
that

Rt = Xet = (Vor = Yar) l« < eC(O)Kw(s, 1)’
The result is then easily deduced.

Now, to prove the statement (i), we have just to remark that for
some 1/60 <n <1,

||Xs,t - Xs,r X Xr,t - YS,t + YS,T X YT,tH*
S 2n_1(||xs,t — Xs,r & XT,tHZ + ||yg,t — Ys.r & yr,tHZ)
X (HXs,t - YS,tH* + ||X5,r X Xr,t - YS,T ® yr,tH*)l_n
< Cuw(s, t)n9+(1—n)/p51—n

for some constant C' that depends only on 7, 8, w(0,T). and then to
apply the result of (ii) by replacing ¢ by =" and 6 by n6. O

C.2. An algebraic interpretation. We give now an algebraic inter-
pretation of this construction, which is strongly inspired by the one
given by M. Gubinelli in [Gub04].

Let us consider the sets

Al = [O,T], AQ :{(S,t)‘OSS StST}
and Az = {(s,m,t)|[0<s<r<t<T},

as well as C; be the set of functions from A; to Ty(R?) for i = 1,2, 3.
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Let us introduce the operator from C; U Cy to Co U C3 defined by
0(X)st = X' ®@xy, (5,t) € Ay, x €Cy,
5(X>s,r,t = Xt — X, & Xr,ts (57 T, t) € A37 X c C27

so that 0 maps C; to C;yq, © = 1,2. Let us note that if x € Cy, then
§(0(x)) = 0, so that the range Range(djc,) of dj¢, is contained in the
Kernel Ker(djc,) of djc,. Indeed, we get a better result.

Lemma 21. The range of dic, is equal to the kernel of dic,, and d is
injective from Cy(z) into Co where Ci(x) is the set of paths x in C; with
xg = x for x € T1(R?). In particular, when restricted to Range(d¢, (z)),
0 1s invertible.

Proof. We have already seen the inclusion of Range(djc,) in Ker(djc, ).
Now, let x € C; be in Ker(djc,). Then set y; = xo;. As §(X)osr =
yi—¥s @xs, = 0, we get that x,;, =y, ®y, and thus x = 6(y). This
proves the result.
If two paths x and y are distinct in Cy(x), then §(x)o; = 27! @ x; is
different from 6(y)o; = 27 '®y; and § is injective from C; (z) into Co. I

Given a rough path x, which then belongs to C; and a differential
form f, the integral J(x) = [ f(x)dx is also a path in C;(0). The idea
is then to consider an approximation of J(x;s,t) for t — s small, and
to project it on the range of dj¢,(,). Of course, the approximation of
J(x;s,t) shall be close enough to the range of dic, (a).

For p > 1 and 6 > 1, we define the distance dy,, on Cy by

T
D,yp.(xX,y)= sup ——F——
oy)= sw ey

To simplify the notation, we extend djc, as a function defined on A? x
0, 7] by setting §(x)s,, = 1if r & [s,t]. For a fixed r € [0,T], 9.,,.(x)
is then a function in C,.

Theorem 5 is the rewritten the following way.

Theorem 7. For K, K' >0 and 6 > 1, we denote by B(K, K',0,p,w)
the subsets of functions x € Cy for which

1%][spw < K and sup D, w(0(x).,.,0) < K.
rel0,7]

Then to any x in B(K,K',0,p,w) is associated a unique element X
Ker(dic,). In addition, for some constants Cy and Cy that depends only
on K, K', 0, p and w(0,T),
X4 pw < C1 and Dy p0(x,X) < Cs.
In addition, if the distance ©, ;¢ is defined on Ug r~oB(K, K',0,p,w)
by
Oupow(xy) = max{([x — yllipw, deow(x,¥)},
then this map 11 : x — X is locally Lipschitz with respect to Oy g
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From the definition, an almost rough path x of p-variation controlled
by w belongs to Uk x~oB(K, K',0,p,w). It is then “projected” on an
element I1(x) in Cy in the kernel of d¢,, which is also equal to the image
of d¢,(1)- The reciprocal image of II(x) gives then a rough path in
([0, T]; Ty (RY)).

Given an element f in Lip(y;R? — R™) with v > p — 1, the map
§(f,x) defined by (61) define an element of Co. The integral J may
then be defined as the composition of the maps

J= 5‘2}(1) ollo g(fa ')7

which corresponds to the construction given in Section 7.4.
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