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YET ANOTHER INTRODUCTION TO ROUGH PATHS
ANTOINE LEJAY

ABSTRACT. This article provides another point of view on the the-
ory of rough paths, which starts with simple considerations on ordi-
nary integrals, and endows the importance of the Green-Riemann
formula, as in the work of D. Feyel and A. de La Pradelle. This
point of view allows us to introduce gently the required algebraic
structures and provides alternative ways to understand why the
construction provided by T. Lyons et al. is a natural generaliza-
tion of the notion of integral of differential forms, in the sense it
shares the same properties as integrals along smooth paths, when
we use the “right notion” of path.

1. INTRODUCTION

The theory of rough paths [Lyo98, LQ02, Lej03a, LCLO6] is now an
active field of research, especially among the probabilistic community.
Although this theory is motivated by stochastic analysis, it takes its
roots in analysis and control theory, and is connected also to differential
geometry and algebra.

Given a path x of finite p-variation with p > 2 on [0, 7] with values
in R? or an a-Hélder continuous path with o < 1 /2, this theory allows
us to define the integral fx f of a differential form f along x, which is

[ f= fOT f(x) dx,. Using a fixed point theorem, it is then possible to
solve differential equations driven by x of type

t
Yi = Yo +/ 9(ys) das.
0

The case where p < 2 (or a > 1/2) is covered by the Young inte-
grals introduced by L.C. Young in [You36]. Some of the most common
stochastic processes, including the Brownian motion, have trajectories
that are of finite p-variation with p > 2. So, being able to define almost
surely an integral along such irregular paths is of great practical inter-
est, both theoretically and numerically. Yet we know it is not possible
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2 ANTOINE LEJAY

in general, and integrals of type Itd and Stratonovich are defined only
as limits in probability of Riemann sums.

Introduced in the 50’s by K.-T. Chen (see for example [Che58]), the
notion of iterated integrals provides an algebraic tool to deal with a
geometrical object which is a smooth path, and allows us to manip-
ulate controlled differential equations using formal computations (see
for example [F1i81, Isi95]).

The main feature of the rough paths theory is then to assert that, if
it is possible to consider not only a path x but a path x which encodes
the iterated integrals (that cannot be canonically defined if « is of finite
p—variation with p > 2), then one may properly define the integral Z =
fo xs)dxs and solve the differential equation y; = yo + fo g(ys) dxg
provided that f and g are smooth enough. In addition, the maps x +— z
and x — y are continuous, with respect to the topology induced by the
p-variation distance. The dimension of the path x, or equivalently the
number of “iterated integrals” to consider, depends on the regularity
of z. For p € [2,3) (or a € (1/3,1/2]), then one has to consider only
the iterated integrals of x along itself. This can be justified by the first
order Taylor development of fst f(z,)dz,:

t
(2.) [ (@] - a2) dt.
=1 ij= 18$] s

If z is a-Hélder continuous with o € (1/3,1/2] and one has succeed
in constructing KJ{(z) = f;(x{ — 29)dzJ, then one can expect that
|Kzﬁ (z)| < CJt — s]**. Hence, we will use to approximate fOT f(z,)dz,
the sums

—_

3

d
Zfz Ty ) ( k+1)T/n 'T;cT/n)

0 =1
n—1 d
k=0 ¢,5=1

and show it converges as n — 00. Hence, the integral will be defined
not along a path z, but along x,,; given by

Xst = (]_,Ié - wi s axf - ‘/L‘gv K;,7t1($)7 ceey st,;fd(x))v

S

i

kT/n,(k+1)T/n<5U>

where the first component 1 is here for algebraic reasons. The el-
ement x can be seen as an element of the truncated tensor space
T(R) =R ®R?® (R? ® RY). By similarity with what happens for the
power series constructed from the iterated integrals — sometimes called
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the signature of the path —, one has that forall 0 < s <r <t < T,
Xst = Xsr & Xty

where ® is the tensor product on T(R) (where we keep only the tensor
products of no more than 2 terms). In addition, it is possible to consider
the formal logarithm of x, and following also the properties of the Chen
series, we look for paths x such that log(x, ;) belongs to A(R?) = R ®
R4, RY], where [RY,RY] is the space generated by all the Lie brackets
between two elements of R?. This algebraic property allows us to give
proper definitions of rough paths and geometric rough paths from an
algebraic point of view. The articles [Lyo98, Lej03a] and the books
[LQO2, LCLO6| use this point of view.

As noted first by N. Victoir, since (T;(R?), ®) — the subset of T(R%)
whose element have a first term equal to 1 — is a Lie group, one may
describe x,; by X,; = (—xXq,5) "' ® %04, and then, instead of considering
the family (Xs:)ocs<t<r, one may work with the path x;, = xo,, which
lives in the non-commutative space (T1(R%),®). This provides some
simplifications on the statement of some theorems, but also opens the
door to look for more connections with differential geometry.

Shortly after the publication of the article [Lyo98|, other authors
provided alternative constructions of the differential equations and in-
tegrals, still by using some of the ideas provided by the theory of rough
paths. One of this work, from D. Feyel and A. de la Pradelle [FdLP05],
uses a point of view from the differential geometry and endows the im-
portance of the Gauss/Green-Riemann/Stokes formula to understand
the need to “enhanced” the path with more information to get a rig-
orous definition. Another approach, by M. Gubinelli, rather relies on
algebraic considerations [Gub04].

The idea of this article is then to justify the construction of the
algebraic structures (tensor space, Lie groups) needed in the theory of
rough paths from basic considerations on integrals of differential forms.
To simplify, we consider that the dimension d of the state space is d = 2
(for d = 1, there is no real problem, since any differential form is the
differential of a function and the controlled differential equation vy, =
g(y;) dx; is solved under reasonable assumptions on g by y;, = P ()
with ®'(z) = o(®(2)) if = is smooth and a density argument may then
be used: On that topic, see for example the work of Doss and Sussmann
[Dos77]). By considering all the pairs of components, it is easy to pass
from d = 2 to d > 2. In addition, we restrict ourselves to a-Hdélder
continuous paths, which is not a stringent assumption at all, since a
time change allows us to transform any path with p-finite variation into
a path which is 1/p-Hélder continuous.

Given a differential form, we wish to construct a map x — fx f which
is continuous on the space C* of a-Hélder continuous paths. If & > 1/2,
the existence of fz f is provided by the theory of Young integrals. We
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also get that x +— fx f is continuous on C* equipped with the a-Holder
norm. Yet we construct some sequence (z"),en of functions in C* that

converges to x in CP with 3 < 1/2, and such that fOT f () dz” does not

converges to [ f, but to fOT flzg)dzs + fOT[f, fl(zs) dps where [f, f]
is the Lie bracket of f and ¢ is an arbitrary function. This counter-

examples makes use of the Green-Riemann functions, and see that, if
one consider not a path x, but a path (z, ¢) with values in R?, then one
can extend the notion of the integral to C* with o € (1/3,1/2]. In some
sense, the third component records the area enclosed between that path
and its chord between times s and t. We can then provided an alge-
braic setting for describing such paths, still with a non-commutative
operation. Then, we construct paths with values in A(R?), a space of
dimension 3, where the first two coordinates corresponds to an “ordi-
nary” path in the Euclidean vector space R?. The non-commutativity
comes from the fact that the area enclosed between x -y — the concate-
nation of two paths x and y — and its chord is different from the area
enclosed between y - z and its chord. The degree of freedom we gain
comes from the fact that small loops allows us to move in the third di-
rection while staying at the same place. Any a-Holder continuous path
with values in A(R?) (with the right distance) with a > 1/3 may be
approximated by smooth paths lifted in A(R?) using their area. In ad-
dition, the convergence of paths with values in A(R?) in the a-Hélder
topology implies that the corresponding integrals form a Cauchy se-
quence in C? for any 3 < «. It is then possible to extend the notion of
Young integrals to a-Holder continuous functions with values in A (R?),
and also to get the continuity result we need.

The basic idea to approximate some a-Holder continuous path x tak-
ing its values in A(R?) with o > 1/3 consists in lifting paths =™ that
take the same values as x on the points of a partition of [0, 7] and that
links two successive times by a loop and a straight line. The loop is
a way to “encode the area”. It may then be tempting to look for real
geodesics. For this, we will interpret the space A(IR?) as the subspace
of the tangent space at any point of the tensor space T(R?), and we will
look for simple curves linking two points in T(R?). There are several
possibilities. One consists in using the tools from the sub-Riemannian
geometry [FV06¢, FV06a]. Another one consists in studying paths with
values in a sub-manifold G(R?) of T(R?), which is also a subgroup of
(T(R?), ®), and which is the Lie group corresponding to A(R?) seen as
a Lie algebra. We give another way to define the integral by extending
the differential form f to a differential form on G(R?) and construct
geodesics that connect two points of G(R?). Hence, instead of consid-
ering paths with values in A(R?), we will consider paths with values
in G(R?), and the difference between two points in A(R?) corresponds
then to a direction.
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With this, we may redefine the integral as the limit of some Rie-
mann sums, but where the addition has been replaced by some tensor
product. Moreover, it becomes then possible to extend the notion of
integrals to paths living in the bigger space T1(R?).

Consequently, using the concept of path living in a non-commutative
space, the rough path theory provides a way to define an integral
[ f(zs) dzs that shares the same properties as ordinary integrals:

(a) It is a limit of expressions similar to Riemann sums.

(b) It is a limit of integrals along approximations of the path construct
from sampling the path at a finite set of points and connecting
successive sample points by “simple” curves.

In addition, this map z — [ f(z,) dz, is continuous from C*([0, T; T; (R?))

to C*([0,T]; T1(R?)) and may be used to solve differential equations

driven by x, still with a continuity property.

The theory of rough paths turns out to be the natural extension of
integrals on the space of a-Hélder continuous paths with o € (1/3,1/2],
in the same way Young integrals is the natural notion of integral against
a-Hoélder continuous paths with « € (1/2,1].

Outline. In Section 2, we introduce our notations and recall some ele-
mentary facts about integrals of differential forms along smooth paths
as well as about Holder continuous paths. In section 3, we quickly
present results about Young integrals, and thus show the properties of
integrals along a-Hdlder continuous paths with o > 1/2. In Section 4,
we assume that one can integrate differential forms along a-Hoélder con-
tinuous path with o € (1/3,1/2], and we show how to transform this
integral into a continuous one with respect to the path. In Section 5,
we consider paths taking their values in A(R?), and show how to define
the integral fx f as limits of ordinary integrals. In Section 6, we con-
tinue our analysis of the space A(R?) and introduce the tensor space
T(R?). In Section 7, we give another way to define the integral of f
along x, using an expression of Riemann sum type. This construction
corresponds to the original one of T. Lyons [Lyo98, LQ02, LCLO6].
In Section 8, we give some related results: case of the d-dimensional
space, Chen series, other constructions for paths with quadratic varia-
tion, link with stochastic integrals. In Section 9, we solve differential
equations. We end this article with appendix on the Heisenberg group
and we recall a technical result about almost rough paths, on which
the original construction of fx f is based.

Acknowledgement. The author wishes to thank Laure Coutin, Lluis
Quer y Sardanyons and Jérémie Unterberger whose remarks helped to
improve this article.
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2. NOTATIONS

2.1. Differential forms. Let fi,..., f; be some functions from R?
to R™. We consider the differential form

f(2) = fi(zY) dat + - + fy(z?) dz

on R4,

Definition 1. For v > 0, f is said to be vy-Lipschitz is the f; for
i =1,...,d are of class CY/(R%; R™) with bounded derivative up to
order 7, and the fihJ if (v — |v])-Holder continuous with a y-Holder
constant H;'. The class of such y-Lipschitz differential forms is denoted
by Lip(y; R? — R™).

For f € Lip(vy; R? — R™), define

|/l = maxx max{ £ llocs - 1/ o0 BT,

-----

which is a norm on Lip(y; R? — R™).

Remark 1. If v = 1, this definition is slightly different from the no-
tion of Lipschitz functions, since this definition implies that f is of
class C1(R% R™), while with the definition that |f(z) — f(y)|/|z — |
is bounded as z — y for all y € R?, this means only that f is almost
everywhere differentiable. Anyway, in our context, the case v € N is
never considered.

Given a path z € C1([0, T]; RY) and a continuous differential form f,
we define the integral of f along x by

[r=f oG] e )

Let us recall a few facts on such integrals, that will be heavily used:
(i) If ¢ : Ry — Ry is strictly increasing and continuous, then fxoso f=

fx f. In other words, the integral of f along x does not depend
on the parametrization of z.

(ii) If ¢ : [0,T] — [0,T] is ¢(t) = T —t, then fxwf =— /. f In
other words, reversing the time changes the sign of fx I

(iti) If =,y € CL([0,T};R?) (the class of functions from [0,77] to R
which are piecewise in C') and x - y is the concatenation of x
and y, then f f=/f+ f f. This is the Chasles relation.

(iv) If z € CL([0, T] R?) is a Closed loop in R?, that is 27 = x¢, then

where Surface( is the orlented surface surrounded by x and

Ofi  0fs

Lf5 f] = B o1y

ds.
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This is the Green-Riemann/Stokes/Gauss formula.

2.2. Paths of finite p-variation. Fix T" > 0. Let x be a continuous
path from [0,7] to R? and II = {t;};—0_._ be a partition of [0, T] with
k elements. For p > 1, define

N

—1
p.

Bz 1L, p) =

Tty — T,

41

™

I
o

(2

The p-variation of z on [s,t] C [0,7] is defined by

varp,[s,t] (IL‘) = sup m(st,t]) 1N [87 t]vp)l/p’
II partition of [0, 7]

—=

Definition 2. A function z : [0,7] — R? is said to be of finite p-
variation if Vary o r)(x) is finite.

If x is of finite p-variation, then we get easily that
) Va, o:1y(2) < 207/ |4/ (Var, o ()7

and then z is of finite g-variation for all ¢ > p. Note that Vary, o r(z)
defines a semi-norm on the space of functions of finite p-variation, but
not a norm, since Var, o r)(z) = 0 implies that z is constant. In ad-
dition, even restricted to the space of functions z with z; = 0 and
Vary, o.7)(¢) on which Var, o7 < +00 defines a norm, this norm is not
equivalent to the uniform norm || - ||, and counter-example are easily
constructed.

Following a recent remark due to P. Friz [Fri05], we may work with a
more precise norm than the norm constructed from p-variation. Indeed,
to simplify our approach, we work only with Holder continuous paths.

If x is a path of finite p-variation and

o(t) =inf {s > 0| Var,q(z)’ >},

then ¢ is increasing and z o is 1/p-Holder continuous. As the integral
of a differential form keep the same value under a continuous, increasing
time change, there is no difficulty in considering the 1/p-Holder norm,
which is simpler to use than the p-variation norm (for some results on
the relationship between p-variation and 1/p-Holder continuity, see for
example [CG98]). Yet for convergence problems, this is not the most
general framework, and dealing with the p-variation norm allows us to
treat with more complete results (for example, in [Lej06, LejO3b], we
prove the convergence only in p-variation although the path is a-Hoélder
continuous, and this is due to a singularity at 0 of some term).

Let us denote by H,(x) the Holder continuity modulus of a path
x [0, T] — R? which is a-Hélder continuous, that is
|z — ]

H,(x) = su —_—
() 0<s<£)<T |t — |
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Of course, any a-Holder continuous path is also §-Holder continuous
for any # < . In addition, the equivalent of (2) is

(3) for § <, Hy(x) <2177%| ]| 7 Ha ().
If H,(z) =0 then z is constant, and H, defines only a semi-norm.

Notation 1. If z : [0,7] — R¢ a-Hélder continuous, then we set
[2lla = lo| + Ha()

and by C%([0,T];R?) the subset of functions x in C([0,T];R?) such
that ||z, is finite.

Equipped with || - ||, this space C*([0,T],R¢) is a Banach space. In
addition, we get the following Lemma which is a consequence of the
Ascoli Theorem and (3).

Lemma 1. Let (2"),en such that 2™ € C*([0,T]; R?) and (||2"||o)nen
is bounded. Then there exists x in C*([0,T];RY) and a subsequence of
(™ )nen that converges to x with respect to || - || for each 5 < a.

Remark 2. It is important to note that here, we used the || - ||z norm
for the space C*([0,T];RY) with 3 < a. When equipped with this
norm, (C*([0, T]; RY), || -||5) becomes a separable space, while the space
(C([0, T); RY), || - [|lo) is not separable: See [MS61] for example.

The next corollary follows easily.

Corollary 1. Let IT be a partition of [0,T] and z' be the linear ap-

proximation of x € C*([0, T]; R?) along I1. Then ||z, < 37%|z]|4-
If (TI") nen is a sequence of partitions of [0, T] whose meshes converge

to 0, then (z™"),en converges to x in (C*([0, T]; R?), ||-||5) for all B < a.

Proof. Let I1 = {t;};=1..j. For 0 < s <t < T, let & =minllN s, T]
and ¢ = maxIIN[0,¢]. If s ¢ II (resp. ¢ ¢ II), denote by s" =
maxII N[0, s] (resp. " =minllN[¢,T]). As &, ¢ €11, if s,t ¢ I,

o — 2| < oy — | + |2y — 2] + |2y — 2]
t—t s—s
—t” — t/|xt// — xt/\ + ‘l’t/ — .CCS/| —+ —5’/ — S/|,CL'S/ — xs’
< lzllat =) + [[2llals’ = ) + 2lla (' = 57)°
<37t — 5)7,

the last inequality coming from the Jensen inequality applied by = +—
z'/®. The case where s or t belongs to II is treated similarly. This
proves that ||z, < 3'79||z||a.

The second part of this corollary is an immediate consequence of
Lemma 1. U

N

Remark 3. One may wonder if it is possible to approximate a function
r € C([0,T];R?) by piecewise linear functions that converge with
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respect to || - ||, and not with respect to || - || for 8 < a. As shown in
[MS61] (see also [DN98, § 4.3]), this is only possible if z belongs to the
class of functions such that

lim sup 12Tl
0-0 ogs<t<T (T — 5)° ’
£sl<

or, in other words, if |z(t + h) — z(t)] = o(h*). And of course,
this class of functions is strictly included in C*([0,T];R%): the func-
tion f(z) = Y125 ¢ *@sin(cFx) for ¢ large enough provides us with a
counter-example, as it is easily proved using the results from [Cie60].

3. INTEGRALS ALONG a-HOLDER CONTINUOUS PATHS, « € (1/2,1]

For the sake of simplicity, consider d = 2. The construction of J on
Co([0,T]; R?) for o > 1/2 is first deduced from the Young integral.

3.1. Defining the integrals. We recall here the construction of the
integral of a -Holder continuous path driven by a a-Hoélder continuous
path, provided that a4+ > 1. This theorem is due to L.C. Young [You36]
(see also [DN9g] for example).

Theorem 1. Let o, 5 € (0,1] with o + 3 > 1. Then

meQHA%mQ

is bilinear and continuous from C*([0, T]; R) x CP([0, T]; R) to C*([0, T]; R).

Sketch of the proof. Fix n € N* and let us set, for t} = Tk/2",
o1

n __
T = yo(wg,  — ).
k=0

Then
2" —1
’Jn+1 _ Jn’ = (Z/tg,:rﬁl - ytglj-l)(xtng:Q _ xt;,jj)
k=0
2" —1
S Z Hﬁ(y>Ha(.T)Ta+52*(n+1)(a+ﬂ)
k=0

< 27D Hy (y) Ho ().
As o+ —1> 0, we deduce that the series ) . (Jn41 — Jn) converges

and thus that, if J < Jo + 3,5o(Jus1 — Ju), then

(4) [T = yolar — w0)| < C(a+ B = 1)T*" P Hy(y) Ha(2),

where ¢(0) = >, ,1/n’. Of course, we define fOT ysdxs as J. From
the last inequality in which ¢ is substituted to 7" also proves that ¢ —
f(f ys dx, is a-Holder continuous.
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The other properties of the integral are easily, although tedious, de-
duced from this construction. O

Remark 4. Indeed, using the argument of Lemma 2.2.1, p. 244 [Lyo98],
there is no need to consider dyadic partitions, but we keep them for
simplicity. Note that however, especially when dealing with stochastic
processes, some results in the rough paths theory are dependent from
the choice of a dyadic partition (see for example [CLO05]).

One may then define for 0 < t< T,

(5) J(z;s,1) /xl[st / fi(z,) da! +/ fo(z,)

as Young integrals with y; = f(x;). Yet a global regularity condition
is imposed on (z,y) with implies in particular that o > 1/2 and the
minimal assumptions on the regularity of f also depends on a.

Notation 2. For a path x defined on the time interval [S, T'], We will
use J(x;s,t) to denote the integral fx|[‘t] fwhen S <s<t<T,and

J(x) to denote the function ¢t € [S,T] — J(z;S,1).

The following corollaries follow from the construction of the Young
integrals : see in particular [LZ94, LejO3a).

Corollary 2. Fiz o € (1/2,1] and f € Lip(y;R?* — R™) with v >
1/ao— 1. Then T defined in (5) is well defined as a Young integral on
C*([0, T); R?) and is a locally Lipschitz map from (C*([0, T]); R?), || ||)
o (CH([0, THER™), || - [|a)-

We also need the following Corollary.

Corollary 3. Fiz o € (1/3,1/2] and let f € Lip(y;R* — R™) with
v>1/a—1. Then

C*([0,T];R) x C*([0, T];R*) — C**([0, T); R™)

(p,2) (t -/ 1. Al d%)

1s well defined as a Young integral and is a locally Lipschitz map from
(C2([0, T R?), [ [l2a) < (C*([0, T, R?), [|-]]a) to (C2([0, T R?), [|-[l24)-

3.2. A problem of continuity. We have to take great care of the
meaning of the continuity result in Corollary 2: the norm || - ||, is not
equivalent to the uniform norm. Convergence in C* implies uniform
convergence but the converse is not true.

The following counter-example is the cornerstone to understand how J
will be defined for dealing with irregular paths.

Let (2™)nen and z be continuous paths such that ™ converges to x
in C*([0,T]; R?) with a € (1/2,1].
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n
yk Area ~ ¢t2+1 — (ptz

F1GURE 1. The path z" x ®".

Let ¢ be a function in C?([0, T];R) with 3 € (2/3,1]. Let us also
assume that f belongs to Lip(y; R? — R) with

v, (%+1>5>1.

Let II" = {t} }x=0,...2n—1 be the dyadic partition of [0, T at level n, that
is tp = k/2". For each n =1,2,..., we denote by ®" = {y} }x—0,...2n1
a set of functions piecewise of class C! such that for a fixed k > 1,

(6a)  yp:[thtr] — R® with yp(67) = yp(ti,) = 2™ (t}),
(6b) sup — lwkllr2 < +oo,

n=1,2 k=0

777777777

(6c)  niformly in n, k, | Area(y}) — (o(t,,) — p(E1))] < €27,
where Area(y}) is the algebraic area of the loop y}' defined by

n 1 t;€1+1 1,n 1n/n 2.n
Area(yy) = 5 (y"(s) =y " (t5)) Ay " (s)
t

n
k

1 t2+1 n n/in n
5 [0 - ) ).
t

n

For such a sequence, we say that ¢ encodes asymptotically the areas of

(Cbn)nEN'
We denote by 2 x ®" the path from [0,27T] to R? defined by

n n __ n n n n n
2" R =y T YL Tl gy Yono1 e, em )

where -y is the concatenation between two path z and y (see Figure 1).
This path 2" x ®" is defined on the time interval [0, 27].
Then, by the Chasles property of the integral,

2n—1

(xm¢”02T)_Jx0T+Z/k“ ) dyp(s).

By the Green-Riemann formula (1),

2
[t = [ (p ettt e
te Surface(y}})

k
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The idea is now the following,

//Sf (n)[ﬁf](ajl’x?)dmldgg?z[f,f](th)Area(yg)
~ [ ) (plthen) = e(tR)).

To be more precise, using our hypotheses on f and ®", with A,t =
T2=",

(7)

/ / o LA ) e U, g ) — )
urface(yy
<AVl o (CA + [ @ll5 D0t A2 + 2C|V f oo At

As there are now 2" terms to sum. By hypothesis, § + vG/2 > 1
and £ > 1 so that, the sum of the right-hand side of (7) vanishes as
n — oo. In addition, necessarily § + ya > 1 so that one can consider
[1f, f](zs) des as a Young integral. Thus, we easily get that

T

> [ e as) — [

n—o0o 0

In other words,

T
(@™ w B0, 2T) —— I(as s, 1) + /0 [, (@) der.

n—oo

It is important to note that here, (" x ®"),cy is in general not
bounded in C*([0, 277]; R?), but it is bounded in C#2([0,2T]; R?). Let
us remark that for ¢ € [0,27], if t/2 € [t} ¢1]] and k is odd, then
™ ) O™ (t) = a™(t/2). If k is even, then 2™ x ®"(t) = y;(¢/2). Thus,

|z™ ) D™ () — 2" M D" (s)
([27(t/2) — 2"(s/2)]
if 3/2 S [tglj—:l? tgl:r—&}Q]v t/2 S [tgé:—lh tgz&-lQ];
|y (£/2) — i (87)] + |2 (%) — 2" (s/2)]
if 5/2 € [ttty ], t/2 € [t5 T 1],
v (6/2) =y )]+ [v7 (8) — yie (G| + |y (67) — i (s/2))]
if s/2 € [ty tnrl], t/2 € [t 6504] K # L
lyp (t/2) =y (s/2)]
if s/2 € [t5/ 550, /2 € [t 155],
|2"(t/2) — 2™ ()] + lyi (8) — v (s/2)]
if s/2 € [ty 5], /2 € [t ).

N

\
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Using the convexity inequality, one gets that for some constant C' that
depends only on o and (3,

|z " (t) — 2" M D"(s)|
S Omax{|lzlla, _ sup — [lyills/} max{(t - s)7/2, (t = 5)"}.

Since 3/2 < a, it follows that (z" x ®"),cy is bounded in C#/2([0, 277; R?)
assuming that of course, the y}* have a §/2-Hélder norm different from
zero. As we required that ¢ is [S-Holder continuous, and if we we
choose for y¥ some circles with area p(t7,,) — ¢(t}), then their ra-
dius are /[o(t}, ;) — @(t7)]/m and this is why we look for y; that are
(3/2-Holder continuous.

This also means that when one considers a sequence (z")pen of
elements in C*([0,T];R?) and a path x of C*([0,T];R?) with o >
1/2, one has to consider the fact that (z"),en may converge to x
with respect to some (-Holder norm with 5 < 1/2. In addition, this
counter-example ruins all hope to extend J naturally to C*([0, T]; R?)
for @« < 1/2, since may construct at least two bounded sequences
(2™)pen and (2")pen in C([0,T];R?) with o < 1/2 converging uni-
formly to x — hence that converge to x in CP([0,T];R?) for any
# < a — such that J(2™;0,7) —— J(z;0,7T) and J(z";0,T) ——

J(z;0,T) + foT[f, fl(zs) dps, which is different from J(x;0,7) unless
[f, f] =0 or ¢ is constant.

3.3. A practical counter-example in the stochastic setting. In
[Lej02, LLO6], we give a stochastic example of such a phenomenon com-
ing from the homogenization theory. Let us consider some coefficients
o from R? to the space of d x d-matrices and b : R? — R¢ smooth
enough which are 1-periodic. We consider the SDE

t 1 t
Xe = / o(Xi/e)dB, + = / b(XZ/2) ds
0 0

for some Brownian motion B. It is well known from the homogenization
theory (see [BLP78] for example) that X¢ converges as ¢ — 0 to W
for some Brownian motion W and a d x d-matrix ¢ which is constant,
provided that the drift b satisfies some averaging property. One of the
application of this theory is to provide a tool to replace (for modelling
or numerical computations) a PDE of type d,u®(t,x) + Lu®(t,z) = 0,
(T,a) = g(o) with L = Y0 Lai;(-/)02, + YL, 1hi(-/e)0,
and a = oc® by the simpler PDE du(t, z) + Lu(t,x) = 0 with L =
ZZ i1 %ai,jagixj and @ = go'. From the probabilistic point of view, this
means that X¢ behaves — thanks to a functional Central Limit Theo-
rem and the ergodic behavior of its projection on the torus R?/[0, 1] —
like a non-standard Brownian motion. However, one has to take care
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when using X¢ as the driver of some SDE, since
ij=1,....d AV(X%0,1) — A (@W;0,1) + 1t

uniformly and in p-variation for p > 2, where (¢; ;); j=1,..q4 is a d x d-
antisymmetric matrix that can be computed from a and b, and %7 is
the Lévy area of (Y*,Y7), i.e.,

- 1 [t . 1t . )
A (Y0,1) = 5/ (Y = Yg) o dY! — 5/ (Y = Yg) o dY;
0 0

for a d-dimensional semi-martingale Y. If b = 0, then ¢ = 0, so that
this effect comes from the presence of the drift.

From the Wong-Zakai theorem (see for example [[W89]), the Stratonovich
integral appear as the natural extension of J on the subset SM([0, T]; R?)
of C*([0, T]; R?) with @ < 1/2 that contains trajectories of semi-martingales.
Let us note that J((Y*,Y7);0,t) = A% (Y;0,t) for ¢t € [0,T] with
(f1, f2) = 3(zi,z;) and both X and GW are a-Holder continuous with
« < 1/2. This proves that J cannot be continuous on SM([0, T]; R?) C
co([0, T]; R?).

Counter-examples to the Wong-Zakai theorem (see [McS72, IW89])
also rely on the construction of approximations of the trajectories of
the Brownian motion by using a “perturbation” of the piecewise linear
approximation that gives rise, in the limit, to a non-vanishing supple-
mentary area and then, for the SDE, to a drift term.

This problem of convergence may arise in natural setting and has
then a practical interest.

4. INTEGRALS ALONG a-HOLDER CONTINUOUS PATHS,
a € (1/3,1/2]: HEURISTIC CONSIDERATIONS

We present in this section a construction of the integral which is not
the best possible one, but which allows us to understand the main ideas
and problems.

The previous counter-example have endowed a few ideas: (1) We
may use the Green-Riemann formula to deal with close loops. (2) For
some a > 1/2, we may add to our paths small loops whose radius is of
order 27"%/2 and thus whose area is of order 27"*. (3) As many loops
are added, the sum of the areas does not vanish and gives rise to a
supplementary term.

Our construction will now take these facts into account.

4.1. Construction of the integral along a subset of C*([0, T|; R?).
As we wish our definition of the integral to be continuous, a naive
construction is the following: Fix K > 0, o € (1/3,1/2] and f €
Lip(y;R* — R) with v > 1/a — 1 (and then v > 1). Denote by
1" the dyadic partition of [0,7] at level n, and by L*([0,T]; R?) the
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set of functions x € C*([0, T]; R?) for which the linear approximations
(2'"),en satisfy

J(z) o lir% J(2™") exists in C*([0, T]; R)
ne

and |J(2sy) — J(x‘lat])] <Kz —a™ o]t — 5% 0<s <t <T.

If K is large enough, it follows from Corollary 2 that L*([0,7T]; R?)
contains subsets of C?([0, T]; R?) for all 3 > 1/2 (this depends on f and
the choice of K, since from Corollary 2, x — J(z) is locally Lipschitz)
and it is also known (but for this, we need a more complete theory)
that it contains paths that are not -Hoélder continuous for 5 > 1/2,
such as Brownian motion’s trajectories (see for example [Sip93, CL05]).
Any element z of L*([0,7];R?) may be identified with the sequence
(xnn)neN-

Now, consider ¢ € C?*([0,T];R?) and (®"),en a sequence of loops
at each level n whose areas are asymptotically encoded by ¢. Then, as
previously,

3 @7 - 300) S 3w + [ 1)) d

n—oo

For (z,¢) € L*([0, T]; R3) % Lo([0, T]: R2) x C2([0, T]; R), we may

then define
J(z,0) = lim J(a™" x &")

where ¢ encodes asymptotically the areas of (®"),cn. The space L*([0, T|; R?)
is naturally a Banach space when equipped with the norm ||(z, ¢)||x.o =
2l + ¢l
The interesting point with this definition of the map (z, ¢) — J(x, )
is that its continuity follows naturally from its very construction.

Proposition 1. For all f < « with « € (1/3,1/2], the map T is
continuous from (L**([0, T R?), || - [[x.a) to (C*([0, T R), || - [I5)

Proof. Let (2™, ¢"),en be a sequence of paths converging to (z,¢) in
L ([0, T]; RS).

By definition, J(a",¢" s,t) = J(a";s,t) + [1[f, f](z7) del. From
Corollary 3, we know that [ [f, f](2™) de™ converges to [;[f, f](z) dyp
in C?%([0, T); R).

From the very definition of L*([0, T]; R?),

13(="") = 3(2")lla < Kl2™ = 2"l

But it is easily shown with Corollary 1 that for all 5 < a and some con-
stant Ky, ||z — 275 < Kal|2"]|o/2™P~%) and thus (J(z™™))men
converges to J(z") in CP([0, T]; R) at a rate which is uniform in n since
(Il=™||a)nen is bounded.

It follows that for all 3 < «a, J(z™™™) converges uniformly in n to
J(z") in CP([0, T];R) as m — oo.
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FIGURE 2. The paths 2™

For s < t fixed, there exist some integers i,, and j,, such that ¢;" | <
s <t and ]’ <t <t} 4. Tosimplify the notations, we set ;" | = s
and ¢ .| = t For k =4, —1,...,Jm+ 1, denote by z;"™ the following
path (see Figure 2)

Zn, .T ™ 'xnm an . n, 1™ an LU m
k IR (TR (34 1) [th 1 th] ty e

Hence, with the previous convention on " _; and ¢,

(8) J(a"";s,t) — I(z™M Zm: .

=im—1"%k

+ /f + /f
m?mz?’nm a:?’nmxflm
Let us note that

/Zk A ‘ = ‘ / /surface(zg,m)[f’ £t 42) dat da?

S gl flluiplweg,, =zl > |2 — 2]

-t

= 2
Using the convexity inequality with x +— x*/¢, since there are at most
2™ terms in the series in the right-hand-side of (8), we get

[z llall Flluipll2" = |-

1/

2m(1 )

3™ s,8) = (™ s, )] < LT el — 2|5 (8 = )°
This proves the convergence of J(x A to J(2™) in C([0,T]; R) as
n — oo for any m.
It is now possible to complete the following diagram
It ()

n—oo
s | unif. in g | m—o0

J(z™) J(z)

to obtain that J(z", ¢") converges in C*([0, T];R) to J(x, ¢). O
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NS

Hn+1

FIGURE 3. The paths z, 2", « and the areas de-

fined by ®»"*! (in gray).

Moreover, the following stability result is easily proved.

Lemma 2. If ¢ (resp. ) is given in C**([0,T);R) and that encodes
asymptotically the areas of (V"),en (resp. (P")nen), then
lim J(z™ x P w U) = T(x, 0 + ).

The function ¢ can be chosen arbitrary, so that we have gained a
degree of freedom. In other words, to get a proper definition of J that
respect the continuity, we have to consider not a path with values in
R? but a path with values in R3. Indeed, this construction is far to be
optimal, i.e., the set L**([0,T]; R?) is not the biggest one that can be
considered. Yet it gives a proper understanding of the problem.

4.2. Is this construction natural? Of course, the real question is to
consider whether or not is it natural to extend J on (at least) a subset
of C*([0,T];R?) with a € (1/3,1/2] by considering paths with values
in R? but with values in R3?

Let us consider a path z € C%([0, T]; R?). The piecewise linear path

2" is an approximation of z, and for each m > n, we may define

~[rm def ™ o I oo . In i

0= (@ D) Ol @ Diegatg,) " Dl 5]
on the time interval [0,37]. As we go back on forth on the segments
composing 1", we get that J(z"";0,3T) = J(2™";0,7). We then

define y, "™ = xﬁltn oo 'x|1_[[t%+1,t2]7 that satisfies (6a)—(6b) and ®™™ =

otk
{ye™ h=o, 2n_1. Since 1" = 2" x P,

J3(z";0,T) =3@"";0,37) = 3(2™ » &™™;0,37T).

If we now set for example m = n?, then a priori nothing ensures,
unless = € L*([0,T];R?), that the areas of (®™"),cy are asymptoti-
cally encoded by the function ¢ = 0, not that there exists a function
¢ € C2(]0,T];R) that encodes the areas of (®"""),cy. In the last two
cases, how then to consider the limit of j(.ﬁEHnZ), since it may differs
from the limit of J(z™ x ®™"*)? Indeed,

o1
3™ W @ 0,T) = 3" 0,T) + D Iyt ).
k=0
Yet with the Green-Riemann formula,

Iy stite) = L, fl(we) Area(yy™ ).
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L(t+s)/2
O((t — 5)*/2%) O((t — s)*/2%)

Ts
xr
i/
O((t —5)*)
FIGURE 4. The area of some a-Holder continuous path
between times s and ¢ is of order (t — s)2“.

As we have seen it, the function 2 on C?([0, T];R?), 3 > 1/2, defined
by

1 [t 1 [t
0 Awsn=g / (o — al)da? — / (22 - 22) da!

is mot continuous with respect to the uniform norm: One has only
to take f(z) = ja'da? — j2?daz’ and to use the previous counter-

2.TL n

examples. As Area(yZ’"Q) = A(a"™;t}, t},,) and although yZ’"Q con-

verges uniformly to 0, it may happens that Area(yZ’"Q; Wiotiyy) is of
order 2729 (this is possible since the distance between T and Tep,
is roughly of order 27" if z is a-Holder continuous, see Figure 4). In

this case, Zi:ol ’J(yg’”z) may have a limit different from 0 or have no
limit at all.

In other words, the area contained between a path x and its chord
for all couple of times (s,t) is “hidden” in z and has to be determined
in an arbitrary manner?.

For some (z, ) € L**([0, T]; R?), which is identified with a sequence
converging uniformly to x, the element ¢ means in some sense that
some area has been chosen and then that our integral is properly de-
termined. Once this choice of ¢ has been done, Lemma 2 shows us how
to deduce from it different integrals by choosing other areas.

4.3. Justifications for a new setting. The previous construction
does not answer our main question: “How to construct an integral
for paths in C*([0,T]; R?) for a € (1/3,1]?”. Yet it endows the fact
one cannot define a map x +— J which extend the map x — fm f on
C*([0,T]; R?) with o > 1/2 unless one adds some extra information.
Here, this information corresponds to the choice of a function ¢, so that
we consider indeed a subset of C*([0,T];R?) x C?**([0, T]; R) (for a <
1/2) such that, when equipped with the norm ||(z, ¢)|| = ||z]la + ||l 205
the map J is continuous.

IConsider the case of Brownian trajectories, where the Lévy area is a natural,
but not the only one, choice and was the first example of stochastic integral [Lév65].
In addition, it is then defined as a limit in probability.
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We have also seen that in Section 4.2 above that for considering
integral along path in C*([0,T]; R?) with o« € (1/3,1/2], it is natural
to consider the area contained between the path and its chord in view of
defining some integral, although there is no way to define it canonically
in general.

The drawback of our construction is that we assumed the conver-
gence of the integrals along the piecewise linear approximations of x.

The idea is now to construct directly a path in R? in a way that such a
path may be identified with a limit of converging sequence of piecewise
smooth paths in R? whose integrals also converge. This allows us to
to get rid of the loops themselves, since the only information we need
is the asymptotic limit of the area, while keeping enough information
to construct the integral. Besides, this proves that the choice of a
converging subsequence does not depend on the choice of the differential
form which is integrated.

5. INTEGRALS ALONG a-HOLDER CONTINUOUS PATHS,
a € (1/3,1/2]: CONSTRUCTION BY APPROXIMATIONS

It is time to turn to the whole picture, now that the importance of
knowing the area has been shown.

5.1. Motivations. The main idea in the previous approach was to
replace an irregular path (z,¢) € L*([0,T]; R?) with a simpler path
2" € CL([0,T];R?) which “approximates” z in the following sense:
Tin = xyp for the dyadics point {¢} }io,...2» of [0,T7], and on [t}, ;4]
is composed of a loop yi : [t7, % + T27""'| — R? and then a segment
joining x?z and :C;‘ZH.

Once this family (z"),en has been constructed, one may study the
convergence of the ordinary integrals J(z"), where the integrals of f on
the loops have been transformed with the Green-Riemann formula into
double integrals whose values are given approximatively by the areas
of the loops times the Lie brackets of f at the starting points of the
loop.

A simple approximation of J(x) is then given by, if ™ is then defined
on [0,7] with loops on [t} 7, +T27" '] and straight lines on [t} +
7271 t1,,], is then given by
(10)

on—1
-5

k=0
where 20(x; s,t) has been defined by (9). Now, following the heuristic
reasoning of Section 4.2, we replace the assumption

(H1) The path (z, ) belongs to L>**([0, T7; R?).

by the assumption

/ - f(x;l) dx? + [f, f] (.l’tz)m(;pn; tz’ tz + T2—n—1)) 7

r4T2-n"1
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(H2) There exists some function 2(z;s,t) which is the
limit of A(z™;s,t) forall 0 < s <t < T.

Let us note that the assumption (H1) implies (H2) if f is the differential
form f(z) = 3(z'dz? — 22dz'). In (H2), there is no more reference
to f, while the set L*:%([0, T]; R®) depends a priori on f.

The assumption (H2) means that 2(z"; ¢}, ¢} +1) (which is equal to
Az ; 17, i+ T27"7h) is equivalent to A(z; ¢}, t),,) as n — oo.
Hence, one may replace (10) by

(11) J* = 221 (

k=0

/t @MY A [, ) ) A zm) .

p4T2-nt

This form has the following advantage over the previous one: Under
(H2), one can study, in the same way as for the proof of the Young
integrals, the convergence of J" by studying J"™ — J" in order to
prove that Z@O(J"Jrl — J") converges and to define the integral of x
as the limit of this series plus J°. This method is one of the core of the
theory of rough paths.

Still using some approximation, we change (11) into

m—1 Ly

n Rl n ds
D N G e

o T2

L s
#3065
k=0 Ytk n

with A,t = T27". We use this expression to motivate our introduction
of some algebraic structures. Our wish is then to interpret 2A(x; s, t) as
some “vector”, in the same way as we can seen, from the geometrical
point of view, x; — x, as the vector that link the two points z, and x;
and R? seen as some affine space. As we will see it below, (z;s,t) is
different in general from 2A(x;0,t) — 2A(x;0,s). Hence, the Euclidean
structure is not adapted.

We will now construct some space A(R?) of dimension 3, that will
play the role both of an affine and a vector space, and the kind of vector
we will consider will be (x] —z!, 27 — 2% 2(z; s,t)). Nevertheless, there
will be constructed from the paths (zf, 27, 2(x;0,t))i>0 living in A(R?)
seen as some affine space.

In a first time, we define this space A(R?), then we study the approx-
imation of paths living in this space and finally, we define an integral
as limit of ordinary integrals using the previously constructed approx-
imations.

5.2. What happens to the area? For a continuous path z € C*([0, T]; R?)
with o > 1/2, let y; = A(x;0,t) be the area enclosed between the curve
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Ty

A(x; s, u)
(5 u, 1)

)

(X0 — x5) A (T — 24)

Tg ; Ts
A(x;s,t) o

Ty

N[

FIGURE 5. A geometrical illustration of (12).

T)jo,q and its chord Toy, where 2 have been defined by (9). This path
y is well defined by (9) and belongs to C*([0, T]; R).

As we have seen that © — 2A(x;0,-) is not continuous in general
on C*([0,T];R?) for @ < 1/2, we are nonetheless willing to define the
equivalent of a process y for an irregular path. This can be achieved
using an algebraic setting. Remark first that if = € C*([0, T]; R?) with
a € (1/2,1],

(12)  A(z;s,t) = A(z; s,u) + A(z; u, t) + %(xu —z5) A (2 — )

forall 0 < s <u <t <T (See Figure 5). Here, A is the vector product
between two vectors: a A b = a'b? — a?bl.

5.3. Linking points. In a first time, we consider, for a piecewise
smooth paths x, the path (z', 2% 2(x)) living in a three dimensional
space. If u belongs to R, then we set

(13) C(z,u;t) = (v, 2], u+ A(x;0,1))

for t € [0,7]. In the following, we may think that x represents a
2-dimensional control trajectory of the position of a particle moving
in R3.

Given two points a = (a',a? a®) and b = (b, 0%), we wish to
construct a piecewise smooth path z from [0,1] to R? such that the
continuous path (z;,a® + A(x;0,¢)) from [0, 1] to R? goes from a to b.

Such a path is easily constructed. We give here a simple example,
that serves as a prototype for our approach. Our choice, drawn in
Figure 6, is

_[a! N |63 — a3| cos(4rt) — 1, fielo 1
T g2 VT sgn(b3 — o) sin(4mt)| "o
1

1_ 1 1
and r; = [Zg} + (2t —1) {22_32] ifte {5,1]

Given two points a and b in R3, let us consider two paths z and y in
C,([0,T]; R?) such that 2o = yo = 0 and €(x,0;T) = a, €(y,0;T) = b.
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b= (z1,a* +A(x;0,1))

FIGURE 6. A simple path (z,y) from a to b controlled
by a path x in R2

4

(c) The path €(z,0) - €(m(a) +y,a®)  (d) The path €(z - y,0)

F1GURE 7. Reaching a point with the constraint of pass-
ing through another point

The concatenation z -y of x and y gives rise to a path that goes
from 0 to 7(a + b) by passing through 7(a), where 7 is the projection
m(a',a? a®) = (a',a*). What can then be said on €(z - y;0,27)? Due
to (12), we get that €(z - y) is a path that goes from 0 to the point we
denote by a H b defined by

a@b= (a1+b1 NI [“1} A m)
- ) 9 2 CL2 62 .

With this notation, B clearly defines an operation on R3, which is dif-
ferent from the usual addition (geometrically equivalent to some trans-
lation) in this space R®. In addition, €(z - y,0) passes through the
point a.
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4

bHa

alBb

(a) The path €(x - y,0) (b) The path &(y - z,0)

FIGURE 8. Illustration of the non-commutativity of A(R?).

As illustrated in Figure 7, this gives rise to a different path as the
one obtained by the concatenation of €(z,0) and €(m(a)+y; a®), which
ends at a + b.

5.4. The space R? as a non-commutative group. We have now
equipped R? with an operation B, which is easily proved to be associa-
tive. When equipped with this operation B, we denote R? by A(R?).

We also set
1 [at bt
la,b] =aBb—bHa = <0,0,§ |:a2:| A {b%)'

This bracket [-,] is our course linked to the fact that (A(R?),H) is
a non-commutative group, called the Heisenberg group (see Appen-
dix A.2).

Lemma 3. The space (A(R?),H) is a non-commutative group with 0
as the neutral element. The inverse of any element a = (a',a?, a?) is
—a = (—a',—a? —a?).

Proof. That the inverse of a is —a is easily verified since

1
(_a17 —CL2, _a3) H (CLl, CL2, CL3) = _§[a7 CL] = 0.
The non-commutativity of B in general follows from bHa = a HOH
b, al. O

The non-commutativity of H is illustrated in Figure 8. Of course, if
a,b € R3 are of type a = (a',a?,0) and b = (b',b%0), then a Bb =
b H a: the non-commutativity concerns only the third component. If
z :[0,1] — R? goes from a to b and y : [0,1] — R? goes from b to c,
then z -y goes from a to ¢ and (y — b+ a) - (b — a + x) goes from also
from a to c¢. Yet the area enclosed between these two paths and its
chord is not the same.
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It is now easy to remark that A(R?) is both a Lie algebra and a Lie
group. For some introduction on these notion, see among many other
books [SW93, War83, Var84, Hal03].

Lemma 4. The space (A(R?),[-,-]) is a Lie algebra.

Proof. Clearly, (a,b) — [a,b] is bilinear, [a,b] = —[b, a] and the Jacobi
identity is easily satisfied:

(@, b, ) + [b, e al] + [¢, [a, ] = 0, ¥a, b, c € A(R2).
This proves the Lemma. U

As for R?, A(R?) may be equipped with the multiplication by a

scalar, which is (\,z) = XA 2 % (!, Az?, \2?) if 2 = (21, 22,2%) €

A(R?) and A € R. But unlike R3, this operation is not distributive,
since
A (zBy) = (Az) B (Ay) + A1 = A)[z, y].
Thus, (A(R?),H,-), where - denotes the multiplication by a scalar, is
not a module.
Another natural external law equip naturally A(R?), which is the
dilatation. Given \ € R, we set

S = (A, Ax?, \22?) for x = (2, 2%, 2%) € A(R?).
Let us note that
Wz By) = (0r\z) Bdoyy and 6x0,x = 0y,

for \,u € R and = € A(R?). However, we do not have that dy,,z =
oy B d,z. Hence, (A(R?),H, ) is not a module.
This space A(R?) is equipped with a norm defined by

(14) lal. = max{|a'], |a*|, |a’[}

and a homogeneous norm defined by

1
(15) a =max{|a1|,|a2|, §|a3|},

which means that |a| = 0 if and only if a = 0,
|63z = [A] - |z| for A € R and z € A(R?),

and | — x| = |z for all z € A(R?) (see also Section A.1).

Remark that this choice ensures that |a B b| < 3/2(|a| + |b]). We
will see below in Sections 5.10 and A.1 that this homogeneous norm
is equivalent to another homogeneous norm || - |[cc which allows us to
define a distance between two points a and b in A(R?) by ||(—a)Bb||cc
(with the || - [[cc, the triangular inequality is satisfied, which is not the
case with | - |). Because of the square root in the definition of | - |, this
distance is not equivalent to the one generated by |-|,. Yet it generates
the same topology.
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Remark 5. Because | - | does not satisfy the triangle inequality, d :
(a,b) +— |(—a) B b| does not define a distance. However, this may
be called a near-metric because d(a,b) < C(d(a,c) + d(c,b)) for some
constant C' > 0 and all a, ¢, b € A(R?).

From this, we easily deduce that A(R?) is also a Lie group. We
recall that a Lie group (G, x) is a group with a differentiable manifold
structure (and in particular a norm) such that (z,y) — z X y and
x — ! are continuous (see for example [SW93, War83, Var84, Hal03]
and many other books).

Lemma 5. The space (A(R?),H) is a Lie group.

Proof. The continuity of (z,y) — x By and = +— —z is easily proved.
O

5.5. Enhanced paths and their approximations. Of course, we
have constructed the space A(R?) with the idea of considering paths
living in A(R?), the third component giving all the information we
need.

Basically, a continuous path with values in A(R?) is a continuous
path with values in the Euclidean space R? (recall that the norm | - |,
we put on A(R?) is equivalent to the Euclidean norm). However, we will
use the group operation B of A(R?) in replacement as the translation
by a vector in R3, and thus the paths we consider will be seen differently
from the usual paths.

Let us recall that (R? +) is in some sense contained in (A(R?),H),
and plays then a special role.

Definition 3. Given a continuous path z with values in R?, a contin-
uous path x with values in A(R?) with z = (x!,x?) may then be called
an enhanced path, or a path lying above x. Given a path z : [0,T] — R?
a path x : [0, 7] — A(R?) with lies above x is called a lift of x.

Let  and y be two smooth paths lifted as x = €(z,0) and y =
¢(y,0), where € has been defined by (13). We have seen that the
usual concatenation x -y of x and y seen as paths with values in R?
is different from the path €(x - y,0). We introduce then a new kind of
concatenation of two paths x : [0,7] — A(R?) and y : [0, 5] — A(R?).
This concatenation is defined by

[x, if t € [0, 7],
e {XT B ((~yo) Byer) i€ (N5+T]

and gives rise to a continuous path from [0,7 + S| to A(R?) when x
and y are continuous. In addition, x [y lies above z - y if x (resp. y)
lies above z (resp. y). Yet we have to be warned of an important point:
unlike the usual concatenation, (x Hy)rys # (X - y)r+s in general, as
we saw it in Section 5.3.
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FIGURE 9. Approximation of a path x in A(R?).

If z: [0,7] — R? and y : [0,S] — R? are two piecewise smooth
paths, then this concatenation satisfies

C(z-y,0) = C(z,0) I &(y,0).

For two points a and b in A(R?), let 1 € CL([0, 1]; R?) be a smooth
path joining a and b lying above (,; : [0,1] — R? (for example, we
can use the one of Section 5.3). By definition of (,; and g4, e p(t) =
€(Cap, a’;t). Moreover, for a,b,c in A(R?),

Vap D UVye = €(Cap - Gper a°).

Thus, ¥, [y . is a path that goes from a to ¢ by passing through b.
Let x be a continuous path from [0, 7] living in A(R?). It is then
natural to look for an approximation of x given by the sequence a paths

n o __
X = 1/thn ,Xym D thn,xtn D e D thn yXgn
0’ 17t n_1th

The path x™ satisfies x"(t) = x(t) for the dyadics times ¢ at level n. In
addition,

X" = Q:(Cn, Xg) with Cn = Cxtg,xtyll : Cxtylz,xtg """ Cxtﬁ_l’xt%’

and it is easily proved that (" converges uniformly to x, the path above
which x lives (See Figure 9).

Now, there are two natural questions: (1) Provided that x is regular
enough, does x" converge to x, in which sense? (2) Is it possible to
construct J(x) as the limit of the J(¢")’s, which are then ordinary
integrals?

5.6. Holder continuous enhanced paths. We have defined the space
A(R?) as the space R?® with a special non-commutative group struc-
tures, which is different from the translation.
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Let x € C*([0,T]; R?) with a > 1/2 and 7y = 0. Set x = (2!, 2%, A(x)).
With (12),

(=) Bx; = (27 — 2, 27 — 27, U(w35, 1)),

which means that (—x,) B x; can be constructed from the path z re-

stricted to [s,t]. The same is true even if xy # 0.

For a path x from [0,7] to A(R?), x,, of (—x) B x; may then be

interpreted as an “increment” of x, and we indeed get the following
trivial identity x; = x, Hx,, for all 0 < s < ¢ < T, which is the
equivalent to z; = x4 (2; — x,) in R?. Let us note that in general x?,
is different from x} — x7, although x!, = x} — x/, for i = 1,2.

Similarly, we may write the value of x; at time ¢ in function the
values of x at times s < r < &

(16) X = Xg B X, H Xy

forall 0 < s <r <t <T. When one sees x as a geometric object, (16)
yields

(17) X (s8] = X|is,r] B X

foral 0 <s<r <t T.

From now, to endow that fact that we work in A(R?), we have
to think to paths from [0,7] to A(R?) as continuous paths x satis-
fying (17), although this relation is verified by any continuous path
from [0,7] to R* (which means also that there are an infinite number
of paths lying above a continuous path from [0, 7] to R?). But we will
see below that if x lies above a smooth path x and is also quite regular
(in a sense to be defined), then (17) and the regularity condition will
impose some “constraint” on the path x.

Lemma 6 ([Lyo98, Lemma 2.2.3, p. 250]). Let x andy be two continu-
ous paths from [0,T] to A(R?) such that (x',x?) = (y',y?). Then there
exists a continuous path o : [0, T] — R such that y = (x',x2,x3 + ),
which means that

(18) ((—ys) By = ((—x5) Bx:)° + 1 — 5
forall0 <s<t < T.

Proof. Tt is sufficient to set ¢; = ((—yo) By;)® — ((—x¢) B x;)3, which
clearly satisfies (18). O

Notation 3. We denote by C*([0,T]; A(R?)) the set of continuous
paths x : [0, 7] — A(R?) and such that

— H
||XHa _ ‘XO‘ + sup |( Xs) Xt|
ogs<t<T |t — 8%

is finite. If x = (x',2?) is a path in C*([0, T]; R?) and x = (2!, 2%, y) a
path in C*([0,T]; A(R?)), then we say that x lies above .
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Lemma 7. Let v € C*([0, T]; R?) witha > 1/2. Thenx = (z,%(x;0,-))
belongs to C*([0,T); A(R?)). In addition the map x — x is Lipschitz
continuous from (C*([0, T} R?), || - [la) to (C*([0,T]; AR?)), | - [|a)-

Proof. By construction, x is a path with value in A(R?). Let us note
that (—x,) Bx; = (zf — 2!, 22 — 22, A(z; s,t)). From the construction
of the Young integral (more specifically, from a variation of (4)),

(19) [A(; 5, 8)] < C(2a = 1)(t — 5)* =3
and then the result is proved. O

Let us note that in the previous proof, (19) does not means that ¢ —
2(x;0,t) is 2a-Holder continuous (in which case 2« > 1!). Indeed, t —
A(x;0,t) is only a-Hdlder continuous, since x is a-Holder continuous.

On the other hand, any path in C*([0, 7]; A(R?)) with @ > 1/2 can
be expressed as a path z € C*([0, T]; R?) lifted using its area A(x).

Lemma 8. Let x € C*([0,T}; A(RQ)) with o > 1/2. Then x =
C(x,x3) = (v, x5 + A(z)) with x = (x',x?).

Remark 6. If for some a > 1/2, (x™ )neN belongs to Ca([O T]; A(R?))
is composed of paths of type x" = (2", 2l(z")) with 2" € C*([0, T]; R?)
and x" converges in C*([0, T]; A(R?)) to some x, then x € C*([0,7]; A(R))
is necessarily of type x = (z,20(x)) with z € CO‘([O, T];R?). In Propo-
sition 2 below, we will see how to construct a family of paths x" €
CL([0,T]; A(R?)) converging to x € C*([0,T]; A(R?)) with « > 1/3.
Thus, if one considers a path with values in A(R?) which is not of
type (z,(z)) but which is piecewise smooth, one has to interpret it
as a path in C/2([0,T]; A(R?)) in order to identify it with a family of
converging paths.

Proof. From Lemma 7, y = €(z,x3) belongs to C*([0,T]; A(R?)), and
from Lemma 6, there exists a function ¢ : [0,7] — R such that
(—x5) Bx)® = (—ys) By) ) + o — s forall 0 < s <t < T.

Hence, /[or — @s] < [x]lalt — 5% and then |, — o] < [IxI[2]¢ — s2*.
As a > 1/2, necessarily ¢ is constant. U

As we saw it, one can add a path with values in R to the third
component of a path with values in A(R?) to get a new path with
values in A(R?). Although a path with value in R? which is regular
enough can be naturally lifted as a path with values in R3, we gain one
degree of freedom: there are an infinite number of paths that lie above
a path in R?. The next lemma, whose proof is immediate, precises the
kind of paths we have to use to stay in C*([0,T7]; A(R?)).

Lemma 9. Fora 1/2 letx € C([0,T]; A(R?)) and p € C**([0,T]; R).
Then'y = (x',x%,x3 4+ ¢) belongs to C*([0,T]; A(R?)).

Any path in C*([0,T]; A(R?)) can be seen as the limit of paths nat-
urally constructed above path of finite variation. Before proving this,
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we state a lemma on relative compactness, which is just an adaptation
of Lemma 2.

Lemma 10. Let (x"),en such that x™ € C*([0,T]; A(R?)) and is bounded.
Then there exists x in C*([0,T]; A(R?)) and a subsequence of (X")nen
that converges to x in (C*([0, T]; A(R?)), || - l|g) for each B < .

We shall now prove the main result of this section: any path x in
C([0,T]; A(R?)) with o € (1/3,1/2) may be identified as the limit
of €(z",x3), where " are paths in C3*([0,T];R?). Paths taking their
values in A(R?) are then objects that are easier to deal with than
sequences of paths with loops as we did previously.

Let x € C*([0,T]; A(R?)) with « € (1/3,1/2) lying above z. Denote
by " the linear interpolation of x along the dyadic partition II" =
{t%}r=o,. on at level n, with ¢} = Tk/2". Also define

(20a) O = ((—xgp ) B X ).

-----

07 cos (27rtnt7t_7’;tn> -1
(20b) yr(t) =/ = LA
T |sgn(f})sin (27r i >

n n
tk+1*tk

Finally, set
(20c)
ol =™} ®"(t/2) for t € [0,T] and x" = (2", x5 + A(z"™;0,-)).

-----

constructed in Section 5.3 (see Figure 6).

Proposition 2. With the previous notations (20a)-(20c), (X")nen S
uniformly bounded in C*([0,T]; A(R?)) and converges to x with respect
to || - |lg for all B < a.

Remark 7. We have considered a path x in C*([0,T]; A(R?)) above a
path z € C*([0, T]; R?), but we have not shown how to construct such
a path, except of @ > 1/2. For that, we may either use the results in
[LVO05], that assert it is always possible to do so, or to deal with partic-
ular cases. For example, many trajectories of stochastic processes have
been dealt with (Brownian motion [Sip93|, semi-martingales [CLO5],
fractional Brownian motion [CQ02, Cou06], Wiener process [LLQO02],
.. see also the book [FV06b]). All these results are done in general in
connection with an approximation results.

Choosing a path x above x corresponds to a determination of the
limit of A(z™; s, t) where 2" converges to x, and is then a slightly weaker
hypothesis than (H2).

Proof of Proposition 2. Let us note first that for t = ¢}, X?Z = X¢p.
For ¢t € [0,T), let M(t,n) be the biggest integer such that ¢}, . <.



30 ANTOINE LEJAY
Then, for 0 <t < T,

Ixi — x| <X — x| [x -

}W(f n) M(t,n) |

gmaX{ |9 |/7T | tNI(th—l o Ai(tn)‘}—i_ ”XH ( nM(t»n))a

< 2|x[|.To27o"

This prove that x™ converges uniformly to x.

The convergence in C?([0, T]; A(R?)) follows from the uniform bound-
edness of the a-Hdlder norm of x™ and Lemma 10.

So, it remains to estimate the a-Holder norm of x™ in A(R?). For
0<s<t<T,]let M(s,n)bethe smallest integer such that s < t”M(sm).
Then, unless s,t belongs to the same dyadic interval [t}, ., ] for some
k=0,...,2" 1,

n

n
X, =X H xin» Xin :
st S’tl\l(s n) ]\/I(S n)’ ]M(t n) tM(tvnyt
forall 0 < s <t <T. In addition, x}, =Xm for any
M(s,n)’ J\/I(t n) M(s,n)’ M(t,n)
integer n. Since | - | is a homogeneous norm on A(R?), it follows that
for some universal constant Cj,
n
| s,t| X 0| st |+ 0| tﬁ( )7tM<t7 >|+ 0| tM(t ot |
n
< ol \ + Coll o Fhgmy — )" + Colxly,

Let us assume that we have proved that for some constant K,
(21) [|xg )l S K(t—s)* forall ty <s <t <tp,, k=0,...,2" -1,

then the boundedness of (||x"||,)nen follows easily as in the proof of
Corollary 1 by applying (21) to s,t in the same dyadic interval, and to
|x™ o | and to ]xtn )7t].

We now turn to the proof of (21). First, let us consider that for
some k € {0,...,2" — 1}, either s,t € [t}, ¢} — T2 or s,t € [t} +
T2 =1 ¢7]. In the latter case,

T2t — s)(ah,  — o)
xS (Cx Bxr = [T (s (ah | — a2
S,t s t Ut Uy

0

and then [x¢,| < [|x[[o[t — s|%. In the former case, setting At =T27",

\/m(cos (m(t — tZ)) cos <A—(3 - t”))
Ko = [sanopy/ B sin (5250 — 1)) — sin (5205 — 1)

n_t—s
k An+1t

Thus, for some universal constant C',

t—s o t—s o
x5l < G2 100 —— < 261270V xlla—— < Callxlat — 5)7,
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FiGURE 10. Moving freely in the third direction.

where Cy depends only on C; and T'.
Now, if tf < s <t +T27"1 <t < t},,, we get by combining the
previous estimates that

x| < CoCalxlla((t —T27" 1) + (T27"1 = 5)7)
< 271 CoCol|x][a(t — 5)™.

We have then proved (21) with a constant which is in addition propor-
tional to ||x||4- O

Let us come back to the Remark 6 following Lemma 8. For o €
(1/3,1/2], let us consider x; = (0,0, ;) where ¢ € C**([0, T];R), then
one can find 2" € C}([0,T];R) such that 2™ converges uniformly to 0,
x" = (z",2A(z™;0,-)) is uniformly bounded in C*([0,77; A(R?)) and
converges in CA([0, T]; A(R?)) to x for any 3 < a. For this, one may
simply consider (see Figure 10)

1

zy = (cos(2mtn?) — 1,sin(27tn?)),
ny/m

and then set xy = 27, .

Thus, moving freely in the “third direction” is equivalent to accu-
mulate the areas of small loops. Using the language of differential
geometry, which we develop below, this new degree of freedom comes
from the lack of commutativity of (A(R?),H): a small loop of radius
V/€ around the origin in the plane R? is equivalent to a small displace-
ment of length ¢ in the third direction. To rephrase Remark 6, even if
¢ € CY([0,T];R), then one has to see x as a path in C/2(]0, T]; A(R?))
that may be approximated by paths in C}([0, T]; A(R?)) which converge
to x only in || - ||g for any § < 1/2. Hence, we recover the problem
underlined in Section 3.2.

5.7. Construction of the integral. Let f be a differential form in
Lip(y;R? — R) with v > 1/a — 1.

If x € C*([0,T]; A(R?)) with o > 1/2, then from Lemma 8, x =
(z, x5 + A(x)) with z = (x',x?). Hence we set J(x) o Jax)y=/[ f

Z|[0,]
which is well defined as a Young integral.

The next proposition will be refined later.
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Proposition 3. Let x € C*([0,T]; A(R?)) with o € (1/3,1/2]. Let
(X")nen be constructed by (20a)—(20c). Then (I(z"))nen has a unique
limit in (C*([0,T];R), || - ||5) for all B < o, which we denote by I(x) (of
course, the limit does not depend on (3). Both the a-Hdlder continuity
modulus of 3(x) and the rate of convergence with respect to ||-|| g depends
OTLly on T7 a, 7, /6? ||X||Oé and ||f||LiP'

Other properties of this map = — J(x) will be proved below. Indeed,
this map is obviously an extension of the one we have constructed
beforehand on L**([0, T]; R?), with a more convenient way to encode
the loops.

Proof. Let us fix a dyadic level n. We remark first that for k£ €
{0,...,2" =1}, 1) < s <t <ty

J(z";s,1)

(
// [ (21 2%) det de? if 1 < s <t <t +T2777H
Part”™(s,t)

/l F A 2) det a2
Part™(s,tp4+T2-n"1)

= tR2(t—tp—2"+1T)
+/ flal)da" it < s <t + T2 <t <y,

T
n
tk

tR+2(t—tp—2"T1T)
/ Fal)yda" ity + T27" 7 < s <t <ty

T s
St +2(s—tp—2n+1T)

where Part™(s,t) is the portion of the loop enclosed between the loop
xﬁthtZ +T2-n-1) and the segment z%z}. Of course, the integral of f over
Part”™ (¢}, % + T27"!) is the integral of [f, f] over the surface of the
loop xﬁtg,t;yrn—n—l]'

If ¢} < s <t <t + T2 then the algebraic area of Part”(s,t)
is 07(t — 5)2"™/T. In addition, the maximal distance between two
points in Part”(s,t) smaller than (¢ — s)/|0%]2(t — s)2""'/T. Hence,
we deduce that for r € [s, ], there exists a constant C' that depends
only on 7' such that

< Ol luipllxll 27 (t = s))

since 07| < ||x[[2272">. We also deduce that for some constant C’ that
depends only on 7', ||x||o and || f]|Lips

1 .2 1 2
(23> ‘//Part"(s,t) [f’ f](z e ) dede

<Ot —s)*.
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If ¢ + T2 < s <t <1y, then

tR2(t—tR—2" 1T
/ F) ol
t

n49(s—tn—2n+1T)

(24)

< I Muplixlla(T2) =t = 5) < 1 f lluip I x[la(t — )
It follows from (23) and (24) that for some constant C,
(25) |T(x";s,t)| < Ci(t —s)7.

for all 7 < s <t <t,,, k=0,...,2" — 1.

Yet this is not sufficient to bound |J(z";s,t)| by C(t — s)* for all
0 <s<t<T. We then use another computation.

Let us remark first that ¢5; ' = ¢, ¢3!, = 7|, and that

~ I nd4 1l gndl ~ I gl gndl ~I™ 41l gntl
3( slon o) +3( s tonss) — J(@7 15, 155)

-/ A1)

where T} is Triangle(x , 2 2 ) with area
2k 2k+1 2k+2
Area(T}) = —=( ) A ( )
rea = —Z\Tyn+t1 — Tyn+1 Lynt+1l — Tynt+l ).
k 2 toet1 toe tort2 2y

In addition,

(a7, 6+ T2 ) = / / £ (2 2%) de 422
Part™(t7,t%. )

= [/, [l(@g)0k + ¢

where, from (22), |(}] < C227 %2+ for some constant C, that depends
only on [|X[la; [|f/lLip and T
Let us recall that from (12),

1
Ot ol 4 (i — ) A (Tt — Ty ) = O
ok T Ugs1 Tt 2( to ton ) ( s t§k+1) k

Hence, we get easily that
Iz tgljla tglj#) + 32" t;kt:p tglﬁz) — J(a"; tgljla tg,:ﬂé)
=G+ G — G+ (U @) = U (@) 0555 + &5
where

= [[ (171608 02 — 1 o) Arealy).

As in (22),
601 < I llspll2 A0,
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where A,t = T27". Thus, for some constant C'3 that depends only on
1 lips M1l

(26) 3™ty ) + 3@ ) — I )]

< O52 na(y+2)

For m < n and k € {0,...,2™ — 1},
n—1

It ) = 3(@™ 4 Gy) = Z(j( g 1) — (37 b tih))-
l=m

As there are exactly 2™ dyadics intervals of the form [tf,#/ ] con-

tained in [t}", ¢}"] for all £ > m, we deduce from the Chasles relation
and (26) that

n—1
2£—m 04
{=m

where Cy depends on C3 and the choice of @ and 7 (note that our choice
of a and  ensures that the involved series converges as n — 00).
We now choose for m(0) the largest integer such that there exists

some k € {0,...,2™® — 1} for which [m(O tZ;(l)] - [t"M(S n),t”M(m)],

where M(s,n) (resp. M(t,n)) is the smallest (resp. the largest) integer
such that s < t’]\‘J( " (resp. t = tar(em))-
From the Chasles relation,

I(@" g oy s (tm))
~ n m(0 ~¢ om. ym(0) ,m(0 ~romn, ym(0) n
=J(z" ,tM(Sn) tk( ))—i—J(x th( )atk4£1))+~1($ ;tk—él)vtM(tn))'

By combining (25) and (27), we get that [J(z"; ¢;" m(0) tk-i—l )| < C527™
for some constant C5 that depends only on 7', o, 7, || f||Lip and HxHa

We may now find some integers m(1) and k(1) such that [tzl((ll)), tZI((ll))Jrl]

is the biggest interval of this type contained in [ ) tkm(o)], in order to

M(s,

estimate J(x"; 3, tm( ) ). Similarly, we can find some integers m/(1)

(s,m)’
and k(1) such that [t/ £7 W 1 is the biggest interval of this type

k(1) 0 Uk (1) 41
contained in [t?ﬁ), 31 (t.my)» I Order to estimate J(z"; ¢ Jfo) y(emy)- Note
that necessarily, m(1) and m/(1) are strictly greater than m(O)

Hence, proceeding recursively, we obtain with (22) and (27) that

|j(‘rn’tM(sn)’tM(t” ‘ = 2m ) +Z Qm(j Z

jeJ jeJ’

where (m(j))jes and (m'(j))jer are two finite increasing families of
integers, that are bounded by n and greater than m(0). This kind of
computation is the core of the proof of the Kolmogorov Lemma (see for
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example Corollary of Theorem 4.5 in [IW89]) and is also an important
tool in the theory of rough paths.
For some constant Cg, we then obtain that

|J(ZL' 3 tﬁ(s,n)’ tM(t,n))| < 2m(0)a ’

Let us note that T27™0 < 7, < T27™O+!  With (25)

M(tn) tnﬁ(s,n)
and the Chasles relation, we then obtain that

(28) [3(a";s,8)| < Cu(thy(,y — )" + oma T Ci(t — thian)

< max{Cy, Cg/T}Ht — s)“.

Since J(2™;0) = 0, this proves that J(z"; s, t) is uniformly bounded in
(C*([0, T;R), || - |la)- It follows that there exists a convergent subse-
quence in (C*([0,T];R), | - ||3), whose limit is denoted by J(x), which
is also a a-Holder continuous function.

We may however give more information on the limit. With (27)
and (28), for some constant C7 and any integers 0 < m < n and any
0<s<t<Twitht—s>T2"™

‘j(xna S, t) - j($m7 S, t)| < 07(75%(377,1) - 5)a + 07(t - tﬁ(t,mﬁa
C4<M(t7 m) - M(S7 m))
+ Sma(7+2) '

As M(t,m) — M(s,m) < 2™ and a(y +2) > 1+ a, it follows that

(29> |j(xn’37t) - j(l‘m,s,t>|
m «a m @ 04
< C7(tﬂ(s,m) — S) -+ C7(t — M(t,m)) + —

oma ’

Set
R = m m e m o 04
m(87 t? Oé) ax C'7(75M(s,m) 8) ; 07(t M(t,m)) ; oma .

As R,,(s,t; ) converges to 0 when m — oo, the sequence (J(x™; s,t))nen
is a Cauchy sequence for any 0 < s <t < T, which has a unique limit,
which is necessarily J(x; s,t). Besides, we get from (29) that for some
constant Cs and any 3 < «,

|T(z;s,t) — T(a™,s,t)] < Cs(t — s)ﬁRm(s; t,ao— ),

when m is large enough so that 727 <t —s. If T2™™ >t — s, then
there is at most one point ¢}" such that s < ¢;" <t and then for some
constant Cy,

|T3(x;s,t) — T(x™, s, )| < |T(z;s,t)] + (T (2™, s,t)]

a—p
< Colt — ) < 2L

< m(t —s)’.
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We get that the whole sequence (J(2"))nen converges to J(x) in the
space (C*([0, T];R), || - [|g) for any 3 < o
The proposition is then proved. O

Corollary 4. Let (x"),en be a sequence of paths converging to X in
(C*([0,T]; A(R?)), || - |la). Then for all 3 < a, I(x™;0,-) converges to
3(x;0,:) in (C*([0, T R), || - [ls)-

Proof. The proof follows the same line as the proof of Proposition 1.

To simplify the notation, we denote x by x*°.

Since x" is convergent in C*([0, T]; A(R?)), the sequence (||x"||4)nen
is bounded and then, from Proposition 3, (J(Xx"))nen is bounded in
([0, THR), | - 1)

For n € NU {oo}, let (x™™),en be the sequence of paths converg-
ing to x™ given by Proposition 2. We have seen in Proposition 3 for
for any < «, there exists some constant K" that depends on [|x"||,
such that ||J(x™™) — 3(x")||s < K"2™F~%). In addition, the sequence
(K™)pnen is bounded if (||X"||a)nen is bounded. As J(x™™) is a Young
integral, it follows from Corollary 2 that J(x™"™) converges to J(x>")
in (C*([0,T};R),|| - |lg).- Hence, this is sufficient to prove that J(x")
converges to J(x) in (C*([0,T];R), || - |l3), as in the proof of Proposi-
tion 1. U

Remark 8. Let us consider the following equivalence relation ~ between
two sequences (x")nen and (y™)nen of sequences of path converging in
(C([0, T];R?), || ||s) with & > 1/2 and 8 € (1/3,1]: (2")nen ~ (¥")nen
if x < lim,ey C(2™,0) = lim,en €(y™,0) in (C7([0,T]; A(R?), || - ||5) for
some v > (3. This implies that J(z"; s,t) and J(y"; s,t) converge to the
same limit J(x;s,t). Hence, one may identify C7([0,T7; A(R?),] - ||)
with the quotient space (C*([0, T]; R?), || - ||5)/~, and two elements in
the same class of equivalence give rise to the same integral.

Here, we have used the dyadics partitions?, so that one may ask
whether J(x;s,t) is equal to J(x|s)? As this is true for ordinary
integrals, we easily get the following result.

Lemma 11. Let x in C*([0,T]; A(R?)). Then, for all0 < s <t < T,
j(X; S, t) = j(XHs,t])-

From this lemma, we deduce that if x € C*([0,T]; A(R?)) and y €
C*([0, SJ; A(R?)), then
J(x;0,t) if ¢ € 0,77,

J(xHy:0,¢) =
(X y: Y, ) {j(x,O,T)—i—j(y,O,t—T) 1ft€[S,T]

2We will give below another construction of J for which there family of partitions
different from the dyadics ones can be used.
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Proof. This lemma means that the integral constructed using the dyadics
on [0, 7] but restricted to [s, t] corresponds to the integral constructed
using the dyadics on [s,t]. One knows that such a relation holds for
ordinary integrals, since the integral does not depend on the choice of
the family of partitions on which approximations of the integrals are
defined.

Let (x™),en be the approximation of x given by Proposition 2. Then
J(x") is an ordinary integral. Hence J(x";s,1) = J(x], ;0,7 — s) (the
last integral means that T is replaced by ¢ — s and thus that we consider
the dyadic partitions of [0, — s]. The result follows from passing to
the limit. U

Let us end this section with an important remark. Consider x €
C([0,T]; A(R?)) with « € (1/3,1/2) and ¢ in C**([0,T];R). We saw
in Lemma 9 that y = (Xl, x%,x% + ) also belongs to C*([0, T7; A(R?)).

Hence, we set yp = 2" x ®" x ¥™(¢/3) for ¢t € [0,3T] where
VAR {z}j}k o,...on—1 With 2} : [t7, ¢}, ] — R? defined by

’ﬂ
P, — P |COS (27r Hft”) -1

Zn(t) == n ’
g NZS sin (27thlt t—tg)
+1

so that ¢ asymptotically encodes the area of (U™),cn.
Similarly as in Section 3.2, it is then easily shown that

3(y"0,8) —— 3(y;0,1) = 3(x;0,1) +/0 Lfs fl(zs) deps.

Hence, adding a path ¢ to the third component of x consists in in
adding a term [, [f, f](x) dps to T(x).

5.8. Construction of an enhanced path lying above an inte-
gral. We have seen the importance to take care of the area. We now
assume that the functions f; and f, takes their values in R? — or
equivalently that f = (fi, fo) € Lip(y;R? — R?). so that J(x) for
x € C*([0,T]; A(R?)) is a path with values in C*([0, T]; R?). It is pos-
sible to construct J(x) as an element of C*([0, T|; A(R?))? If yes, then
one can use J(x) as a path which is integrated along another differen-
tial form, ... By iterations, this leads to the construction of solutions
of differential equations using a Picard scheme.

We set J(x) = (J'(x),3%(x)) and J(x;s,t) = T(x54). f a > 1/2,
define

I 1/t
33 (x;0,t) = 5/ J(x;0,5)dI%(x;0,5) — 5/ 3%(x;0,5) dJ*(x;0, s),
0 0

where

/”(xos)dﬂxos Z/ (/ fi(x,) dx)fg(xs)

k=1
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Naturally, we set J3(x; s,t) = (=3%(x; 0, s)) B F*(x; 0, ).

If x belongs to C*([0,T]; A(R?)) with « € (1/3,1/2], then J%(x) is
itself a-Holder continuous for ¢ = 1,2. Thus, can one consider the inte-
gral of J'(x) against 37 (x) for (¢,7) = (1,2) or (z,7) = (2,1)? We will
see in Section 7.4 that we may construct also the area of (J'(x), 3%(x)),
which proves some kind of stability result: the integral of a path in
A(R?) is then a path in A(R?) if f takes its values in R

Here, we prove only a weak statement: a stronger one, similar to
Proposition 3 and Corollary 4 will be given in Section 7.4.

Proposition 4. Let x be a path in C*([0,T]; A(R?)) and (X™),en be
the sequence of paths constructed in Proposition 2.

Fora € (1/3,1/2], there exists a subsequence of (I (x™), 3*(x™), T*(X™) ) nen
which converges in (C*([0, T); A(R?)), || - |l) for any B < a.

Proof. Tt is clear from the very construction of 3% that (J'(x"), 3%(x™), 3*(x") ) nen
belongs to C*([0,T); A(R?)). The proposition will be proved if one
shows that for some constant C, |J(x";s,t)| < C(t — s)** for any
0<s<tLT.

Fix n € N and let us estimate first J3(x™; 7, ¢}, ) for k =0,...,2" —
1. Let us remark that for some constant K,

tn4 27 n1
/ 3 17, 7) AT £ )
t

n
k

on+2 tn4 T2 "L
o [T s - )T ar
ti

K N
< gz 1 leipl 36 a7

A similar inequality holds for when one swaps the role of J' and J2.
Besides,

Pt ) = P (Xt + T2 + Pt + 277 )
1
+ 53(x“; 4+ T2 Y ATX sty +T27" 1 1)

and one gets also easily that for (i,7) = (1,2) and (4,j) = (2,1),

t2+1 ~1 n.,n ~7J n.4n K ~ n n
Tt ) dF (XM 8)| S g | Iluin | I allx" o
tp+T2-n-1

for some constant K.

Since [|x"||q and ||J(x")||o are bounded and |a A b| < 2|a| x |b] for
all a,b € R?, we get by combining the previous facts that for some
constant C',

(30) P 8t )| < Cilt — 5)™.
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Now, let us estimate J3(x™;0,7T') the following way:

|3(x",0,T)| < |3%(x";0,T/2)| + |3°(x" T/2,T)|
+[3(x%0,T/2) x [3(x";T/2,T)|.

We can also break J3(x";0,7/2) and 33(x™;T/2,T) in two parts, and
so on. We stop after n steps. In this case,

on 1
(x50, T < 1P 8 1)
k=0
n 2k—1
+ Z Z |3(xX"; 50, U01)] X [T 85011, Bp0)]-
k=1 (=0

As (3'(x™), 3*(x™)) is a-Holder continuous with a constant K which is
independent from n, we get with (30) that

2n—1 n
C\T* 1 k-1
~3 (M. 2a
3%(x";0,T)] < ;0 a5 ;1 KT S

Since 2a > 1, it follows that the series in the right hand side of the
previous expression converges as n — 0o. Hence, for some constant C'
that does not depend on n,

17%(x"™;0,T)| < CoT.

Now, if y = X[ 4] for some integer m and k € {0,...,2% — 1}, then
|33 (y™; 0, T/2™)| < CyT?%*/2%™ where y™ is the approximation of y
constructed by Proposition 2. Let us remark that forall0 < s <t < T,
3 (xft, i 0,t = 5) = F(x";5,1) and that yi 1/9m = XH;,L .- Hence,
we obtain that for any integers 0 < n < m,

CQTZQ

|32 (™ 4, )| <W-

We now proceed as in the proof of the Kolmogorov Lemma, using
the same kind of computations we already used in the proof of Propo-
sition 3.

Fix 0 < s < ¢t < T and choose m(0) and k(0) such that [t

[s,t] and m(0) is as large as possible. Then

m(0) ,m(0)
k(o) > tr()+1) C

~ n. ,m(0) ,m(0
(31) TP(x"ist) = (" s th)) + ") )

+7J (X t ()+17t)+ J<X s tk(0)>/\J(X ’tk(o) ’t)

+

DO | = N H

at m(0) ,m(0) ~romn. ;m(0)
I t k(0) > U k(0 )+1> AJ(x ’tk(0)+17t)'
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Hence, for some constants C3 and Cy = 2715,
~ n m 0 ~ n, m 0 m 0 0% m 0 o
(32) |3(x"ss,t 5)’) AT )| < Calts) — )= )

a—1 « m(0) «@ m(0) m(0)\a
< 207Gyt k(O) —s) <(t - tk(0)+1) + (tk(0)+1 a0 ) )
2c 04
= 22m(0)a’

since from our choice of m(0), 0 < ¢t — Y < T/2m® and 0 <

k(0)+1
m(0 m( m(0) ,m(0
tk(g)) —s < T/2™9 A similar inequality holds for |J(x"; ¢ (g)), tk(é))ﬂ) A

I g D

We may now construct recursively some integers m(i) (resp. m/(7))
and k(i) (resp. k(1)) in {0,270 — 1} such that [f]1), ) ] ©

k(i) 2

m(i—1 7 m(i—1 AN s
[s,tk(g_l))] (resp. [tk,(()) tk,(g))ﬂ} C [tk(g_l)zrl,t]) and m(7) (res. m/(7)) is
as large as possible. Note that the sequences (m(7));>0 and (m'(7))i>o
are strictly increasing, and that
(33) [s,8] = --- UV ¢ Jupml® ym@ gy g g

’ k(1) 0 Uk(1)+1 k(0)  Uk(0)+1 k(1) Uk (1)1 :

Moreover, (32) holds when m(0) and k(0) are replaced by m(i) (resp.
m’(1)) and k(i) (resp. k'(i)). Using recursively a decomposition similar

to (31) to J3(x";s,t (())) and J3(x™; tk,(g))ﬂ) we thus obtain that

1 1 1
~3/om, 2a - e —
|7°(x"; s, 1) < T°Cy (22am(0) + ; 92am(i) + Z 22am/(i)> ’

i>1

Since 2a > 1, it follows from (33) that |J3(x";s,t)] < Cyu(t — s)2*.
Hence, from Lemma 10, the sequence of functions (R(x"))neny with
A(x") = (I4(x™), 7% (x"), 33( ™)) has a convergent subsequence to some
R(x) in C*([0, T]; A(R?)) in (C([0, T]; A(R?)), || - ||5) for any § < a.
Moreover, from Proposition 3, &(x) lies above (J'(x), J?(x)). O

5.9. A sub-Riemannian point of view. Our definition of J consists
in approximating a path x € C*([0,7]; A(R?)) by a family of paths
(x")nen in CH([0,TT]; A(R?)) such that J(x™) converges with respect to
the f-Holder norm in C*([0, T];R) as n — oo for all § < a. The inte-
gral J(x) is then defined as the limit if J(x"). In addition, necessarily,
it follows from Lemma 8 that x" = (2", %", x5 + 2(2")), where z" is
a family of functions in C}([0,7T]; R?).

The paths x™ were constructed by replacing X by some paths
obtained by combining loops and segment. Of course, other choice are
possible, and a natural one consists in using geodesics.

Let a be a point in A(R?). How to find a path x : [0, 1] — A(R?) with
xg = 0, x; = a and whose length (or whose energy) is minimal? Of
course, one can use the segment y = (ta', ta?, ta*),ep0,1) that goes from 0
to a, which is the natural geodesic in R®. But 2(y!,y?¢) = 0 and thus
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y is not of type (y,2(y)) and does not belong to C'([0,T]; A(R?)).
We will use this point of view in Section 7.2, and this will help us
to bridge our construction with another one of Riemann sum type.
So, we may reformulate our question by imposing the condition that
y is of type y = (y,2(y)), which means that y? = 2A(y',y?;0,t) for
t € ]0,1]. This kind of problem is related to sub-Riemannian geometry:
see [Gro96, BBIO1, Mon02, Bau04| for example.

The notion of length we use is then the length of the path (y!, y?):

1
Length(y) = / VYL +yids.
0

Such a path — which will be characterized from the differentiable point
of view in the next section —, is called horizontal. It is then possible
to introduce a distance between two points of A(R?) by

d(a,b) = inf Length(y),
v:[0,1]—A(R?) horizontal
yo=a, y1=b
which is called the Carnot-Carathéodory distance. We may then define
llz|lcc = d(0, z), which becomes a homogeneous sub-additive norm on
A(R?) (see Section A.1) i.e., ||z][cc = 0 if and only = 0 and for all
5,y € A(R?) and A € R, [8rzlcc = |- [#llec, [+ e = #]lc and
le Byllce < ||zllce + [|yllcc, which is the sub-additive property.

For any a € A(R?), we succeed in constructing in Section 5.3 a path
that goes from 0 to a, so that ||al| is finite. Of course, d(a,b) = ||a~'Eb||
for all a,b € A(R?). If a®> = 0, then the shortest horizontal path from 0
to a is the segment that goes from 0 to a. If a = (0,0, a3) with a® # 0,
then this problem is equivalent to the isoperimetric problem, whose
solution is known to be circle.

In the general case, this problem is called the Dido problem, and
the solutions are known to be arcs of circle (see for example [Str87,
Mon02]), but they are less practical to use than our construction with
circles and loops (see below in the proof of Proposition 5).

These solutions are not real geodesics in A(R?), but they are called
sub-Riemannian geodesics. The sub-Riemannian geodesic that links a

to b is then denoted by 1, and belongs to C*([0, T]; A(R?)).

If we define the energy of a path by Energy(y) = %fol (vl +y?)ds,
then 1, is also a minimizer for the energy among all the paths with
constant speed Length ().

To a path x in C*([0, T]; A(R?)), we associate

n __ t— tz n qn
(34) Xt = U (m) for ¢ & [t}, 114,

forn=0,1,2,....
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Proposition 5. The sequence of paths (X"),en constructed by (34) is a
family of paths in C*([0, T]; A(R?)) which converges to x in C*([0, T]; A(R?))
with respect to || - ||g for any f < .

Proof. The proof is similar to the one of Corollary 1 or of Proposition 2.
Obviously, (x™),en converges uniformly to x. Let us remark that
Xgp = X B B and that Xip o, = Xeptn, - Using the same
argument as in Corollary 1, the a-Holder norm of x" is then deduced
from estimates on x7, , and X 4 fort € [tp,ty, ] fork=0,...,2"—1.
After a translation, we are looking for establishing an estimate of
type |14 (t)| < Ct|z| for ¢t € [0, 1] for some constant C'. If this holds,
then for t € [t} 17, 4],
(0%
g, (/2] € Ol | < O

+1 At Rk

We now give two proofs: one is done “by hand”, and the second one
uses the properties of the Carnot-Carathéodory distance.
o If z3 = 0, then v .(t) is a segment and for ¢ € [0, 1],

[%0.2(1)] < []t.

which gives the desired result.
Now, if 23 # 0, let us note first that for some constants a # 0 and
r, ¢ € [0,27),

1x[lo < C|[x]|a

You(t) = alcos(rt + ) — cos(y)),
U§.(t) = alsin(rt + ¢) — sin(p)),
Uoa(t) =a’rt
since the minimizers lies above arcs of circles. Hence, a?r = 2* and
(@) + (2%)% = g, (1)* + ¥5,.(1)* = 2a*(1 — cos(r)).

It is easily seen that one may find a and 7 in order to satisfy ¢ (1) = «.
If r € [7/2,37/2], then 1 < 1 — cos(r) < 2, a? < max{|z'?, |2?|*}
and

Q

max{|¢, (8)], [45: (1)} < V2mt max{|2'], 2%},

and [, (t)| < 4n~ "t max{|z'|, |*|}*. This is sufficient to conclude.
In the other case, since cos and sin are Lipschitz continuous and
la?r| < |2?|, we get that

wéyx(t)Q + wgvx(t)Q = 2a*(1 — cos(rt)) < 2|2*|t < 2|z|?t.

Hence, |1, (t)] < v2|z]t.
It follows that (x"),en is bounded in C*([0,T]; A(R?)) and this is
sufficient to conclude.

o (Alternative proof). As the Carnot-Carathéodory norm is equivalent
to any homogeneous norm (see Proposition 10 in Section A.1), it follows
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that for some universal constants C' and C",
(35) vVt €[0,1], [oa(t)] < Clitbos(t)llce = Ctllzflcc < CCx],

since 1y ,(t) is a sub-Riemannian geodesic and then 1 ,(t) = td(0, z).
The inequalities (35) yields the result. O

The point of view of the sub-Riemannian geometry, which is natural
in the context of Heisenberg groups, have been used by P. Friz and
N. Victoir in [FV06¢| and [FV06a].

5.10. A sub-Riemannian point of view: differentiable paths
in A(R?). We have introduced the set of paths C*([0,T]; A(R?)) for
a € [1/2,1/3), but we have that the value of a does not really refer
to the regularity of the path x in such a set, but to the norms to
be used to approximate x by a family of paths x™ that are naturally
lifted as x™ = (z™,A(z™)). It is then possible to consider some path
x € C*([0,T); A(R?)) with @ < 1/2 that are differentiable: for example,
if x in C*([0, T]; A(R?)) and ¢ in C*([0, T]; R), then y, = (x}, %7, X} +p;)
is almost everywhere differentiable, in the sense that

(36) i=1,2,3, hi%@ — ai(t)

exists for almost every t. Another natural way of thinking the derivative
of y consists in setting

: .1 i i
(37) 1= 17 27 37 ll_l}(l) g(—Yt) H Yt+5 = 6 (t>

when this limit exists. If ¢ € [0,7] is such that (36) holds, then 3(¢)
exists and .

5(1) = (1) ~ 5lyealh).
Reciprocally, if (37) holds, then (36) holds and

1

a(t) = A1) + 5lye. BO)
Of course, (a'(t),a?(t)) = (B'(t),3%(t)) for all t at which y; is differ-
entiable.

If the path y is of type (y,2(y)), then

2" T2
At each point a of A(R?), the associate the 2-dimensional vector

space
1 [at vl
=g e 1]}

as well as the space =(a) orthogonal to ©(a) with respect to the usual
scalar product in R®. The one-dimensional space =(a) is generated

O(a) = { (v!,0%,0%) € R3
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by the vector (—a?/2,a'/2,1)*. Tt is easily seen that a — Z(a) and
a — O(a) forms two subbundles of the tangent bundle of A(R?).
We then obtain the next result:

Lemma 12. A differentiable curve y is the natural lift (y,A(y)) of a
differentiable curve y if and only if y; belongs to ©(y,) for anyt € [0,T].

For a differentiable path y : [0,7] — A(R?), let 3(t) be given
by (37). The condition that y,; belongs to O(y;) is equivalent to
G(t) = (y;,¥7,0), and more generally, if m=(,) is the projection from
R3 identified with the tangent plane of A(R?) at a onto Z(a), then for
t € 10,77,

ﬂ(t) = (yt1> yg? T=(ye) (Yt))
Thus, a differentiable path y from [0,7] to (A(R?),H) is necessarily

of type (y,2(y) + ¢) where y = (y',y?) and ¢ is differentiable, and
B(t) = (9,97, ¢u) for t €10, 7.

6. GEOMETRIC AND ALGEBRAIC STRUCTURES

6.1. Motivations. Up to now, we have introduced a space A(R?) and
considered paths in C*([0, T]; A(R?)). For a path x € C*([0, T]; A(R?)),
we have seen how to construct a sequence (x"),en of paths converging
to CA([0, T); A(R?)) with 8 < a such that " = (x!'™ x>") is piecewise
smooth and x*" = x3 + A(z"). As x" lies above a piecewise smooth
path 2", J(x") is well defined as a Young integral, and we have shown
in Proposition 3 that the sequence (J(x")),en converges and its limit
defines J(x).
On the other hand, we may rewrite

2n—1 2n—1
J(x™;0,T) = Z 3(xﬁtz’t2+1]) and J(x;0,7) = IXep g, ,1)-
k=0 k=0

The path Xﬁtz ] Was constructed in Section 5.3 from the values of
W41

X¢p,, and x;». Hence, ﬁ%’““ f(z}) day is an approximation of J (X m 1),
and J(x") is constructed only from the values of {th}k:()"_.gn_l.

We have proposed two constructions of integrals that rely on ap-
proximation of the path. We are now looking for a Riemann sum like
expression, which consists in finding approximations of J(x;0,7") and
to sum them over the dyadic partitions of [0, 7).

Let us note first that if x belongs to C*([0, T]; A(R?)) with o > 1/2
and 2" is the piecewise linear approximation of z along the dyadic
partition II", then

TN flluipll |12
22na

(3™ 8 ) =306t )] < e |6 6, 4| <
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and thus, since a > 1/2,

n
— kﬂ o, Ty
J(x;0,7) = lim E —nds
oo o1 — Uk
2" —1 tk+1 Hn

(38) = lim Z/ ) ; ds

where x is the path above which x lies.

The first idea is then to find a formulation similar to (38), by looking
for another way to draw a piecewise differentiable path y™ on lying
above a path y" : [0,T] — R? with y"(t}}) = xp for k = 0,...,2"

and for which the expression & = tk“ f (ys)dy = ds provides a good

approximation of J(x;t}, ¢}, ), in the sense that for some # > 1 and
C >0,

n ~ n n O
& — T(x5ty, )| < b

The space in Which y lives has to be precised, but it is natural to
assume that dy’“ belongs to A(R?), and then one has to extend the
definition of f 1nt0 a differential form on A(R?) accordingly.

The second idea would then to get an expression of type >z o' f (T ) ARX
where Ajx depends only on X and xg. As we deal with second-
order calculus, the things are not too simple: think to the difference
between the Stratonovich and the Ito integrals for the Brownian mo-
tion.

6.2. Another formulation for the integral. We rewrite J(x"; ¢}, 1} ,,)

as
tht n n
sttt = [ fa s [ (g ds
n Surface(y)

k

where y' has been defined by (20b). Setting xs; = (—xs) H x; and
A,t =T27" we have already seen that

‘/ /surface(yg)[f’ fl(z) dz —xip o L ()

On the other hand,

< At ™| | 115

n
P ey ds

X, U o) =g, [ 1RG5

< At ™| | 115
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Hence, this means that one can replace J(x"; 1}, 1}, ;) by

t;cLJrl dS

n_ 1 "
fk—xt;;,t" /t" fi(zg )Ant

k+1
k

k+1 k41

th1 ds iy ds
2 " 3 g
+ Xipgn /tZ fa(z, )A_nt‘i‘xt;;t" /tﬁ L, f1(zs )A_nt7
in the sense that J(x;0,7) = lim,, o 35 &2
Let us denote by {ey, es, [e1, €]} the canonical basis of A(R?), and
by {e!,e?,[e!, e?]} its dual basis. For z = (2,22, 2%) € A(R?), let us
define the differential form

(39) Cama)(f)(2) = fi(z", 2%)e! + falz!, 22)e? + [f, fI(2", 27)[e!, €?].
With x™" = (2",0), the term £ may be put in a more synthetic form

th n ds
R R e

2

We are now looking for a curve y"(t) on [0,7] which is piecewise dif-
ferentiable and such that

dy"(t) = 1
b At

Of course, from (40), such a path lies above z!'". The problem is now
to find the space in which y” lives.

Let us recall the results from Section 5.4: The space (A(R?)) is a
non-commutative group when equipped with H, and it is also a Lie
algebra when equipped with the brackets [, -].

We have already denoted the basis of A(R?) by {e1, €2, [e1,€2]}. The
choice of [eq, €3] to denote the third component follows naturally from
the bilinearity of [-,-].

The Lie algebra structure is particularly important here, since one
knows that A(R?) may be identified with the tangent space at any
point of a Lie group. We will now construct such a Lie group.

(40)

t ety i)

6.3. Lie groups. Let (G, x) be a Lie group (see Section 5.4). We
recall here some general results about G.

For x € G, let us denote by T,(G) the tangent plane at z. A vector
field X is a differentiable application X : z € G — X, € T,(G). If U is
a differentiable map from G to G, then its differential d¥ maps T, (G)
to Ty(). For a one-to-one map V¥, two linear operators on vector fields
may then be defined:

U, X =d¥U(XoV¥ ) and V*X =d¥ (X o).

A left-invariant vector field X is a vector field such that L7X = X
for all x € G, where L,(y) = x x y. It is easily shown that for such a
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vector field,
X, =d;L, X, Vx € G,

where 1 is the neutral element of the Lie group G. In other words, a
left-invariant vector field is fully characterized by the tangent vector X;
in the tangent plane 77(G) at the identity of G.

An integral curve of X is a differentiable curve v : Ry — G such

that

dy(t

% = Xs0-
A one-parameter subgroup of G is a differentiable curve v : R — G such
that y(t+s) = y(t) x y(s) for all 5,¢ € R (note that v(—t) = v(t)~* for
all ¢ € R). This implies in particular that v(0) = 1. If ~ is an integral
curve of a left-invariant vector field X, then ~ is deduced from the
tangent vector X; at the identity 1 of G. This vector X; is then called
the generator of . Given a vector v in T} (G), it is usual to denote by
(exp(tv))er the one-parameter subgroup of G' generated by v.

One may define a map Ad on G such that Ad(z) : y — = X y X
7!, This map Ad(x) : G — G is linear. Let us denote by ad(z)
its differential, which is then a linear map from 7} (G) to T1(G), since
Ad(1) = 1. For X,Y in T1(G), (X,Y) — ad(X)Y is a bilinear map
and we set [X,Y] = ad(X)Y. With this bracket [-, -], T1(G) is then a
Lie algebra.

6.4. Tensor algebra. We consider now the following tensor algebra
T(R?) = RO R?* @ (R? ® R?) where R? @ R? is the tensor product of R?
(on this notion see for example [DP91]). If {e;, e} is the canonical
basis of R?, then R? ® R? is the vector space of dimension 4 with basis
{e1®ep, 61 Rey,e9Rep,69 R ex}. Forx,y € R,

r®@y=(z'er + 2%e) @ (y'er + yles) = Z T'ye; @ e,
ij=1,2

Mry) =)@y =2® (\y), VAeR.

An element = € T(R?) may be decomposed as z = (z°, 2!, 2%) where

2 € R, ! € R? and 22 € R? ® R%. This space is equipped with the
addition term-wise addition +, and the multiplication ® defined by

r®y=uryifr €R, yc T(R?),
rRy®z=0ifz,y, 2z € R%.
The element eg = 1 = (1,0,0) is the neutral element of T(R?) for ®,
while 0 = (0,0, 0) is the neutral element of +. The space (T(R?), +, ®)
is an associative algebra, which is obtained by quotienting the tensor

algebra RORZOR2®QR? P - - - by the ideal formed by all the elements
which belongs to (R?)®3 @ (R?)®* @ - -
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Remark 9. Let us consider the space R(X7, X5) of polynomials with
two non-commutative variables X; and X5, as well as the equivalence
relation ~ on R(X7, X5) defined by P ~ @Q if P—(Q is the sum of terms
of total degree at least 3. Then there exists an associative algebra
isomorphism ® from (T(R?),+,®) to (R(X;, X5)/~,+, x) such that
P(e;) = X; for i = 1,2. In other words, the elements of T(R?) are
manipulated as polynomials where the terms of total degree at most 2
are kept.

For ¢ € {0,1}, we denote by T¢(R?) the subset of T(R?) defined by
Te(R*) = { (&, 2",2%) |z’ e R* 2> e R QR* }.
Lemma 13. The space (T1(R?),®) is a non-commutative group.

Proof. Clearly, if z,y € T1(R?), then z®y € T1(R?). That (T;(R?), ®)
is non-commutative follows from the very definition of ®. To show
it is a group, it remains to compute the inverse of each element. If
r=(1,2',2?), then 7! = (1, —2', —2’+2'®x') is the inverse of z. I

For z,y € T(R?), we define the bracket of x and y by
[Tyl =20y -y
If z = (2%, 2', 2%) and y = (y°, y', *) belong to T(R?), then
[z, y] = [z, y'] = (2" Ay')er, 2.

Let us also note that [z, y] = —[y, z].
A natural sub-vector space of (To(R?),+) C (T(R?),+) is then

g(R?) = {ZE € To(R?) ‘x =2+ 2%ep,e9), ' €R?, 2°€R } ,
Although not stable under ®, g(R?) is stable under [, -]: if z = (2!, 2%),y =
(y',y*) € g(R?), then

[z,y] = 2" Ayller, es] € g(R?).

This space g(R?) is of dimension 3. For z = x! + z%ey, 5] and y =
yt + 2%y, es], we set

1
By =2 +y' + (2% +y)|er, ea] + §[x1,y1]
1
=al+yt + (x* +y* + —zt A yl)[el,eg].

2
Finally, we define iyg2) o2y by
igr2) A2 (T) = (b, 22, 2%) if & = 2" er + 2" Pey + 2%[eq, €2].
It is clear that igge) arz) is one-to-one from g(R?) to A(R?), and
an additive group homomorphism from (g(R?),H) to (A(R?),H). In
addition, [ig(RQ),A(RQ)(x);ig(R2),A(R2)<y>] = ig(Rz)’A(Rz)[l’,y] for all x,y €
g(R?), which means that ig(R2),A(R?) 18 also a Lie homomorphism. Hence,

we identify the spaces g(R?) and A(R?). Lemmas 4 and 5 are then
rewritten in the following way.
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Lemma 14. The space (g(R?),[-,+]) is a Lie algebra, and (g(R?),B) is
a Lie group with the neutral element 0.

On Ty(R?), let us define
1
exp(r) =1+a' +2° + éacl ® xt for v = (0,2, 2?%).
This map exp is given by the first terms of the formal expansion of the

exponential, since we are working in a truncated tensor algebra.
Similarly, let us define on T;(R?),

1
log(x) = ' +2° — 5:}51 ® ' for v = (1,2',2%) € T (R?).
It is easily seen that for exp o log and log o exp are equal to the identity
respectively on Ty(R?) and on To(R?).
If z,y € To(R?), then

exp(r) @ exp(y) = 1 + 2" +y' + 2 +¢?

1 1
+§x1®m1+§y1®y1+xl®yl+x2®y2

and then

(41) log(exp(z) @ exp(y)) = z B y.
This is the truncated version of the Baker-Campbell-Hausdorff-Dynkin
formula (see for example [Hal03, Reu93]).

Lemma 15. If G(R?) = exp(g(R?)), then G(R?) is a subgroup of
(T1(R?), ®) and exp is a group isomorphism from (g(R?),B) to (G(R?), ®).
Let us note that exp(—=z) is the inverse of exp(x) in G(R?), for all

z € g(R?).
For a sub-vector space V of T(R?), my(z) denotes the projection

onto V. For e,x € T(R?), let m.(z) be the real A such that \e =
Tvect(e) (). For z € T(R?), set

s(0) = 32 (e, (1) F Moo ()i @ ¢

i j=1,2
1
a(:v) = 5(7T61®€2 (ZL‘) — Tea®er (x))[ela 62]'
If « belongs to R? ® R?, then
(42) r =s(z) + a(x),

and s(x) (resp. a(x)) corresponds to the symmetric (resp. anti-symmetric)
part of z. Finally, let us note that for z € T(R?),

(43) s(r Q@ 1) = TRegre (T ® ),
For z = exp(x) € G(R?), we have

(44) s(z) = %5(@" ®x) = %x ®
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and

a(z) = 7T[61,62]($)[617 62]‘
Hence, for z € g(R?), one may rewrite

1

(45)  exp(z) =1+ mge(z) + 3% ® z + a(z) and z = mr2(z) + a(z).
In particular, for z € G(R?), a(log(z)) = a(z).
6.5. The tensor space as a Lie group. It is possible to find a norm
| -] on R? ® R? such that |z ® y| < |z| - |y| for all z,y € R? (there are

indeed several possibilities).
For z = (1,2, 2%) € T1(R?) or for z = (0,2, 2%) € Ty(R?), we set

]l = max{|z"], |2*|}

and
1 1
||z]| = max ¢ |x7], 1/ =|x?] ¢ .
2
Then || - || is an homogeneous gauge for the dilatation operator d;
defined by &z = (1,tz!,t?2%), t € R, since ||&z| = |t| - ||=| (see

Section A.1). Besides, ||z @ y|| < 3/2(]|z| + ||ly||) for all z,y € T;(R?).
We have introduced in Section 5.4 a dilatation operator, also denoted
by 4, in a similar way. Note that for z € A(R?) and ¢ € R, exp(d;z) =
drexp(x).

The the next lemma is easily proved.
Lemma 16. With the norm ||-||., the spaces (T1(R?), ®) and (G(R?), ®)
are Lie groups, and G(R?) is a closed subgroup of T1(R?).

For z € g(R?), t € R — ~,(t) ¥ exp(tz) € G(R?) is a one-parameter

subgroup of (G(R?),®). The point z is the tangent vector to v,(t) for

t=0:
dv.(0)
dt

Hence, g(R?) may be identified with the tangent plane of G(R?) at the
point 1, and indeed at any point y € G(R?).

The bracket allows us to characterize the lack of commutativity of
G(R?), as it follows from the next result, which is classical in the theory
of Lie group (see Figure 11): For x,y € g(R?) and for ¢ > 0, set

0,y(t) = %c<\/g) ® 'V/y(\/g) ® ('Vx(_\/%)) ® Vy(_\/%)-
Then 6,,(0) =1 and

=X.

do,.,
dt 0 - [I7 y]
In our case, it follows from the truncated version the Baker-Campbell-
Hausdorff-Dynkin formula (41) that 6, ,(t) = exp(t[z,y]) for all ¢ > 0.
To any Lie group corresponds a Lie algebra, which is identified to
the tangent plane at the neutral elements, and then at any point. Of
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[e1, e2]a €1 & ey

a®pB@at

FiGURE 11. Illustration of the non-commutativity with

o= ’V:):(\/%) and 8 = ’Yy(\/g)~

~

course, g(R?) =2 A(R?) has been constructed to be the tangent plane
of G(R?) at any point.

Lemma 17. The tangent plane of G(R?) at any point may be identified
with A(R?).

Remark 10. In Section A.2, we will see how to see the elements of
A(R?) and G(R?) as matrices.

We end with a very useful lemma, whose proof is straightforward.
The notion of Lipschitz functions on spaces with homogeneous gauges
is similar to the notion of Lipschitz functions (See Definition 9 in Sec-
tion A.1).

Lemma 18. The applications exp is Lipschitz continuous from (A(R?),] - |)
o (G(R?),]| - ||), and log is Lipschitz continuous from (G(R?).||-||) to
(AR2),]-]).

The maps exp and log are differentiable, so that exp s a diffeo-
morphism between A(R?) and G(R?). Besides, d, exp : T,(A(R?)) =
A(R?) — A(R?) is the identity map for any v € A(R?).

In particular, it follows from this lemma that exp provides a change
of variable between A(R?) and G(R?). For a point z in G(R?), log(x)

is called the normal coordinates of x.

6.6. A transverse decomposition of the tensor space. We have
introduced a subgroup G(IR?) of T;(R?). Is this subgroup strict or not?

The tangent space of T;(R?) at any point may be identified with the
vector space (To(R?), +), which is dimension 6. We have also seen that
the tangent space of G(IR?) at any point may be identified with A(R?),
and thus is of dimension 3. Then, of course, G(R?) # T;(R?). Indeed,
we may be more precise on the decomposition of Ty (R?).
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We denote by S(R?) the subset of Ty(R?) defined by

x? = ey ® ey + pes ® e

S(R*) = ¢ = (0,0,2%) € To(R?*)| +v(e;®@ey+ea®er),

A, v eR
In other words, an element of S(R?) belongs to R? ® R? and is sym-
metric. Of course, S(R?) is linear, stable under ® and + (indeed, if
z,y € S(R?), then z ®y = z+y), and is a vector space of dimension 3.

To an element e of the basis of T(R?), we denote by . the pro-
jection from T(R?) to T(R?), such that x = m(z) + 3, , e, (v)e; +

Zi,j:1,2 Teioe; (T)e€i @ €.
The next result follows easily fYOH/l\ the construction of the projection
operator Ty : To(R?) — S(R?) and T, : To(R?) — A(R?) defined by

To(z) = s(z) and T,(z) = g (z) + a(z).

Proposition 6. The space To(R?) is the direct sum of A(R?) and
S(R?).

This decomposition holds at the level of the tangent spaces at any
point of Ty (R?).

Proposition 7. Any element x of T1(R?) may be written as the sum
r=y+ 2z withy € G(R?) and z € S(R?).

Proof. For x € T(R?), let us set

T(2) = 5(z) — 2@ 2,

2
1
Ta(x) =14 mge(z) + a(x) + % ® x.
With (42), Ta(x) + Ts(z) = x for all z € T(R?). Also, thanks to (43)
and (45), Ys(T1(R?)) C S(R?) and T,(T1(R?)) C G(R?). O

We have to note that with the previous decomposition, G(R?) is not
a linear subspace of T;(R?), and T, and Y are not linear projections,
since they involve quadratic terms. This is why we do not write T, (IR?)
as the direct sum of G(R?) and S(R?). However, as the tangent plane
of S(R?) is S(R?) itself, if G(R?) and exp(S(R?)) = {1+ x|z € S(R?) }
are submanifolds of Ty (R?), we get that G(R?) and exp(S(R?)) provides
a transverse decomposition of T1(R?).

We define a homogeneous norm || - ||qmg2)xs@2) by

1
(46) 2]l G2y <s(r2) = max { ITa()]l; §HTS(:U)H} :

It is easily shown that this homogeneous norm is equivalent to the
homogeneous gauge || - || on T!(R?).
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7. THE ROUGH PATHS AND THEIR INTEGRALS

7.1. What is rough paths? If z € G(R?), then it is easily seen that
for some universal constants ¢ and ¢, c||z|| < |log(z)| < ¢||z]|, where
| - | is the homogeneous norm we have defined on A(R?) by (15).

Definition 4. A rough path is a continuous path x with values in
T, (R?).

Denote by C*([0,T], T1(R?)) the set of rough paths x : [0,7] —
T, (R?) such that

def x5 ® x|
[ O P

 ogs<t<r  |t—s|®
is finite.

A particular class of path is the notion of geometric rough paths.
The next definition follows from [FV06¢c|, which correct some result of
[Lyo98].

Definition 5. A geometric rough path is a continuous path with values
in G(R?).

A smooth rough path is an element of the set

x =z + A(x)[ey, es] }

C=([0, T} G(R?)) = {exp<x> with & € C((0.T]: B?)

A weak geometric p-rough path with Holder control is a path with
values in G(R?) which is 1/p-Holder continuous.

A geometric p-rough path is the closure of the set of smooth rough
paths with respect to the || - ||;/,-norm.

Remark 11. As discussed in Section 5.10, a rough path which is smooth
is not necessarily a smooth rough path.

The space of weak geometry 1/a-rough paths with Hélder control is
denoted by C*([0,T]; G(R?)), while the space of 1/a-rough path with
Holder control is denoted by C%*([0,T]; G(R?)). This latter space is
strictly included in C*([0, T7; G(R?)). In addition C%*([0, T]; G(R?)) is
a Polish space, while C*([0, T; G(IR?)) is not a polish space. The differ-
ence between weak geometric p-rough paths and a geometric p-rough
paths comes from an extension of the properties of Holder continuous
paths given in Remarks 2 and 3. For practical applications, the differ-
ence between weak geometric rough paths and geometric rough path is
not that important, if we are ready to weaken the Hélder norm (this is
in general cost free).

Of course, there is a one-to-one correspondence between the paths
with values in G(R?) and the one with values in A(R?): Since exp and
log are Lipschitz continuous (see Lemma, 18), we get easily the following
lemma, which is illustrated by Figure 12.
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FIGURE 12. From the tangent plane A(R?) at the
point 1 (perpendicular to the vertical axis) to the mani-
fold G(R?): the paths x (dashed) and log(x) (plain).

Lemma 19. A path x belongs to C*([0,T]; G(R?)) if and only if log(x)
belongs to C*([0,T]; A(R?)).

A path y = (a(t),b(t), c(t))epp,r] with value in A(R?) is then trans-
formed into a path x; = exp(y;) with value in G(R?) by the relation

1 1
x¢ = a(t)e; + b(t)es + 5@(15)261 ® er + §b(t)262 ® ey
+ (a(t)b(t) + c(t))er @ ex + (a(t)b(t) — c(t))es @ e;.
Similarly, a path x with values in G(R?) is transformed into a path y

with values in A(R?) by setting y; = log(x;).
def

In addition, let us note that x,; = x;' ® x; = exp((—ys) By;) and
then
1
§(Xst) = Q(xt —5) @ (xy — xg)

where z; = a(t)e; + b(t)es is the path above which x lies.

Let us assume now that y belongs C*([0,T]; A(R?)) with o > 1/2.
We have seen in Lemma 7 that necessarily, c¢(t) = (z;0,¢). Hence,
from (45),

1
(47) xp =1+ x; +A(x;0,7)[e1, ea] + i(xt —20) ® (w¢ — ).

Asfor 0 <s<t<T,

we may rewrite (47) as

t
(48) xe=1+x+ Z (/ (xi—x%)dxi) e; @ ej.
0

1,7=1,2
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Let us note also that

t
Xt © (%) @x = 14a —as+ Y. (/ (xi—:ci)dxi) e ®e;.

i,j=1,2

This means that the terms of x; in R? @ R? are the iterated integrals
of x. When o < 1/2, the difficulty comes from the fact that these iter-
ated integrals are not canonically constructed. As the iterated integrals
have some nice algebraic properties (see Section 8.2), we replace them
by an object — the rough paths — which shares the same algebraic
properties, whose existence is not discussed in this article.

Let us end this Section with a result on path that are not geometric.
If x belongs to C*([0, T]; T1(R?)) (with « € (0,1]) and x; — 1 € S(R?)
for all ¢, then

_ 1
I @xll =y 5 = x5 < [Ix[lalt = s|°

with x; = (1,x},%7). This implies that x, can be identified with a path
in C%%([0,T]; R?) (note that if & > 1/2, then x is constant).

7.2. Joining two points by staying in G(R?): geodesics in G(R?).
Given two points z and y in A(R?), we have constructed a path z :
[0,1] — R? such that (z,2((z,0,-)) goes from z to y. We have con-
structed the spaces T1(R?) and G(R?) such that A(R?) may be inter-
preted as the tangent plane of G(R?) at any point. Thus, a point in
A(R?) is identified with the initial direction of a curve in G(R?). We
have also seen that it is natural that, in order to construct integrals,
to study the limit of integral along a family of piecewise smooth paths
whose values at the dyadics points of [0, T] corresponds to the values
of the paths. The problem is how to link two points in G(R?). In the
case o > 1/2, it is sufficient to use a linear approximation. As straight
lines correspond to geodesics in R?, we will now construct geodesics
in G(R?). These geodesics aim to replace our approximation of paths
constructed using a loop and a straight line.

We consider z,y € G(R?). There are several possibilities to con-
struct what can be seen as the “shortest path” to join z and y: the
path may stay in G(R?) or join directly x and y by going through
Tl(RQ). The latter case requires a supplementary assumption on x
(see Section 8.3 below). To stay in G(R?), we have already considered
in Section 5.10 sub-Riemannian geodesics, which means that we use
some smooth rough path. We will now consider the construction of a
real geodesic in G(R?), which is indeed a segment in A(R?), but which
is no longer a smooth rough path.

For this, let us define for ¢ € [0, 1] (see Figure 13 (b)),

Pry(t) =2 ®@exp(tlog(z™ ®y))



56 ANTOINE LEJAY

e1®eq e1®ez ea®e1 ea®en

(a) A sub-Riemannian geodesic in G(R?) as constructed from Section 5.10.

e1®e1 e1®e2 ea®e1 ea®e2

exp(0)

€1 €1

FIGURE 13. (b) The path ¢, , with z = exp(0) and y = exp((1,1,1)).

with
—1 1 1 1 1 1 1 1 1 1 1 1 1
log(a7 ®@y)=y—a+50 @1 — 5y QY — 50 @y +5y O

It is clear that ¢, , is continuous and that ¢, ,(0) = z and ¢, (1) = y.
In addition, ¢, ,(t) € G(R?) for all ¢ € [0, 1].

There are several ways to compute the derivative. Let us note that
for z,y,z € g(R?) and \ € R,

Mz By) = (Ar) By + (A =1y,
cBy+z)=cBy+zBz—=

After a short computation, we get

Ooy(t) = (1 —t)x +ty
N t(12— t) (

We can now compute the derivative of ¢, , by identifying ¢, , with a
path with values in the tangent bundle T'(T(R?)) = To(R?) = T, (R?).
The spaces T¢(R?), £ = 0,1 are naturally equipped with a scalar prod-
uct and {eg, e; ® €;}yi =12 forms on orthonormal frame at any point
of T1(R?). Hence,

dTo (R2)Pz,y (t)
(49) dt

$1®x1—y1®y1+y1®x1—l—xl®yl).

= iy (Bt +) — aal0)

o log(z7 ' ®@y) +tlog(z ™' @ y) @ log(x™! @ y).

Indeed, the derivative of ¢, , does not belongs to g(R?). Yet, the
second term in the right-hand side of (49) belongs to S(R?), which
is orthogonal to g(R?). As we are interested in paths only in G(R?),
the variation of ¢,, seen by the path is the covariant derivative of
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@uy © [0,1] — To(R?) = T;(R?), — here denoted by 22+ — which is

d «
the projection of 3@& on g(R?). Hence

des 4 (t
(50 eall) _ tog(a= )
dt
and the covariant derivative of ¢, , is constant. This means that ¢, ,
is a geodesic.

A simpler way is the following: Using Lemma 18 and the normal
coordinates (,,(t) = log(ys,(t)), since the differential of exp is the
identify, we directly get that
dSOz y dCx y 1
7 t = —07 t :1 .

Pes (1) = S5 () = log(a @ y)

To a path x : [0,7] — G(R?) and which is piecewise differentiable,
we set

- T dx,
J(x;0,7) = / QEA(Rz)(f)(xs)d— ds,
0 S

where €agey(f) is the extension of the differential form f defined
by (39), and £ belongs to g(R?) = A(R?).

Proposition 8. For x € C*([0,T]; G(R?)) with o > 1/3, let x™ be the
path in C*([0,T]; G(R?)) defined by

t—tr
X;L g gpxtgfxtz+1 (m) fOTt E [t27tz+1]7

forn € N* and t} =Tk/2", k=0,...,2". Then
J(x) = lim J3(x") in C°([0, T]; R)

for all § < «. Besides, 3(x) € C*([0,T]; R).

Proof. We have only to prove that (x"),ey is bounded in C*([0, T]; G(R?)).
The results will then follow immediately from Corollary 4 applied to
log(x™), since log is continuous.

It can also be justified in the same way as Proposition 3 with the
computations of Section 6.2.

To prove that (x"),en is bounded, we may use the same computa-
tions as in the proof of Corollary 1. Hence, we have only to estimate
X}, = (x})7' @ x} for s, in the same interval [t7, ¢, ,]. Since log and
exp are Lipschitz, for some constant C,

S

n nt_ a
il = e (2 gt )) < Clo—

which allows us to prove that ||x"|, < C - 3'7||x]| - O
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7.3. A Riemann sum like definition. We are now willing to give
another definition of the integral in the spirit of Riemann sums, to
get rid of the integrals between the successive times ¢} and ¢}, for
k=0,...,2" — 1. For this, we use the Taylor development of f: For
z,y € R? and i = 1,2,

RN ) = R )+ 2T ) 1)

T
j=1,2 ~J

with [ (2)] < || fllLip|2[*™ and z = y — z. In addition,

L 1 y*) = [ (2" %) + ka(2) with [ka(2)] < |1 flluipl2]™

Let us set x € C*([0,T]; G(R?)) with o > 1/3 and x" constructed
as in Proposition 8. In addition, we define x and " by © = mRz(X)
and 2" = mga(x). Let us remark that 2" = 2", the piecewise linear
interpolation of z. For A, t =T27",

|0 s, ) A . eg)atxg g,

k

< At x| 3| |-

In addition, with the Taylor formula,

o ds
o | [ f<x5><xtgﬂ—m@m—f(xt@(%—xt;;)
iy n
10f;
- 3 Sl g oy, - oy o

k+1
INES 12

.%tz)

< At || fllip 1137

If ' @ €7 is the dual element of ¢; ® ¢; for 7, j = 1,2, we denote by V f
the operator

vie = Y i ee

ij=1,2 (9:15]

so that with (44),
1 /i

B, L) Te; (T, — T )Te (T, — wp) = Vi (2)s(Xepap,, )-
J

7,] 1,2

Hence, with (42), we deduce that

e dx™
52 [ Eae (D) T s

n
k

= f(@e)mre (Xepap, ) + V f (@) TRogre (Xep ap, ) + O

k+1
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with |07 < || flluipl[x[|277 At Since a(y+1) > 1, lim, oo >r g |07 =
0. We then define a differential form €, gz2)(f) on Tl(RQ) by

Cr, @) (@) =1-€+ ) filmpe(z)) de’ + Z

i=1,2 ij=1 2

de ®e]

where €° is the dual element of ey = 1.
With (52) and the property of the 6}’s, we get that

2" —1
(53) 3(x:0,T) = lim - €y (f) (@)X,
k=0

which is a Riemann sum like expression.
This means also that Er,g2)(f)(ze )X, is a “good” approxima-
tion of J(x; 17,17, ).

7.4. Another construction of the integral. Let us assume that
the functions f, fo take their values in the space R” with m > 1. For
the sake of simplicity, we assume that m = 2. The integral J(x) =
(J'(x),3%(x)) becomes then a path in R? and we are interested in
construction its iterated integrals.

If z belongs to C*([0,T];R?) with a > 1/2, then J(x) also cor-
responds to a Young integral and belongs to C*([0,7];R?). Hence,
we use the natural lift in (48), which means that we have to define
only t — 24(J(x;0,¢);0,t), or equivalently, fst J(x; s,7)dJ (x;s,7) for
i,j=1,2.

We remark that, if z, = x5+ (r — s)(t — s) "}y — ),

[ ([ tenast) e ast = e [ - aas
w [ ([t - e as) it a

4 / FE () (@ — ) (F () — f4(zs)) dat

This suggests to take for an approximation of ﬂ ki g Ti(x; 7, 8) AT (x; t7, 8)
the quantity

Vit = Y ) fileg)xad, k(=12

k" k4+1 k+1
i,j=1,2

With (53), we also set
yt" A €T1(R2)(f )('It”)xt NI 1= ]-7 2.

Let {¢1, &>} be the canonical basis of R? and {¢', ¢?}, which we distin-
guish from {ej,es} to refer to the space in which f takes its values.



60 ANTOINE LEJAY

Then we introduce the differential form &, (r2) 1, @2)(f) with value in
Tl(RZ) by, for z € T1<]R2>,

Ery 2y @) (f)(2) = Eryee) (f1)(2)E" + Epy ey (f2)(2)€
+ ) Fimee(2) f(mge(2))E @ &,

i,j=1,2

or in the more compact form,

Eryw2)(f)(2) = Erym2) (f)(2) + [(mr2(2)) @ [f(mr2(2))
with f = f'¢! + f2¢2. Hence, in order to approximate J(x; s,t) and its
iterated integral, we may then set

(54) Vor = S(F,x;8,8) © Ep, ey @) (F) (X6)Xe

and set, for ¢ € (£}, .1, i) and s € [tnﬁ(s,ny tnﬁ(s,n))=

(55) T"(x;s,t)

M(t’n)_l
def n n in n
= S(X§ = Zfﬂ(s,n)) ® ® g(x; th k+1) ® S(X; tM(t7n)’ t)'
k=M s,n)
Finally, we set
(56) J(x;s,t) = lim 3"(x;s,1)
n—00

when this limit exists.

In the definition of §(x), we have assumed that x is a path with
values in G(R?). Indeed, this definition may be extended to paths with
values in T;(R?). In addition, let us note that if x takes its values
in G(R?), then §(x;s,t) € G(R?). The analysis of §(x;s,t) for x in
S(R?) is performed in Section 7.5.

We will see below that the integral defined by (55)-(56) satisfies the
relation

(57) J(x;8,t) =T(x;8,7)@T(x;m,t), VO< s <r<t<T,

which means that ¢ € [0, 7] — J(x;0,t) is a path with values in T;(R?)
and J(x; s, t) represents its increments.
But 3" (x) does not satisfy (57), unless s, r,t belong to {t} }x=o,.. 2n_1.
The next results are borrowed from [LQ02, Section 3.2, p. 40] or
from [Lyo98, Section 3.1, p. 273].

Definition 6. A function y,; from A, = {(s,¢) € [0,T]*|0< s <t < T}
to T1(IR?) is an almost rough path if there exists some constants C' > 0
and 6 > 1 such that

Hys,t — Ys,r X yT,tH* < C|t - 3‘9, Y0 <s<rtg T.

where || - ||+ is the norm defined by ||z||, = max{|z!|, |22}
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An almost rough path is the “basic brick” for constructing a rough
path. We give a proof of the next theorem in Section B in the appendix.

Theorem 2. Lety : Ay — T1(R?) be an almost rough path such that
lys:tl| < Clt—s|* for € (1/3,1] and C > 0. Set

M(tvn)_l
n def
Yor = Ys(sm) @ ® Ve, | @ Ymne V(s,1) € Ay
k=DM (s,n)

Then there exists a unique path z in C*([0,T); T1(R?)) and a sequence
(Ky)nen decreasing to 0 such that

|20 =yl < Kault — s

If y is an almost rough path in G(R?), then z is a weak geometric
rough path with a-Holder control.
In addition, if y andy’ are both almost rough paths with

T2 (Yar — Yoo)l S elt — 5[, |mragra(yss — yi,)| <elt —s

for all (s,t) € Ay, then the corresponding rough paths z and z' satisfy

|2a

(B — 2L,)| < 2Kt = |, | aaea(zos — 2,,)| < 2Kt — s

for some constant K that depends only on T, o, and 6.

The existence of J(x) in (56) as a (weak geometric) rough path
when x is a (weak geometric) rough path is then justified by the next
proposition and the application of Theorem 2.

Roughly speaking, the proof follows the same line as the one of the
Young integral: the reader is referred to [Lyo98, Section 3.2.2, p. 289],
[LQO2, Section 5.2, p. 117] , [Lej03a, Section 3] or [LVO06].

Proposition 9. Forx € C*([0,T]; T,(R?)) with o € (1/3,1], the func-
tion (s,t) € Ay — §(x;s,t) is an almost rough path. In addition, ifx €
C([0,T]; G(R?)), then §(x;s,t) belongs to G(R?). Hence, J(x) given
by (56) exists and belongs to C*([0, T|; T1(R?)) (resp. C*([0,T]; G(R?)))
if x € C([0,T); T1(R?)) (resp. C*([0,T]; G(R?)).

We have already seen that the integral J(x) lies above the integral
we constructed in Section 6 using some approximation of x. With
Theorem 2, we have not only the continuity of x — J(x), but we also
get that it is a locally Lipschitz map and we are not bound in using the
||-]|g norm with 8 < « while working with a-Holder paths. In addition,
we may consider any family of partitions whose mesh decreases to zero
(see Remark 4 or the proof of Theorem 5 in Appendix B).

We introduce a new norm || - ||l,o on C%([0,T]; T;(R%)), which is
not equivalent to || - ||, but which generates the same topology: for
X € Ca([(]? T]; Tl(Rd))7

[T (Xs0)| | MRagRa (Xar)| }

I = sup o { [T, e

0Ls<tT
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In the next theorem, we summarize Proposition 9 as well as some
continuity results.

Theorem 3. If f € Lip(y;R? — R?) with v > 1/a—1 and a > 1/3,
then the limit of (3"(x;s,t))nen in (56) exists and is unique. Besides,
3 maps (C*([0, T]; T1(R?)), || - [|s.a) to (C*([0,7]; T1(R?)), || - [lxa) and
18 locally Lipschitz continuous.

In addition, if X is a smooth rough path, then

J(x;0,t) = exp (/Otf(:cs) dos + A(I(x; O,t);O,t)[él,ég])

and J(x) is also a smooth rough path.

Hence, for x € C%([0,T]; G(R?)), then there exists a sequence of
paths x* € C*([0, T]; G(R?)) converges to x in || - |lo, then J(x) =
lim,, . J(x™) and J(x") is a smooth rough path and J(x) belongs to
Co4 ([0, T]; G(R?)).

Now, if x is only a weak geometric 1/a-rough path with Holder
control, then we have seen that x may be approximated by some smooth
rough paths x" in the 8-Hélder norm || - ||g with 8 < a. Hence, J(x")
converges to J(x) in || - ||z with f < a. Anyway, J(x) belongs to
C([0,T7; G(R?)).

We then deduce the following stability result.

Corollary 5. If7J is defined by Theorem 3, then I maps C*([0, T]; G(R?))
into C*([0,T]; G(R?)) and C**([0,T]; G(R?)) into C%*([0, T]; G(R?)).

We end this section with a lemma similar to Lemma 11.

Lemma 20. For any x € C*([0,T]; T1(R?)), J(x;,t) = I(X|j54) for
all0<s<t<T.

Proof. 1f x € C*([0, T]; G(R?)), then the proof of this Lemma is similar
to the one of Lemma 11. If x € C%([0, T]; T1(R?)), then the results at
the end in Section 7.5 allows us to conclude in the same way. U

7.5. Integral along a path living in the tensor space. Now, we
consider x € C%([0,T]; T,(R?)) with o € (1/3,1/2). What can be
said about J(x)? From Proposition 7, one may decompose x; as
the sum x; = y; + z; with y = T,(x) and z = Y (x). In addi-
tion, (y,z) belongs to C*([0,T]; G(R?) x S(R?)), where the homoge-
neous norm on G(R?) x S(R?) has been defined by (46). In particu-
lar, this implies that 7.,g.,(2z) belongs to C**([0,T];R), i.e., each of
its component is 2a-Holder continuous. In addition, for (s,t) € Ay,
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Er, w2y R2) (f)(Xs)(ye — ¥s) belongs to G(R?), while

k
€T1(R2)7T1(R2)(f)(xs)(zt —z5) = Z 8f (xs)TreZ@e]( — Z) €

- X5

k,i,j=1,2 J
+ > @) @) Tese, (20— 25)ér ® .
kl,i,7=1,2

Since Te,ge, (2t —2s) = Te, e, (2:—2s), We get that Er, 2y 1, 2)(f) (%) (Ze—
z,) belongs to R? & S(R?). Besides, for ¢ € [0, 7],

M(t,n)
nhjglo Z 7TR2(€T1(R2),T1(R2)(f)(xt};)(ztg“ - Zt;;))
k=0
s [POfF & [1Ofs
= Z € = (24) ATty ey (25) + € =2 (25) ATreymey (26)
h—1.2 8x1 81’2

t o k 0
v [ (He)+ L w) dmont

which we can write in the more compact form fo V f(xs) dzs.
In addition, if {a }r=o, m and {By}r=o,.. m belongs to To(R?), then

®1+ak+ﬁk :®(1+Oék)+ Z 04};®< Z 5zl>

k=1 k=0,....,m {=k+1,....m
1 1 1
r X e ¥ a)e X oas( ¥ 4
k=0,...,m {=k+1,....m k=0,....,m l=k+1,....m
1

and

> def ¥ )3 (Sa)e (L)
k=0,...,m l=k+1,...m
We set

I+a,= (f>y7 k Z+1) and 0 = Qle(]Rd)(f)(Xt’,;)(Ztk+1 - Ztg)-

In addition, ) ,_,

converges to fo Vf xs) dzs. We also remark that if 87 = mogra(Bk),
then

) @ converges to mgz(J(x; 0,¢)), while 7, o . O

----- B

M(t,n)

> ﬁk—>/ F(r2) ® flr) da,
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By combining all the facts and using techniques similar to the one
in [LQO2, Section 3.3.3, p .56] or in [LV06], since the components of
fg V f(xs) dzs are 2a-Holder continuous, we can get that

® 3(.]67 X, t27tz+1) m / f(ZES> dys +ﬁ(y7za07t)
k=0 0

with
(58) Ay 2:0,1) = / V£ () das + / F(9) ® f(ys) dz

+ 3 ék®ée/0tvfk(ys) (/0 £ (ys) dys> dz,

k=12

+ Y o [ o ([ 9w an) a.

fel=1,2
w5 ([ vswan) o ([ vrwaz).

In the previous expression, we have to remember that x and y lives
above the same path = = y.

Thus, if for each n € N, 2" belongs to C*([0, T]; S(R?)) and converges
to z, while y” € C([0,7]; G(R?)) converges to y, one get that x" =
y" + z" converges to C*([0,T]; T;(R?)) and

3(x) = lim (3(y") + Ry, ")),

where the limit is in C?([0, T]; T1(R?)) for all 3 < a. Of course, both
K(y™,z") and J(y") correspond to integrals of differential forms along
piecewise smooth paths, and hence to ordinary integrals.

Yet it has to be note the following fact: If x € C*([0, T]; T1(R?)) but
x ¢ C*([0,T]; G(R?)), then it is not possible to find a family (x"),en
of smooth rough paths such J(x") converges to J(x). This means that
J(x) cannot be approximated by the ordinary integrals J(x™). This
motivates our definition of geometric rough paths. However, using
the decomposition of T;(R?) as G(R?) x S(R?), it is then possible to
interpret any a~!-rough path as a geometric (a~!, (2a)~!)-rough path
in the sense defined in [LV06].

7.6. On geometric rough paths lying above the same path. We
have seen in Lemma 6 that if x and y are two paths in C*([0, T]; A(R?))
with a € (1/3,1/2) and lying above the same path taking its values in
R? (i.e., me(x) = mrz(y)), then there exists a path ¢ € C?**([0,T]; R)
such that x = y + ¢le;, eo]. In addition, (—x,) Bx; = (—ys) By: +
(0 — ps)|er, ea]. Now, if we lift x and y as paths in C%([0, T]; G(R?))
by X; = exp(x;) and y; = exp(y;), we deduce that there exists ¢ €
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C2([0,T]; To(R?)) such that X; = y; + ; and in addition, X;! ® X; =
Y.l @9 + 1 — 1. This path is given by

Uy = pre1 ® eg — prea @ €1 = Yileq, eal.

Each component of ¢ is 2a-Hdélder continuous. Using the map K pre-
viously defined by (58), we get that

J(x) =3(y) + &y, ).

Finally, using the fact that 1 is anti-symmetric, setting [f, f] = &1[f!, f1]+
& f?, f?], we get that

Aly, 55, 8) = / F. () des

+ 3 wwa [ ) [ o i,

t
k=12 0

+ ék®éf/0 fe(ys)/Os[f’“,f’“](ys)d@sdys

k=12
1 t t
w5 ([1rnwae) o ([1rwa)
forall0 <s <t < T.

If [f, f] = 0, we deduce that &(y, ) = 0 and then that J(y) = J(x).
In other words, any rough path lying above the same path x gives rise
to the same integral.

With the results in [LV05], which asserts that it is always possible
to lift a path z € C%([0,T]; R?) to a path x € C*([0,T]; G(R?)) when
a € (1/3,1/2], this means that if [f, f] = 0, one may define J only
on C*([0, T]; R?) for a € (1/3,1/2], but the continuity of J remains an
open question.

8. VARIATIONS IN THE CONSTRUCTION OF THE INTEGRAL

8.1. Case of a path living in a d-dimensional space. The case of
a space of dimension d is not harder to treat than the case of d = 2.
For this, one has only to consider the area between the components
grouped by pairs.

The tensor space T(R?) becomes then the space T(RY) =R & R? @
(R @ RY) whose basis is, if {e1,...,e4} is a basis of RY,

1,61,-..,6d,€1®61,€1®€2,---,€d®€d,

Hence, T(R?) is a space of dimension 1 + d + d.
The space A(R?) is a space of dimension d + d(d —1)/2, whose basis
is given by

{el\z:l,,d}U{[eZ,e]HZ#], ’l,jzl,,d}
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with [e;, e;] = e; ® e; — e; ® ;. The space A(R?) is then R? @ [RY, RY],

where [RY,RY) = { [z, y]|z,y € R? }.
The applications exp and log are defined as previously:

1
exp(x) =1+x+ 57 ® x for x € A(RY)
1
and log(l+z) =2 — JT® for x € T(RY), m(x) = 0.

The space G(RY) = exp(A(]Rd)) is a subgroup of (T;(R%),®), where
T1(R?Y) = {z € T(RY) | m(z) =1}, and (A(R?), [+, ]) is the Lie algebra
of (G(Rd) ®). It may also be identified with its tangent plane at any
point.

A smooth path z in R? is then lifted into a path X in A(R?) by

Re=at oy, W) 0.0)ene),
ij=1,...,d, i<j

where (2°,27) is the two dimensional path composed of the i-th and
j-th component of z. Let us remark that 2(((z*,27)) = —2((«7, z"))
and A((z%,z")) = 0.

The path X is then lifted into a path x in R? by x = exp(X), and

thus
xt_1+xt+z/ o~ ad)d

i,7=1
The symmetric part §(x) of Tragra(X) is

s(x) = 51— 70) © (&1 — o)

while the anti-symmetric part a(x) of mragra(X) is

X) = Zﬂ((xi,xj);(),t)eiééej = Z A((z", 27);0,1)[es, 5]

ij=1 i=1,...,d

Hence, all the previous notions and results are easily extended to
this case.

Finally, note that the theory of rough paths may also be applied to
the infinite dimensional case (see [LLQO02] for example).

8.2. Using iterated integrals. We saw in Sections 7.1 and 8.1 that
a path x € C%([0,T]; R?) with a > 1/2 may be naturally lifted as a
path x in G(R?) with

xt_l—i—xt—i—z (/ 3: —xo dxﬂ)ei®ej.

3,0=1

The term K% (x;0,t) = Te,ge, (%) is called an iterated integral of .
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Fix d > 1 and consider the tensor space T>(R%) defined by
T°RY)=ROR* @ (R‘QR) @ (RCQRIQRY) @ - - -,
and, for a smooth path z : [0,T] — RY, the iterated integrals

Kt (2:0,t) // / . d:vx

for each integer ¢ and each (iy,...,4) € {1,..., }". It was noted first
by K.T. Chen in the 50’s [Che58, Che57] that the formal power series

(x;0,¢) Z Z K30, t)e;, @ -+ ® e,

020 (i1,.yig) €{1,..,d}

in T°°(RY) provides an algebraic way to encode the geometric object
which is the path z. For that, ¥(x;0,t) is sometimes called the signa-
ture of the path.

With the tensor product ®, T°(R?) remains a group, and thus if
7:[0,7] - R¥and y : [0, 5] — R? are two smooth paths, ¥(x-y;0, T+
S) = U(x;0,T) ® U(y;0,5). In addition, if T is the path T, = xr_4,
then U(z;T) = ¥(z; T)~'. The signature characterizes z in the sense
that there is a one-to-one equivalence® between the algebraic object
¥(z) and the geometric object x in C([0,T]; RY) (see also [HLO6] for
some extension).

Let [z,y] be the Lie bracket [z,y] = 2 ®y —y ® x. Let us denote by
A>®(R?) the subset of T>(R?) defined by

Aoo(Rd> =R’ S7 [Rda Rd] ©® [Rda [Rd> Rd“ ®---
This subset is stable under the application of the Lie bracket |-, -]. The
tensor space T*°(R?) is the universal Lie algebra of A% (R?) (see [Reu93]
for example). One may then define two maps exp : A®(RY) — T$°(R?)

and log : T$°(R?), where TS°(R?) is the subset of T*°(R?) such that
mr(x) = 1 which are given by

1 1
exp(x):1+x+§x®x+ax®m®x+---,

1 1
log(1+:c):x—§x®x+§x®x®x—m

In particular, if G®(R?) = exp(A>(R?)), then (G®(R?), ®) is a closed
subgroup of (T$°(R?), ®). In addition, exp is one-to-one from A*(R?)
to G®(R?), and log is its inverse.

One of the striking result from K.T. Chen, which uses some prop-
erties of the iterated integrals, is that ¥(z;0,t) belongs to G®(R?),
or equivalently, with the Baker-Campbell-Hausdorff-Dynkin formula,
that log(¥(z;0,t)) belongs to A>(RRY).

3In fact, this equivalence is not exactly one-to-one, unless one eliminates paths
such that, one some time interval, x goes from a point a to a point b and then back
to a by reversing the path.
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This approach proved to be very useful, since it allows us to con-
sider equation driven by smooth paths or differential equations in an
algebraic setting, and allows us formal computations. Numerous topics
in control theory uses this point of view (see for example [F1i81, Isi95,
Kaw98]). It way also used in the stochastic context to deal with flow
of Stochastic Differential Equations (see for example [Yam79, FNC82,
BAR9, Cas93]... or the book [Bau04]).

For some integer k£, we may truncate ¥ by considering that e;, ®
- ®e;, =0 for all £ > k. For such a truncated power series Wy (x) we
still get the relationship Wi (z - y; 0,7 4 S) = Vi(2;0,T) @ Yy (y;0,.5).
In particular, we deduce that

W (@)5,173 8, 8) = W(@)[5,005 85 7) @ Vel rg95 7, 1)

forall 0 < s <r <t < T. With k£ =2, we get exactly that our natural
lift of x; = Wq(x;0,¢t) satisfies the relationship Xs: = X5, ® X;4.

Thus, given a path x in T;(R?), one can think of m,g.,(x;) as the
iterated integrals of 27 against x?. Of course, one knows that for irregu-
lar paths, there is no canonical way to define them (think of Brownian
motion trajectories). Anyway, for weak geometric rough paths, this it-
erated integrals are approximated by iterated integrals of some smooth
paths.

We may now present another heuristic argument to derive the ex-
pression of F(f,x;s,t) and then (55). This argument is the histori-
cal one (see [Lyo98, Lej03a, LQ0O2, LCL06]). Consider a smooth path
7 :[0,7] — R? and a smooth function f = (fi,..., fg). Then using a
Taylor development, one gets that

S [ flede; = 3 filw) el - )
=13 i=1
1 DI DENLE (SRS

221 (iy,...30)€{1,...,d}* Oxiy - 8@-@
= Crooray(f)(75) V(25 5,1)
with, for z € R,

8ﬁfi 3 )
QEToo(Rd)(f)(Z):Z Z m<2)61®...®ee.
€20 (i1, ipe{1,..,d} " "

%

In the usual case, we keep only the first term Zle filxs)(xh —

) as
an approximation of Zle fst fi(x,)dz!, and we use it as the term in
a Riemann sum. Keeping higher order terms has no influence, since
Kitei(;5,0) < (1/0) [/, (¢ — 5.

The idea is then to keep enough terms, if x is a-Holder continu-
ous and we get an object x® having the same algebraic properties as

Uy (x5 s,t) for some integer k, to get a Riemann sum that converges. In
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[Lyo98, LQO2], T. Lyons and his co-authors proved that the number
of terms shall be k = |1/a]. In particular, from x*) it is possible to
reconstruct an object living in T*°(R?) and equal to ¥(z) when z is
smooth and possessing the same algebraic properties as W(x).

For k = 2 and using the path x as the object x?), we get the expres-
sion (55).

8.3. Paths with quadratic variation. For the Brownian motion or
a semi-martingale, one knows how to construct several integrals — the
major ones are the It6 and the Stratonovich integrals — whose differ-
ence depends on the fact that their trajectories have finite quadratic
variation. We will see how to construct the equivalent of these integrals,
just by choosing different interpolations.

Definition 7. Given o € (1/3,1/2], a path z € C*([0,T];R?) has a
quadratic variation if there exists a process Q(z) € C*([0,T]; S(R?))
such that & = 0 and, if 2¥? = 2 ® 2 for z € R?,

t = thr(m)

. p— - n ®2
Qn(xvt) - n _4n (zt&(t,nnl th(t,n))
tM(t,n)—Q—l M(tzn)
M(t,n)—1
®2
+ Z (%’H o $t}:)
k=0

and Q(z) = lim,, .o Qn(7) where the limit holds in C*([0, T]; S(R?)).

Remark 12. Note that with the norm we use, this means that the
components of Q(x) are 2a-Holder continuous.

Remark 13. If z € C*([0, T]; R?) with o > 2, then it is easily seen that
necessarily, Q(z;t) =0 for t € [0,T].

Trajectories of the Brownian motion and of Hélder continuous mar-
tingales present this feature (see [Sip93, CL05]).

Given a path z with values in R? and provided we succeed in con-
structing a path x with value in T;(R?) lying above z, that is mg2(x) =
x, then we have seen how x can be modified to construct several distinct
integrals, by the use of R.

Given a path x € C%([0,7]; G(R?)) with a € (1/3,1/2], we may
also think to construct different integrals. The original construction of
T. Lyons is related to the choice of a family (x"),cy of approximations
of x such that X?L‘ =x; with ¢} = Tk27", for £ = 0,...,2". We have
constructed our approximations in order that they stay in the sub-
manifold G(R?). We did so because we have extended the differential
form f to a differential form €x(gz)(f) on A(RR?), identified with the
tangent plane at any point of G(R?). Later, we also extended f to a
differential form on T;(R?).
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One can then think to use straight paths in T:(R?) to join two suc-
cessive points. Thus, let us define x™ by

n _
Xy = th27xtz+1 (tn —
k+1 k

for n € N* and ¢} = Tk/2", and

t—ty
—k) for t € [tZ’ Z—HL

Vey(t) = 2@ (tz7' ®y) for 2,y € T,(R?) and t € [0, 1].
The derivative of x™ is
dx;y

dt

=gt R y.

Hence,

t;clJrl dX? .
[ e T dsx 3 sl e
th i0=12

off
+ Z T(Itz)ﬂe@q(xtz,tzﬂ)

a
ik=12

LOff 3§
Z (flftz)ﬂe@ej (5(th,t’,;‘+1 ))é

i,5,k=1,2

+ Z fiz(xt’,;)f;n(xtg)ﬂe@ej (th,tg+1)é£ ® €y

1,5,6,m=1,2

1
=S(f, %t thyy) + §Vf($tg)5(xt;;,tg+1)-

Here, the sign ~ means that the expressions differs by a term smaller
than €27 for some @ > 1, and C a constant that does not depend on
n. In addition, let us note that, if

1
B = §Vf(93tg)5(xt;;,tg+l)>

then

on_1 on_1
dx

t’,;b+1 n
® [ en (N6 T ds = @ S(xth b
k=0 Ytk k=0
+ Y BB+ Y SExtt,) ® 6

k=0,...,2n—1, {>k k£=0,...,.2n—1, >k
2" —1
Y LS ) + ) B
k£=0,....2n—1, I>k k=0

If  has a quadratic variation (), then the component of Q(x) are
2a-Holder continuous. In addition, the components of V f belongs in
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Lip(y — 1;R? — R?). Hence, since ,,(x) converges to Q(x) and

n
tt1

Vf(zg)s(xe e, ) = Vf(xs) dQn(z;s)

t

< At fllusp x5,
we easily get the convergence of the last term to the Young integral

3 fOT Vf(z,)dQ(z;r). In addition, using similar computations as in
Section 7.5, we get that

2" —1

k+1 nds
® [ eneoe i o

— 3 (x;0,T) € 3(x:0 ,T)+%/O Vf(z,)dQ(z;r)

w3 [ e ([ Vi anwn) o
+§/0 V f () (/ Vf(z dxr) dQ(z;t)
+% (/OT Vf(mr)dﬂ(a:;r)) ® (/OT Vf(l“r)dﬂ(l";r)) -

Note that we get the same expression if one uses ¢y, x,,  to link the
k k+1

point, but one considers the derivative of this function in To(R?) (see
(49)) and not its covariant derivative (see (50)).

Remark 14. We get a different integral than the one given by J(x +
Q(x)) which is such that mg2(I(x + Q(z)) = 7r2(Tp(x)) but

Treer2 (J(x+Q(2);0,1)) = 7TR2®R2(jb(X;O,t))—|—/O flz)@f(xs) dQ(x;s).

For the Brownian motion or semi-martingales, it corresponds to the
backward Ito integral, which is the integral defined as the limit in prob-
ability of

2n—1

Z f BtZH k+1 Bt}i)'

Because of the convergence result and the Wong-Zakai theorem, the
integral J(x;0,7") may be interpreted as a Stratonovich integral.
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To construct an integral similar to the one from Ito, and in view
of (51), it is natural to use

2" —1
Jito(x; 0, T) = nlinolo ® Eawe)(f) (Xt")xt” A
=0
2n—1 1
~ lm ®) (w, it ) — 2V g )s(xg >)
k=0

=7(x;0,7T) ——/ Vi(z,)dQ(z;r)

/ f@) ® (/ Y f(z,) d Qe m) dx,
-1 / Vi ( / V(e)dx, ) 4G

+é (/OT vf(xr)da(x;r)) ® (/OT vf<:cr>dﬂ(:c;r)) -

Hence, we see that for paths with quadratic variation, several inte-
grals naturally arise. But these “backward” and “It6” integrals are not
geometric rough paths.

8.4. Link with stochastic integrals. [t6 and Stratonovich integrals
are defined as limit in probability of Riemann sum. On the other hand,
the rough path theory gives a pathwise definition of the integral, but
the price to pay is to add a supplementary information. Is there some
link between the two integrals?

Let B be a d-dimensional Brownian motion (a semi-martingale may
be used as well). A natural way to construct a rough path B lying
above B is to set

t
oo, (B0) = [ (B~ Bi)o 4B}
0

for 7,7 = 1,...,d. For the construction of B as a rough path, see for
example [Sip93, LQO2, Lej03a, CLO5]. The process log(B) is called
the Brownian motion on the Heisenberg group, and add been widely
studied (See references in Section A.3.

The continuity result of the rough path integral and the Wong-
Zakai theorem allows us to identify the integral J(B;0,7) with the
Stratonovich integral given by

2" —1
[ 1B o 4B =l 3" S(f(By )+ F(By)) By, - By)
k=0

where the limit is a limit in probability. We will see here that there
is another relationship between the two integrals without invoking this
continuity result, and that the construction of the Stratonovich and Ito
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integrals (although under stronger condition on the function f than the
one required by the “classical” theory) can be deduced from the rough
paths theory.

The theory of rough paths also gives a better intuitive understanding
of the counter-examples to the Wong-Zakai theorem (see [McS72, IW89]
for SDEs and [LLO6] in the context of rough paths).

The projection on R of J(B;0,T) is given by

(59)  mra(3(B;0,T))

2n—1
= lim Z (f(Bt;;)(Bt;;H — Byn) + Vf(Bip ) mragra (B, t;;+1)>
k=0

which we rewrite using a and s as

2m—1

s (3(B30,7)) = lim S (f(By)(By,, ~By)+V(By)a(Byap,)

+ Vf(Bt") (Bt” tn ))

k+1

But we have seen that

n
tk+1

— By) + Vf(Bg)s(Biyw, )~ /t f(B)dB

n
k

f(Bi) (B

k+1

with B the piecewise linear approximation of B along the dyadic
partition II", and ~ meaning that the difference between the two terms
is less than C27" with 6 > 1.

On the other hand, using the relation f(z) — f(y) = fol Vi(r +
7(y — 2))(y — ) dr and the change of variable 7/ = 2"7, we get that
for k=0,...,2",

d
> (fi(By,,) = fi(By)(Biy, — Biy)

i=1

_ k+1 afl e j j ; i .
= /t‘z 1]221 8xj (Bs )(Btz+1 — BtZ)(BtQH _ BtZ)Q ds

~ Vf(BtZ)(Bt" L — BtTkl) ® (Btn

k+ k+1

— By).
With (44), s(B,,) = 3(B: — B,) ® (B, — B). This implies that
d
=1

On the other hand, let us remark that if M, = a(Btn 0, ), then

k+1)

By, \) fz(Bt"))(Bti;;H - BZg) ~ Vf(By)s(Bey

l\DIn—~

..........
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(Ft)eso0 is the filtration of the Brownian motion. In addition,

6717?
22n

E[(M)?] <

Hence,

on_q 2 6T2
(va (B )a Btk,tm)) V fllo

and the latter term converges to 0 in probability. The convergence of
the Stratonovich integral in probability follows from the last conver-
gence and the almost sure convergence of the rough path approximation
given in (59).

Regarding the It6 integrals, we lift the Brownian motion B as a
Brownian motion B’ with mR2(B’) = B and

t t
m@439=4(&—3@&%=4<&—B@ouﬁ—@ﬂ

However, let us note that the anti-symmetric part a(B’) is equal to the
anti-symmetric part of a(B’). Indeed, due to the Wong-Zakai theorem
[IW89], B is a geometric rough path, while B’ is not a geometric rough
path. From the previous computations, we get easily that

T
mra(I(B50,7T)) = Tra(I(B;0,7)) Z/ giz )ds :/0 f(B

and thus B’ gives rise to the Ito integral. The effect of the bracket
terms ¢ —= (B', B7);, = §; ;t on J(B') with respect to J(B) in studied
in Section 7.5.

9. SOLVING A DIFFERENTIAL EQUATIONS

The theory of rough paths may be applied to solve differential equa-
tions, since one can transform integrals into differential equations using
a fixed point principle. Indeed, as noted in Section 8.2, most of the
ideas from the rough paths theory comes from the developments around
iterated integrals as a way to deal formally with ordinary differential
equations. Thus, the algebraic structures we used were introduced
in the context of differential equations, not integrals (see for example
[Magb4, Cheb7, Str87]... and also [Yam79, FNC82, BA89, Cas93]... on
Stratonovich stochastic differential equations).

We wish now to consider the following differential equation

t
(60) w=m+/g%m%
0

where 7 is an irregular path. We assume that z lives in R?, and y lives
in R™. We denote by {ej,...,eq} (resp. {€,...,€,}) the canonical
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basis of R? (resp. R™). If one wishes to interpret this integral as a
rough path, one has first to transform the vector field

9= Y ek

into a differential form h which is integrated along a path (z,y) living
in RY @ R™. For this, the natural extension is

d
hiz,2') = Z ergr (e + Zei e, zeRY 2 e R™
i=1,...,d i=1
k=1,...m

Hence, if x is smooth and (60) has a smooth solution y,

t
(@, y1) = (:co,yo)+/ h(xs,ys) d(zs, ys) = (:vo,yo)+/ h.
0 (910,

In order to deal with an irregular path z, the last integrals will be
defined as a rough path, which means that we shall consider a rough
path z living above (z,y), in the tensor space T;(R? @& R™). We have
also to extend the differential form h. For (z,2’) € RY @ R™,

+ Z er ® el (2)g5(2)e’ @ e + Z e;®e;- et ®el
kf=1,..m ij=1,0d
ig=1,d
+ Z e ®ejgl(2)e ®@el + Z e ey (2)e' @ €.
k=1

=1,....m k=1,....m
1,5=1,....d i,j=1,....d

The idea is now to apply a Picard iteration scheme. Define by J
the integral with respect to the differential form h. If z° is a rough
path in C*([0,T]; T;(R?@® R™)) lying above (z,y°) for some path y° €
C*([0, T];R™)) and 7p, ge)(z) = X, then set recursively z" = J(z*).
The problem is to study the convergence of (z*)en.

Definition 8. A solution of (60) is a rough path z living in T} (RIGR™)
with zg = (20, yo, 0) and such that J(z;s,t) = zs, forall 0 < s <t < T.

Let us start our study by the following observation: from the choice
of h, le(Rd)(zk) is equal to x, whatever k. In addition, to compute
zF ) we need x = 7w, (ga)(2"), Trm(2") and TRmgga(2¥). If 2" lies
above (z,y"), the last term corresponds to the iterated integrals of y*
against x.

The the proofs, the reader is referred to [Lyo98, Section 4.1, p. 296],

[LQO2, Chapter 6, p. 148] and to [LV06].



76 ANTOINE LEJAY

Theorem 4. Let x be a rough path in C*([0,T); T1(RY)). Let g1, ..., ga
be vector fields on R™ with a bounded derivatives which are v-Hélder
continuous with o(y + 1) > 1. Then there exists at least one solution
to (60) in C*([0,T]; T1(R? & R™)).

If g1,...,dq are vector fields on R™ that are two times differentiable
with, fori,j,k=1,...,d, Oy,g; which is bounded and ng’xjgi which s
bounded and ~y-Holder continuous with a(1 + ) > 1, then the solution
of (60) is unique and x — z is continuous from (C*([0,T]; T1(RY)), || -
o) to (C([0, T]; Ty (RY & R™, |- [La):

Remark 15. The map x +— z is called the I[t6 map. Its differentiability
is studied in [LQO2] and in [LLO5].

Here again, because of the continuity of x +— z, we get that if x
belongs to C*([0, T]; G(R?)), then z € C*([0, T]; G(RY @& R™)) and if x
belongs to C%*([0, T]; G(R?)), then z € C*([0, T]; G(R? & R™)).

Finally, the solution of (60) may also be interpreted using an Euler
scheme, as in [FV06al, following [Dav05].

APPENDIX A. CARNOT GROUPS AND THE HEISENBERG GROUP

A.1. Carnot groups and homogeneous gauges and norms. Let
(G, x) be a Lie group, and (g, [-,-]) be its Lie algebra G is a Carnot
group of step k [Mon02, Bau04] if for some positive integer k, g =
Vi®Vo®- - @V, — this decomposition being called a stratification —
with

[Vl,Vi] = Vi+1 for i = 17 .. .,]C — 1 and [Vl,Vk] = {O}, and

where [V;,V;] = {[z,y] |z € V;,y € V; }. A Carnot group is naturally
equipped with a dilatation operator dy(z) = (A*z?t, -+ A\%zF) with
2’ € exp(V?) and some positive real numbers oy, ..., ag, where exp is
the map from g to G. This dilatation operator shall verify §y(z x y) =
Ir(z) x 0x(y). If the dimension of V; is finite, the real number N =
a; dim(Vy) + - - - + . dim(Vy) is called the homogeneous dimension.
On G equipped with a dilatation operator d, an homogeneous gauge
is a continuous function which maps x into a non-negative real number

|z|| such that ||z|| = 0 if and only if x is the neutral elements of G,
and for all A € R, ||0x(x)|| = |A] - ||z]|-
An homogeneous gauge is an homogeneous norm if ||z~ = ||z|| for

all z € G. In addition, this homogeneous norm is said to be sub-additive
if [ x y|| < ||z|| + ||y|| for all z,y € G.

If Vi is of finite dimension, then a homogeneous norm always ex-
ists [FS82]. For this, equip the Lie algebra g with the Euclidean norm
| - | and denote by exp the canonical diffeomorphism from g to G. For
xr € g, let r(x) be the smallest positive real such that |0,yz| = 1,
which exists, since |d,2| is increasing from [0, +00) to [0, +00). Then,
fory € G, |ly|| = 1/r(exp™! y) defines a symmetric homogeneous norm.
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Two homogeneous gauges || - || and || - || are said to be equivalent if
for some constants C' and C’, Cljz|" < ||z]| < C'||z||" for all z € G.

Proposition 10 ([Goo77]). If the dimension of Vi is finite, then all
the homogeneous gauges are equivalent. In addition, for a homogeneous
gauge ||-||, there exists some constant C' and C" such that ||z~ < C||=||
and

|z x y| < C'(|=] + [y]),
forall z,y € G.

Proof. If exp~!(x) is decomposed as yy, ...,y with y; € V; for z € G,
then set |z|" = Zle ly;|'/?, where | - | denotes the Euclidean norm on
each of the finite-dimensional vector space V;. It is easily verified that
|z| is a homogeneous gauge. Let || - || be another homogeneous gauge.
Set ¢(x) = ||z||/|x|'. Then ¢ and 1/¢ are continuous on G\ {1},
where 1 is the neutral element of G. As {z € G||z|' =1} is compact,
we easily get that ¢ and 1/¢ are bounded, and then that for some
constants C' and C’, C' < ||z|| < €’ when |z|" = 1. This implies that

||-]| and |-|" are equivalent by using the dilatation 01 /|, for a general .
The other results are proved in a similar way by using p(x) =
[l H[/llz ]l and @(z,y) = [l x ylI /(2] + [|ly]])- 0

It follows that any homogeneous gauge can be transformed in an
equivalent homogeneous norm by setting ||z]|" = ||| + ||z7!]|.

The notion a Lipschitz function is then extended to homogeneous
gauges.

Definition 9. If (G, x) and (G, x) are two nilpotent Carnot groups
with homogeneous gauges || - || and || - ||, then f: G — G’ is said to be
Lipschitz if for some constant C,
1f (@)™ > fF)" < Clla™ =y

for all x,y € G.

The group (A(R?),H) (and thus (G(R?),®)) is obviously a Carnot
group of step 2 with V; = R? and V, = [R? R?], and dy(x) = (Az!, \?z?).
Its homogeneous dimension is 4. Homogeneous norms and gauges are

easily constructed. It is sufficient to comsider ||z| = |o!| + \/|22],
|lz|| = max{|z!|, \/|22|} either on A(R?) or G(R?). Of course, if || - || is
a homogeneous gauge on A(R?), then || - ||’ defined by ||z|" = || log(z)||

is a homogeneous gauge on G(R?).

A.2. The Heisenberg as a matrix group. It is possible to embed
the elements of A(R?) and G(R?) into matrices. For references on the
Heisenberg group, see for example [Fol89, Mon02, Bau04], ... The Lie
algebra of the Heisenberg group (and then the group itself) is connected
to quantum mechanics, since it can be identified with the Lie algebra
generated by the three following operators on functions: 1f(z) = f(z),
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af(v) = af(x) and pf(x) = G2, for which [p,q] = 1 and [p,1] =
lq,1] = 0.

The Heisenberg group Hs(R) is the matrix group formed with the
matrices of type

1 a c
0 1 b|,abceR’
0 01
Let us remark that
1 a c 1 d ¢ 1 a+d ad +b0 +c+
01 bl x|0 1 V| =10 1 b+ v ,
0 01 0 0 1 0 0 1

and that M~! = [(1) et } . Thus, (H3(R), x) is a (non-commutative)
1

00
group of matrices, called the Heisenberg group, which is also a Lie
group.
Let also h3(R) be the set of matrices of type

0 a c
0 0 b|,abceR’
0 0O

For M € h3(R), M? = 0 as soon as p > 3, and exp(M) belongs to
H3(R). In addition,

1 ta %ab+tc
exp(tM)= [0 1 tb
0 0 1
With the bracket [M,N] = MN — NM, h3(R) is the Lie algebra

of H3 (R)

In fact, G(R?) (resp. g(R?)) and H3(R) (resp. h3(R)) are in one-to-
one correspondence.

If x € g(R?) with 2 = ae; + bey + cley, ea), then

t2
exp(tz) = 1+ taey + the; + (5 +tce; @ 62) abe; ® ey

t? t2 t2
+ (5@6 — tC) €y ®ep + 5@261 X e + §b2€2 X es.

Hence, for = € g(R?), set

0 Teq (l’) 71-[51v62]('r)
M(r)=exp [0 O Te, ()
0 0 0

which is a one-to-one map from g(R?) to H3(R). We remark then that
for all x,2/ € g(R?), M(z B 2') = M(x) x M(2'). This means that
M : (g(R?),H) — (H3(R), x) is a group homomorphism.



YET ANOTHER INTRODUCTION TO ROUGH PATHS 79

A.3. The Brownian motion on the Heisenberg group. .

We have seen in Section 8.4 that the Brownian motion is naturally
lifted as a rough path and then that the integrals correspond to the
usual [to or Stratonovich integrals.

The tangent plane of A(R?) may be identified with A(R?), and we
denote by 0, 9, and 9, the basis of T,A(R?) at a point & which is
deduced from the canonical coordinates e;, es and [eq, e3].

Let V!, V2 and V? be the left invariant vector fields that goes
through 0 and that coincide respectively with 0., 0, and 0, at this
point.

For example, for a € A(R?) and all z € A(R?) and smooth function f
on A(R?), Vif(aBx) = VifolL,(x) where L,(z) = alBz fori=1,2,3.
Hence, we deduce easily that the Vs are decomposed in the basis

{04,0,,0.} as
Vi=0, - %y@z, V=0, + %x(?y and V3 = 0,.

We remark that [V, V?] = V3 and [V*, V7] = 0 in all the other cases.
The tangent plane at any point of A(R?) is then equipped with a scalar
product (-,-) such that (V' V7) = ¢, ; for 4,5 = 1,2,3, i.e., for which
{V1 V2 V3} forms an orthonormal basis. With this scalar product,
A(R?) becomes a Riemannian manifold.

Let B = (B',B?) be a two dimensional Brownian motion, and
B"™ = (B™!, B™?) for n = 1,2,... be a family of piecewise linear ap-
proximation of B along a family of deterministic partitions whose mesh
decreases to 0.

We then consider X the solution of the Stratonovich SDE

t t
Xt:/ VHX,) o dB;+/ V3(X,) o dB?
0 0

as well as the solutions X" of the ordinary differential equations
t t
X} = / VIXY) o dB{™ + / V3(XZ) o dBI™.
0 0

Using the decomposition of the V* on the coordinates {9,,d,, 0.}, we
get that

X; = Bje, + Bfes + A(B', B*0,t)[ey, ea]

where
1 [t 1 [t
2((31,32;0,75):—/ B;ong——/ B?o dB!
2 Jo 2 Jo

is the Lévy area of (B!, B%). The process X, we have already men-
tioned in Section 8.4 is the Brownian motion on the Heisenberg group.
Similarly, we get that

X} = B/™ey + B}"ey + A(B"", B>™;0,1)ey, €3]
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and one knows from the Wong-Zakai theorem [ITW89] that X™ converges
in probability to X (with a dyadic partition, we get an almost sure
convergence in the a-Holder norm for any o < 1/2 [Sip93, CL05]). Let
us note that the piecewise smooth curves X" are horizontal curves, so
that in this case, the natural approximation of X € C%([0, T1; A(R?)) is
provided by the piecewise linear approximations of (B!, B?) naturally
lifted as paths in A(R?). Many processes shares this property : see for
example [CQO02, CL05, Lej06].

This is a special case of a Brownian motion in a Lie group. Its
short time behavior and its density have been already widely studied:
see for example [Gav77, AT81, Bis84, BAR9, Bau04], ... From the
Hormander theorem, as {V1, V2 [V V2]} spans the tangent space at
any point, one knows that for any ¢ > 0, X; has a density on the
three dimensional space A(R?), although it is constructed from a two
dimensional Brownian motion. The infinitesimal generator of X is

L= SV (V)

2
1 1 1 1 1
:—82 —82 - 82 _ = 82 (2 2 82.

This is an hypoelliptic generator.

APPENDIX B. FROM ALMOST ROUGH PATHS TO ROUGH PATHS

B.1. Theorems and proofs. In this Section we prove Theorem 2 on
almost rough paths, which we rewrite in a more general setting than
with Holder continuous norms.

We set Ay = {(s,t) € [0,T*|0<s<t<T}. A control is a func-
tion w : A, — R, such that w is continuous, w is super-additive,
1.€.,

VO<s<t<u<T, w(st)+w(tu) <w(su)
and w(t,t) =0 for all t € [0,7]. If w is super-additive and 6 > 1, then
w? is also super-additive.

We recall that for z = (&, 21,2?) in T¢(R?) with € = 0 or £ =
1, we have defined ||z = max{|z!|,/5]2?]}. We also set ||z, =
max{|z![,|z%|}. These two norms are not equivalent, but they define
the same topology.

For a continuous path x with values in T;(R?), we introduce the
norms

Il = sup et
PY ogsctr w(s, £)1/P
and
I — sup max |X;,t| |X§,t|
o 0Ls<t<T LU(S, t)l/p 7 W(S, t)2/p
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with x! = 7Ra(x) and x? = Tragra(x). Let us note that ||x]|4 . is finite
if and only if ||x||,, is finite. Hence, we denote by CP*([0,T]; T;(R?))
the space of continuous paths with values in T;(R?) for which ||x||, .
(or equivalently ||x||, . is finite. We rewrite the first part of Theorem 2
with a control w.

Remark 16. The case of a-Holder continuous paths corresponds to
w(s,t) =t —s and p = 1/a. All the results we gave about the exis-
tence of the integral, solving a differential equation, ... may be written
using a control w(s,t) instead of w(s,t) = t — s and the appropriate
norms || - ||pe and || - [[xpw. Similarly, we are not bound to use dyadic
partitions, although some results may be related to dyadic partitions
(see for example [CLO5] for an application to semi-martingales), and it
is in generally computationally more simple.

Theorem 5. Let (Xs4)(syea, be a family of elements of T1(R?) such
that for some 6 > 1,
(61) 1%l pw < +00 and ||Xs; — X @ X |lx < Kw(s,t)?

for all (s,t) € Ay. We call such a family an almost rough path con-
trolled by w.
Then there exists a rough path'y in CP*([0,T]; T1(R?)) such that

(62) HYS,t - XS,tH* < Cw<5>t>9

for some constant C' that depends only on K, 0, p, w(0,T") and ||X||,p..-
In addition, y s unique up to the value of yq.

In addition, if x5, belongs to G(R?Y), then y is a weak geometric
rough path with p-variation controlled by w.

Proof. Let us remark first that if o™ = @, (1+q;) with a; € T(R?),

then . L
a =140+ > awa;
=1

i=1 j=i+1
Hence, if @™ = @, (1 +@;) with @ = oy +( for some k € {1,...,n}
and @; = «;, 1 # k, then
n k—1
(63) a®=aM 4+ (+(¢® ZOZH'ZO%@C-
j=k+1 i=1

Let us set for a partition m = {t,}7Z] of [s,#] witht; = sand t,,, = ¢,

(64) XS,? = ®th:tk+l‘
k=1

We set xifr) = TTRd (XS?) and x;, = ma(Xs;). Let {t;} be some point

of ™ (except s, t), and set 7 = 7 \ {¢;}. Then

1,(m) L) _ 1 1 1
Xs,t Xst = Xtilﬂfi + Xti7ti+1 Xti71,ti+1‘
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For a partition m = {¢;}i=1. n41 with n+ 1 points in [s,t] and #; = s,
tni1 = t, we pick a point ¢; such that w(t;_1,t;41) < 2w(s,t)/n. This
is possible if n > 3 thanks to Lemma 2.2.1 [Lyo98, p. 244]. Then
L(m) _ L) 2° 0
Vx| < K— t)’.
Xt ’ ngw(‘S? )

|Xs,t S,

If n has 3 elements {t1,%s,%3} with t; = s and t3 = s, then |xi7’£7r) -
Xst| < Kw(s,t)?. Thus, by summing from k& = 1,...,n by choosing
carefully an element of the partition to suppress, we get that

(65) ™ — xL,| < 2°C()Kw(s, t)’

with ¢(8) = >,.,1/n’. This is true for any partition 7, whatever its
size. B

Let us consider now a sequence of partitions 7" of [0, 7] whose meshes
decrease to 0. We set 7"[s,t] = (7" N [s,t]) U {s,t}. Then for any

(s,t) € Ay, (xl’(wn[s’t]))neN has a convergent subsequence.

s,t
One can extract a subsequence (ny)ken such that (xig7T Fle) )ken con-

verges for any (s,t) € A4, s,t € Q. We denote by y,, one of the
possible limits for (s,t) € Ay, s,t € Q. With set K; = K29¢() and
with (65), we get that

(6) s — x| < Kyeo(s, 0°.

As w is continuous and xi,t converges to 0 as |t — s| — 0, we may
extend y by continuity on A, .
In addition, for 0 < s <r <t < T and r € ", then

Xi:gﬂ"ﬂ[s,t}) _ Xizyn[s,r]) + Xijt(ﬂn[r,t}).

Choosing the partitions 7" such that 7 C 7" and 7™ C Q for each Q,

we get that, by passing to the limit for r € 7™ for some kg and s, € Q,

we get that ys; = ys,+yr;. Using the continuity of y, this is true for any

0<s<r<t<T. Wedefine y; = yo, and remark that ys; = yr — ys.
Now, let us consider another function z on [0, 7] with values in R¢

and satisfying |z, — 2z, — x1,| < 2°C(0)Kw(s,t)? for all (s,t) € AL
Since

(e = ys) = (2 — 2) < Ny — ws) — %0+ (2 — 25) — %,

for r € [s,t], (s,t) € AL,
(e — ys) — (20 — 25)] < 2Kw(s, 1)’

Thus, 7 = vy — 2 is controlled by w? with § > 1 and is necessarily
constant. Otherwise,

G-nol < Y (g, Ul <2Kw(s,t)  sup w(t )"
k=0,..,2n—1, t7<t k=0,...2"—1

and this converges to 0.
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We have now to construct the second level of the rough path. For this
purpose, we set zs; = 1 + Y — Ys + Trigrd(Xs), and, for a partition
with s and ¢ as endpoints, we define ZS? as xg;) in (64) with z instead
of x. Let us note that z is also an almost rough path, since

w2 2 2 1 1
Zst — Zsy O Zrt = Xt — KXo = Xpp = Xgp ® Xrt

- (Zl - X}n,t) ® Zi,t + Z;,r ® (Z}",t - X71",t>

S,T

and therefore with (66),
st,t — Zsy ® Zr,tH* g K2w(57 t)e

where Ky = { K + 2K (K + [|X[lxpw)w(0, T) P} w(s, t)’.
For0 < s <t<Tandm={t;}i=1, ns1 apartition of [s, ¢] with n+1
points and t; = s, t,41t, then for some ¢ € {2,...,n} and 7 = 7\ {¢;},

||Z§7,? — Zi?”* < Kow(tioq, ti)’.

One may choose t; such that w(t;—1,t;+1) < 2w(s,t)/n. Hence, as
previously,

(67) 1207 — 204l < 2°C(0) Kow(s, t)’.

Then, the same arguments apply and one can show that for all (s,t) €
A, there exists y,; € T1(R?) such that mra(yss) = y: — ys, where y
was the function previously defined at the first level, for all 0 < s <
r < t g T7 ys,t = yS,T ® yr,t and Hys,t - Xs,tH* < KgW(S,t)e with
K3 = K52°C(0). In particular, y is continuous on Ay and t — yq, is a
rough path in CP*([0, T]; T1(R?)) lying above .

Let ¥ be another rough path in CP<([0,7T]; T;(R%)) lying above y
and such that ||y, — x|l < Kaw(s,t)?. Hence,

Vst = ¥sells < Iyz,r - Zz,r| + ’yit - Z?ﬂ,t‘ + |S’\§,r - Zi,r‘ + % - Z72~,t’

forall 0 < s <r <t <T. As previously, it follows that y,; = ¥, for
all (s,t) € Ay,

This proves that y is unique up to to an additive constant.

The question is now to know whether or not y is also the limit of
(x™))en for a family of partitions (7"),cny whose meshes decrease
to 0.

With the notation from the beginning of the proof, if {a;}i—1, ., is
a family of elements in To(R?) and {n;}i=1._, belongs to R?, then

n n n n—1 n
Rl+ai+n)=RU+a)+> n+> 0@ Y a
i=1 1=1 i=1 i=1 j=i+1
n—1 n n—1 n
+Zai® Z 7]j+z772'® Z nj-
i=1 J=i+1 i=1 J=i+1
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Now, let us set a; = xy,4,, and 7; = y%ﬁtiﬂ for some partition 7 =
{t:}iz1...nt1 Of [s,t]. Then for some constant C,

Z i
i=1

This last term converges to 0. Finally, let us remark that

Zal@) Z = i (fa) ®1;.

j=i+1 j=2 i=1

< ZClbU(ti,ti_H)e < CW(O,T) sup u}(ti,tz‘+1)9_1.

i=1,...,n

But from (65), for k € {2,...,n},

k
E ;| =
i=1

It follows that for some constant Cy depending only on ||x||, ., K7,

w(0,7T), 0 and p that

> (Z%) ® 1| <

]:2 =1

b)) < (s, 6)? 4 ([t (5, ) 2.

< Cow(s,t) sup wltyti)’

1=2,...,n

Similarly,

n—1 n
Zm@ Z ;| < Cow(s,t) sup  w(ty, tig)’™

Purrd) i=1,...,n—1
and
2 20-2
E < Kiw(s, 1) sup w(ty, tip)™ "
j—it1 i=1,...,n

It follows then that for some constant C'5 depending on Cy, K1, 6 and
w(0,7),
%) = 27|l < Caw(s,t) sup wits,tins
1=1,....,n

This proves that if (7"),en is a family of partitions whose meshes con-

)0—1.

verge to 0 as n — oo, then x; tn) converges to ys;. In addition, com-
bined with (66) and (67) this gives (62).

The last assertion of this theorem follows from the fact that x(™
belongs to G(R?) if x,; belongs to G(R?), which is a closed subgroup
of Tl(Rd) O

Theorem 6. Let x andy be two almost rough paths satisfying both (61)
with the same constants K and 0. Assume moreover that there exists
an € > 0 such that

pw S E

Ix—y
and for all (s,t) € AL,

HXS,t - yS,tH* < €W(S,t)9.
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Then the two rough paths X and'y associated to x andy by Theorem 5
satisfy

X = ¥llpw < €K7,
where K" depends only on K, 0, p, w(0,T), |X|/+pw and ||y |lxpw-

Proof. We use the same notations as previously. For a partition 7 =

{ti}iz1, . of [s,t] with t; = s, t,41 = t, we consider xgﬁ) and yg? as
above.

We pick a point ¢; in 7 such that w(t;—1,%;41) < 2w(s,t)/n. Hence,
for
g = Xti_1,t ® Xti,ti+1 - Xti—l,tz’+1 —Ytioits ® yti,ti+1 - ytz’—l,ti+17

we get that, with (63),

() (m)
it

1x = %) — (v — vyl

1 1
g ng* (1 + Z ’th,tj+1 - ytj,tj+1|>
J=1,on i
where x!, (resp. yi,) is the projection of X, (resp. ys;) on R%.
With (65), we get that for some constant C' that depends only on
K, 0, p, w(0,T), |[x]lpw and [[y|[pe,

1, 1,
S X e <7+ ™)
J=Lom j#

< (Cw(s, )7+ |ly] .

Thus, one get that for some constant K,

- & - 7 K
||X£:,t) - Xg,t) - (yg,t) - yL(e,t)>||* < Emw(s,t)e.

*,D,wW + HX”*JLW)W(S’ t)

It follows that by removing all successively all the points of 7 carefully,
I = %0 = (757 = yur) s < eC(O) Keo(s, )

As we have seen that x(™ and y(™ converges to X5 and ys ¢, we deduce
that

Xst = X = Vot = Yor) [+ < eC(O) Kw(s, 1)’
The result is then easily deduced. U
B.2. An algebraic interpretation. We give now an algebraic inter-
pretation of this construction, which is strongly inspired by the one

given by M. Gubinelli in [Gub04].
Let us consider the sets

A =0,T], Ag={(s,t)|0<s<t<T}
and Az ={(s,r,1)|0<s<r<t<T},

as well as C; be the set of functions from A; to Ty(R?) for i = 1,2, 3.
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Let us introduce the operator from C; U Csy to Co U C3 defined by
0(X)st = x,'®@xy, (5,t) € Ay, x €Cy,
5(X>s,r,t = Xt — X, & Xrits (57 T, t) € A37 X € C27

so that 6 maps C; to C;1q, © = 1,2. Let us note that if x € Cy, then
§(0(x)) = 0, so that the range Range(djc,) of dj¢, is contained in the
Kernel Ker(djc,) of djc,. Indeed, the get a better result.

Lemma 21. The range of dic, is equal to the kernel of dic,, and d is
injective from Cy(z) into Co where Ci(x) is the set of paths x in Cy with
xg =z for x € T1(R?). In particular, when restricted to Range(dc,(z)),
0 1s invertible.

Proof. We have already seen the inclusion of Range(djc,) in Ker(djc, ).
Now, let x € C; be in Ker(djc,). Then set y; = xo;. As §(X)osr =
yi—¥s @xs, = 0, we get that x,;, =y, ' ®y, and thus x = 6(y). This
proves the result.
If two paths x and y are distinct in Cy(x), then §(x)o; = 27! @ x; is
different from 6(y)o; = 7' ®y; and § is injective from C; (z) into Co. I

Given a rough path x, which then belongs to C; and a differential
form f, the integral J(x) = [ f(x)dx is also a path in C;(0). The idea
is then to consider an approximation of J(x;s,t) for t — s small, and
to project it on the range of d¢,(z). Of course, the approximation of
J(x;s,t) shall be close enough to the range of dic, (a).

For p > 1 and 6 > 1, we define the distance dg,, on Cy by

[
D,p.(X,y)= sup ——F———
oy)= sw ey

To simplify the notation, we extend djc, as a function defined on A? x
0, 7] by setting §(x)s, = 1if r & [s,t]. For a fixed r € [0,T], .,,.(x)
is then a function in Cs.

Theorem 5 is the rewritten the following way.

Theorem 7. For K, K' >0 and 6 > 1, we denote by B(K, K',0,p,w)
the subsets of functions x € Cy for which

1%]|4pw < K and S}lp]D*7p,w(5(x).7T,.,0) < K.
rel0,T

Then to any x in B(K,K',0,p,w) is associated a unique element X
Ker(dic,). In addition, for some constants Cy and Cy that depends only
on K, K', 0, p and w(0,T),
(1%« pw < C1 and Dy p0(x,X) < Cs.
In addition, if the distance ©, 9., is defined on Uk kr~oB(K, K',0,p,w)
by
Ouppw(Xy) = max{([x — yllipw, deow(x,¥)},
then this map 11 : x — X is locally Lipschitz with respect to Oy g
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From the definition, an almost rough path x of p-variation controlled
by w belongs to Uk x~oB(K, K',0,p,w). It is then “projected” on an
element I1(x) in Cy in the kernel of d¢,, which is also equal to the image
of d¢,(1y- The reciprocal image of II(x) gives then a rough path in
([0, T]; Ty (RY)).

Given an element f in Lip(y;R? — R™) with v > p — 1, the map
§(f,x) defined by (54) define an element of C;. The integral J may
then be defined as the composition of the maps

J= 5‘211(1) OHO&(f,'),

which corresponds to the construction given in Section 7.4.
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