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Abstract

Particle systems, as originally proposed by Witkin and Heckbert [17], are a powerful way to sample implicit surfaces since they generate almost evenly distributed samples over the surface, thanks to a global minimization of an energy criterion. Nonetheless, due to the computational cost of the relaxation process, the sampling process becomes rather expensive when the number of samples exceeds a few thousands.

In this paper, we propose a technique that only relies on a pure geometry processing which enables us to rapidly generate the set of final particles (e.g., half a second to generate 5,000 particles for an analytic implicit surface) with near-optimal positions. Because of its characteristics, the technique does not need the usual split-and-death criterion anymore and only about ten relaxation steps are necessary to get a high quality sampling. Either uniform or non-uniform sampling can be performed with our technique.

1 Introduction

In 1994, Witkin and Heckbert [17] gathered existing ideas [13, 14, 2, 15] in a tool designed to both sample and control implicit surfaces. Starting from a seed particle, the surface is sampled thanks to a repulsion scheme and a split-and-death criterion. Each particle repels nearby particles to minimize a Gaussian energy function. The final result is a set of uniform particles almost evenly distributed on the surface.

Some following works have improved this basic scheme by achieving either a non-uniform isotropic sampling [1, 11], an anisotropic sampling [7] or by changing the Gaussian energy function with forces [10] or with new classes of energy functions [9].

Nonetheless, none of these works have focused on the two main drawbacks of particle systems: the computational cost of the algorithm and the convergence of the system. When determining the next position of a particle, one has to compute its intersections with all its neighboring particles. As this process has to be done for each particle, sampling a surface with more than a few thousand particles is too expensive for practical applications. Besides, finding a good convergence criterion that works for all configurations is not an easy task.

The goal of this paper is to enable the use of particle systems with a larger number of particles (more than a few thousands). The basic idea is to rapidly generate the set of final particles with near optimal positions by using pure geometry processing. Therefore, few relaxation steps (around ten) are needed to get a high quality sampling and to avoid the convergence problem. Either uniform or non-uniform sampling can be performed with our technique.

The remainder of the paper is organized as follows: Section 2 presents some related previous work on sampling implicit surfaces by particle systems. Section 3 details our generation algorithm of uniform particles extended in Section 4 to non-uniform particles. Section 5 presents experimental results obtained with our sampling method. Section 6 concludes and presents some directions we are currently investigating.

Figure 1. Sampled models with either uniform or non-uniform particles.
2 Previous work

Particles were used for the first time to sample a surface in a complete modeling tool based on oriented particle systems developed by Szeliski and Tønnesen [13], but in their work, there was no underlying implicit surface. Turk [14] used a similar process in order to generate textures using a reaction-diffusion method. Figueiredo et al. introduced [2] a system to sample implicit surfaces using particles. It is based on a relaxation process similar to the one proposed by Turk in order to achieve a uniform distribution of the samples. Turk’s reaction-diffusion method has also been used to re-tile polygonal surfaces [15] according to the curvature.

Witkin and Heckbert [17] (W-H) developed a powerful modeling application by putting together some of these existing ideas. They defined an adaptive repulsion and a split-and-death condition so that particles could either split or be removed from the surface. Hart et al. [4] improved upon this particle system for automatic and numerical differentiation of implicit surfaces. One main limitation of both works is that only uniform distribution can be generated.

Crossno and Angel [1] derived another extension based on the work of W-H in order to sample an isosurface extracted from a 3D density image. The same repulsion forces and relaxation process is used, but the repulsion radius of each particle is estimated according to the curvature of the sample.


Meyer et al. [9] introduced an interesting new class of energy functions for distributing either uniform or non-uniform particles on implicit surfaces. Unfortunately, even if their technique requires less relaxation steps than the original W-H method, each step takes longer.

Pauly et al. [10] proposed to use particle systems in order to simplify point-sampled surfaces (thanks to a death criterion). In their method the distribution of points depends on the curvature of a moving least square (MLS) surface that approximates the set of points [8].

Other works have presented ideas for sampling implicit surfaces for animation [3] and texture mapping [18]. Some particle systems have also been used to polygonize implicit surfaces [2] or as a comparative quality technique for polygonizing implicit surfaces [6].

Finally Su and Hart [12] have presented an object-oriented particle framework designed to rapidly create new particle systems and applications.

3 Uniform sampling

3.1 General approach

For a uniform sampling, the ideal local distribution of particles is given in Figure 2(a). Each particle has six neighbors which is the ideal configuration in order to minimize the energy. Because we work with 3D models, this ideal 2D configuration is hard to achieve. Thus the key idea of our method is to get an efficient generation of particles by a local 2D process, working on tangent planes defined locally for each particle.

3.2 Generation of a particle’s children

Let $S$ be the implicit surface we want to sample. Each particle $P$ is defined by a 3D position $p$, a normal $\vec{N}$ at the surface and a repulsion radius $r$.

Starting from a seed particle, our goal is to uniformly place its six children particles with respect to its repulsion

![Figure 3. Generation of particles in the 2D tangent plane.](image-url)
radius on the tangent plane of the particle $P$ defined by its normal $\overrightarrow{N}$.

For each child, we define the tangent vector $\overrightarrow{V^i} = p^i - p$ so as the six particles are regularly placed at an angle of $\pi/3$ with its previous and successive particle as can be seen in Figure 3(b). Their 2D positions are given by:

\[
\begin{align*}
  p^i_x &= \cos \left( \frac{i\pi}{3} \right) v^0_x - \sin \left( \frac{i\pi}{3} \right) v^0_y \\
  p^i_y &= \sin \left( \frac{i\pi}{3} \right) v^0_x + \cos \left( \frac{i\pi}{3} \right) v^0_y
\end{align*}
\]

Note that the first child of the seed particle is arbitrary initialized (see Figure 3(a)).

3.3 Projecting the children on the surface

The children particles created on the tangent plane of the parent particle are more or less deviated from $S$ depending on the local curvature (see Figure 4(a)). The most common technique used to re-project a particle on the surface is the iterative Newton-Raphson method. But it does not guarantee that the distance between a particle and its children will be preserved.

Instead, we propose to move each child $P^i$ iteratively on the circle $C^i (p, 2r)$ (see Figure 4(b)) which is the circle centered on $p$ with a radius $2r$, defined on the plane $(p, \overrightarrow{N}, \overrightarrow{V^i})$.

3.4 The complete process

3.4.1 Gathering neighboring particles

With the exception of the seed of the system, we never generate six children. For each particle, some of its children have already been placed by previous particles and exist in the particle set. Thus, before adding the new particles to the set, we have to gather its neighboring particles. We use a space partitioning scheme in order to accelerate this gathering (as in [17, 7]). Any other hierarchical partitioning should work fine.

3.4.2 The algorithm

Starting from an arbitrary chosen seed particle, we generate six children as explained in Section 3.2. These children are added to the stack of untreated particles. This is the initial state of the algorithm.

For each particle of the stack, we have to generate six children. We already know a particle at a desired position: its parent. We have to place the five remaining children (that we re-project on the surface). In order not to place children too close to existing particles, we check if they overlap a particle of the neighborhood. If an existing particle corresponds, it replaces the child and this particle is removed from the neighborhood. If there is no particle, the child is added to the particle set and to the stack of untreated particles.

3.5 The relaxation process

The previous step results in a set of particles with positions near the desired ones where each particle has six neighbors. We have a near-optimal sampling in region of low curvature but holes may appear in regions of high curvature (see Figure 5(a)). This comes from the re-projection of the particles from the tangent plane to the surface. A few relaxation steps of the W-H scheme [17] reduce this problem (see Figure 5(b)). Based on a Gaussian computation of the energy, it is easy to implement and works well for uniform sampling. We just skip from our implementation the adaptive repulsion radius (as we have particles everywhere on the surface) and the split-and-death criterion (as we already have the desired number of particles).

4 Non-uniform sampling

The main difference with the uniform case is that the repulsion radius is different for each particle and is curvature-dependent. The distance between two particles is no more

![Figure 5. Relaxation applied on a model.](image-url)
2r but instead \( r^i + r^j \) (an example of non-uniform sampling is shown in Figure 2(b)). The curvature, computed with the method given in [7], is \( \kappa = (\kappa_1 + \kappa_2)/2 \) (\( \kappa_1 \) and \( \kappa_2 \) being the values of the principal directions of curvature). \( \kappa \) is then scaled to be used as the repulsion radius.

Since we cannot predict the number of children of a particle anymore, we cannot place them directly. Note that we still work on the tangent planes at the surface in order to minimize overlapping between successive children.

For the generation of the first child \( \mathbf{P}^i \) of the seed point \( \mathbf{P} \), an arbitrary initial position is chosen on the tangent circle \( C(p, r) \) at the surface (dot circle in Figure 6(a)). At this time, \( \mathbf{P} \) and \( \mathbf{P}^i \) intersect each other. Thus, we have to iteratively move \( \mathbf{P}^i \) in the direction of vector \( \mathbf{V}^i = \mathbf{p}^i - \mathbf{p} \) until they do not overlap anymore as can be seen in Figure 6(a) (at each iteration the repulsion radius \( r^i \) is re-evaluated in order to match any change in the surface curvature).

The initial position \( s \) of the next child \( \mathbf{P}^{i+1} \) is given by the intersection between \( \mathbf{V}^s = \mathbf{I} - \mathbf{p} \) and \( C \) (see Figure 6(a)). Since this initial position is on \( C \), we have to realize a first repulsion as explained above (see Figure 6(b)). \( \mathbf{P}^{i+1} \) moves from the blue dot circle to the green dot circle position. But, since two successive children (\( \mathbf{P}^i \) and \( \mathbf{P}^{i+1} \)) can intersect each other, we iteratively move \( \mathbf{P}^{i+1} \) tangentially to \( C \) until they do not overlap anymore. If another child exist in the motion direction and stop it, we minimize the overlapping between the three particles. The particle \( \mathbf{P}^{i+1} \) is discarded when this overlapping is too large.

We want to place new particles on each free space between existing neighboring particles. Figure 7-left shows the gathering of neighboring particles (red circles) around the current particle (black circle). Thus we have just to apply the generation process explained above on each of these free spaces. Figure 7-right shows the result of this algorithm on a particle \( \mathbf{P} \) with some particles added (blue particles) while others were discarded (transparent particles).

Finally, at the end of the complete generation, we apply a relaxation scheme based on a computation of forces [15, 10, 7] which is easy to implement and was sufficient to validate our approach.

5 Results and discussion

The prototype system was written in the C++ language. All example models shown in this paper were built with the prototype system by using a PC with 3 GHz processor with 1 GB of main memory (note that we do not use the complete available memory).

The sphere (see Figure 9) and ellipsoidal (see Figure 1(b)) models shown in this paper were analytic implicit surfaces while the bunny (see Figure 8) and the Santa (see Figure 1(a)) models were reconstructed using RBF [16] with a set of 200 initial points (note that the evaluation of an implicit surface reconstructed using RBF takes much more time than for analytic implicit surfaces). For the bunny we removed some points on the ears. Thus a part of the implicit surface was reconstructed between these two ears as can be seen in Figure 8-left. So we increased the genius of the initial bunny model.

Since our objective is to quickly generate particles on implicit surfaces, we present sometimes related to our techniques. Table 1 shows times taken by the sampling of two models: the ellipsoid and the bunny. We compare our uniform sampling with the Witkin-Heckbert technique [17] and our non-uniform sampling with a scheme using only forces [15, 10, 7]. A different number of particles and last relaxation number of particles means that the targeted number of particles was not achieved. For example, for the sampling of the bunny with the Witkin-Heckbert method,
<table>
<thead>
<tr>
<th>Model</th>
<th># particles</th>
<th>Last relaxation</th>
<th>Total time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># particles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ellipsoid</td>
<td>13,923</td>
<td>13,923</td>
<td>1.86</td>
</tr>
<tr>
<td>Ellipsoid</td>
<td>55,748</td>
<td>55,748</td>
<td>59.05</td>
</tr>
<tr>
<td>Bunny</td>
<td>47,356</td>
<td>47,356</td>
<td>151.55</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th># particles</th>
<th>Last relaxation</th>
<th>Total time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># particles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ellipsoid</td>
<td>10,633</td>
<td>373</td>
<td>10,633</td>
</tr>
<tr>
<td>Ellipsoid</td>
<td>50,000</td>
<td>1,613</td>
<td>33,343</td>
</tr>
<tr>
<td>Bunny</td>
<td>50,000</td>
<td>1,959</td>
<td>33,483</td>
</tr>
</tbody>
</table>

Table 1. We compare our uniform sampling with the Witkin-Heckbert method and our non-uniform sampling with a scheme based on forces. All given times are in seconds. Only ten relaxation iterations were applied with our techniques. For the two comparative techniques, we start from one seed particle. We give the last relaxation number of particles and time. Contrary to our techniques for which the number of particles remains constant during the relaxation process, this number keeps increasing for each new relaxation step achieved for the comparative techniques.

The targeted number was around 50,000 particles. Because the time needed by the sampling was already too long, we stopped the process before its end when only a part of the surface was sampled (there was only 33,483 particles after 1,959 relaxations).

As said before, our techniques do not need a split criterion (so we keep the number of particles constant during the ten relaxation steps). On the contrary, the two comparative techniques start from one seed particle. Then, the systems are supposed to sample the totality of the surface thanks to their split criterion. The split criterion used for the Witkin-Heckbert method is given in [17]. For the forces scheme, we split a particle when no force is applied on it. Note that we used the same code for the relaxations of our methods and for the comparative techniques (with the exception of the split criterion).

The most interesting observation is that we improve the sampling time on all the examples, enabling the use of particle systems with a larger number of particles (more than a few thousands). Contrary to other systems that need hundreds of relaxation, the use of only ten relaxations saves a lot of time.

Finally, we can see that the non-uniform sampling is slower than the uniform sampling. Since for the non-uniform sampling two iterative repulsions have been introduced, the time needed to generate the children of a particle is larger than for the uniform sampling. Besides we have to compute the curvature of the surface for each particle.

In Table 2 we show the times taken by different levels of sampling of the analytic ellipsoid. We can see that the set of particles generation time is far smaller than the time taken by the relaxation process.

Even if the times taken by our methods are very interesting we think that it’s possible to still improve them. We use a space partitioning scheme [17, 7] that works very well for a low number of particles but that is far less efficient with

<table>
<thead>
<tr>
<th>#particles</th>
<th>Time (in second)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Generation</td>
</tr>
<tr>
<td>2.225</td>
<td>0.11</td>
</tr>
<tr>
<td>13,923</td>
<td>1.22</td>
</tr>
<tr>
<td>55,748</td>
<td>2.80</td>
</tr>
<tr>
<td>87,043</td>
<td>61.60</td>
</tr>
</tbody>
</table>

Table 2. Times taken by the sampling of the analytic ellipsoid.
thousands particles. When a lot of particles are generated, the time of traversal of the structure keeps increasing. Thus, with a better spatial distribution as in [1, 9], we believe that we could speed-up the generation time.

6 Conclusion and future works

In this paper, we have presented a new particles generation algorithm enabling the use of particle systems with a larger number of particles (more than a few thousands). We did not limit our technique to uniform particles since non-uniform distribution of particles can be achieved.

Because our computations only rely on pure geometric processing (by the use of tangent planes), we have developed an efficient and rapid generation algorithm. Its result is a set with the desired number of particles with near optimal positions.

Thanks to the characteristics of our generation algorithm, the relaxation process is reduced to a few iterations (around ten) to get a high quality sampling. This is a great improvement compared to existing particle systems that can need hundred steps of relaxation to achieve their sampling.

Because we only work on tangent planes, holes can appear on the surface and, in some areas, particles can overlap themselves. We believe that our sampling quality can be improved by taking into account the local curvature information during the generation of children.

At this moment, the generation time of our non-uniform technique is larger than for our uniform technique because we have introduced two iterative repulsions that need more computation than a direct placement. We are investigating a way to directly place the children even for the non-uniform sampling.

Finally, the time of one relaxation remains problematic. Even if we limit this problem by needing only ten relaxation steps, finding a criterion to identify particles that do not need to move could greatly improve the speed of the relaxation process.
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