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Stabilité Lipschitzienne pour le problème inverse de

Robin

Résumé : On considère un problème inverse lié a la détection de la corrosion. On prouve un
résultat de stabilité Lipschitz pour un coefficient de Robin scalaire sur une partie inaccessible
de la frontière depuis des mesures électrostatiques disponibles sur la partie accessible.

Mots-clés : Problème de Robin, problème inverse à la frontière, corrosion.



Lipschitz stability for the inverse Robin problem 3

1 Introduction

In the following we shall consider the inverse problem of recovering a scalar Robin coefficient.
The direct problem associated with the inverse one, is the following



























∆u = 0 , in Ω ,
∂u

∂ν
= g , on Γ2 ,

∂u

∂ν
= −Lu , on Γ1 ,

u = 0 , on ΓD ,

(1.1)

where Γ1 and Γ2 are two open, disjoint portions of ∂Ω such that ΓD = ∂Ω \(Γ1∪Γ2).
According to this model, Ω represents the electrostatic conductor, u is the harmonic poten-
tial, g is the prescribed current density on the accessible part of the boundary Γ2, whereas
on Γ1, the portion which is out of reach, we prescribe a Robin boundary condition with a
scalar Robin coefficient L.
The aim of the inverse problem that we shall study is to recover the scalar Robin coefficient
L when a fixed choice of the current density g and the measurement of the corresponding
boundary voltage u|Γ2 on Γ2 are available.
In the following we shall treat the stability issue for this inverse problem. Such an issue has
been already discussed by Chaabane and Jaoua in [15]. The authors provided an identifia-
bility result as well as a Lipschitz stability estimate à la Bellout and Friedman for a Robin
coefficient which depends on a scalar parameter only. The new feature of the present work
consists in a quantitative evaluation of such a Lipschitz rate of stability, which is no longer
a directional stability as in [15] and which is obtained with a constructive approach.
Moreover, Alessandrini, Del Piero, Rondi [5] and Chaabane, Fellah, Jaoua, Leblond [13] have
established a logarithmic stability result for a non necessarily constant Robin coefficient,
namely of the type

L = L(x) , x ∈ Γ1 . (1.2)

In [14], Chaabane, Jaoua and Leblond have provided a constructive procedure in order to
solve the Robin problem.
We refer also to Fasino and Inglese [16, 17, 18], who have introduced numerical methods
relied on the thin-plate approximation and the Galerkin method.
In the corrosion literature we can find another type of boundary condition which postulates
a nonlinear relationship between the potential and the normal current density and it is
associated to the name of Butler and Volmer.
Such type of problem has been studied by Brian, Kavian, Vogelius and Xu [12, 20, 26]. The
authors have dealt with the uniqueness and the existence issues for this problem with a
special choice of the nonlinearity, that is of the type

∂u

∂ν
= λ(exp(αu) − exp(−(1 − α)u)) . (1.3)
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4 E. Sincich

Moreover, in [7, 8] Alessandrini and the author have discussed the same problem but with
a more general choice of the nonlinear profile of the form

∂u

∂ν
= f(u) , (1.4)

establishing a logarithmic stability estimate as well as a reconstruction result.
The present work fits in the framework of the study of the stability for coefficients which
depend on a finite number of parameters only. Such an issue has been developed by many
authors, among them we cite Alessandrini, Bacchelli, Beretta, Chaabane, Jaoua, Vessella
[4, 9, 10, 15]. Indeed, for what concerns the present problem, in [5] it has been shown in a
2-dimensional setting the stability for a functional Robin coefficient is at best logarithmic.
Unfortunately this kind of stability is inconvenient for the application. For this reason is
usefull to introduce some reasonable simplifications which are phisically meaningfull (as
remarked in [9]) and that lead to a better stability, namely of Lipschitz type.

2 Main assumptions and results

A priori information on the domain

We shall assume throughout that Ω is a bounded, connected domain in R
n, n > 2 such

that diam(Ω) 6 D and with Lipschitz boundary ∂Ω with constants r0,M . Moreover, we
assume that the portions of the boundary Γi are contained respectively into surfaces Si,
i = 1, 2 which are C1,α smooth with constants r0,M .
We also suppose that the boundary of Γi, within Si, is of C1,α class with constants r0,M .
We introduce some notation that we shall use in the sequel, for every ρ > 0 and i = 1, 2, we
set

U i
ρ = {x ∈ Ω̄ : dist(x, ∂Ω \ Γi) > ρ} , (2.1)

Γi,ρ = U1
ρ ∩ Γi . (2.2)

In some places, it will be necessary to isolate one privileged coordinate direction, to this
purpose, we shall use the following notation for a point x ∈ R

n, x = (x′, xn), with x′ ∈
R

n−1, xn ∈ R.
A priori information on the boundary data

The current flux g is a prescribed function such that

‖g‖C0,α(Γ2) 6 G , (2.3)

‖g‖L∞(Γ2,2r0 ) > m > 0 . (2.4)

INRIA



Lipschitz stability for the inverse Robin problem 5

A priori information on the scalar Robin coefficient

Given Λ > 0, we assume that the scalar Robin coefficient L satisfies

0 < L 6 Λ . (2.5)

From now on we shall refer to the a priori data as to the set of quantities r0,M, α,Λ, G,D,m.
In the sequel we shall denote by η(t) and ω(t), two positive increasing functions defined on
(0,+∞), that satisfy

η(t) > exp

[

−
(

t

c

)−γ]

, for every 0 < t 6 G , (2.6)

ω(t) 6 C |log(t)|−θ
, for every 0 < t < 1 , (2.7)

where c > 0, C > 0, γ > 1, 0 < θ < 1 are constants depending on the a priori data only.
The statement of the main result is the following.

Theorem 2.1. There exists a constant C > 0, depending on the a priori data only, such

that

|L0 − L1| 6 C‖u0 − u1‖L2(Γ2) , (2.8)

where ui, i = 0, 1 is the solution to (1.1) with L = Li.

3 Lipschitz stability

Given L0, L1 > 0 and t ∈ [0, 1] , we shall denote by Lt the following

Lt = −[L0 + t(L1 − L0)] . (3.1)

Moreover, let ut ∈ H1(Ω) be the weak solution to


























∆ut = 0 , in Ω ,
∂ut

∂ν
= g , on Γ2 ,

∂ut

∂ν
= −Ltut , on Γ1 ,

ut = 0 , on ΓD .

(3.2)

As a weak solution to the problem (3.2) we shall mean a function ut ∈ H1(Ω), such that
ut = 0 which satisfies

∫

Ω

∇ut∇ρ =

∫

Γ2

gρ−
∫

Γ1

Ltutρ (3.3)

for every ρ ∈ H1(Ω) such that ρ = 0 on ΓD.
The existence and the uniqueness of the solution to (3.2) is a consequence of standard theory
on boundary value problem.
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6 E. Sincich

Proposition 3.1. There exists a constant C > 0 depending on the a priori data only such

that

∫

Ω

|∇ut|2 6 C (3.4)

for each t ∈ [0, 1] .

Proof. Let us choose ρ = ut, then by (3.3) we have that
∫

Ω

|∇ut|2 =

∫

Γ2

gut −
∫

Γ1

Ltu
2
t . (3.5)

From which follows
∫

Ω

|∇ut|2 6

∫

Γ2

gut . (3.6)

Let ε > 0, by the Schwartz inequality we have that
∫

Ω

|∇ut|2 6
1

ε

∫

Γ2

g2 + ε

∫

Γ2

|ut|2 . (3.7)

By a standard trace inequality (see for instance [1]) we have that there exists a constant
C > 0 depending on the a priori data only such that

∫

Ω

|∇ut|2 6
1

ε

∫

Γ2

g2 + Cε

∫

Γ2

|∇ut|2 . (3.8)

Choosing ε = 1
2C

we have that

∫

Ω

|∇ut|2 6
1

C

∫

Γ2

g2. (3.9)

Hence by (2.3) the thesis follows. �

Theorem 3.2. Let t ∈ [0, 1] and let ut ∈ H1(Ω) be the solution to (3.2), there exists a

constant C > 0 depending on the a priori data only such that

‖ut‖C0,α(Γ1) 6 C. (3.10)

Moreover, for any ρ ∈ (0, r0), ut ∈ C1,α(U1
ρ ) and there exists a constant Cρ > 0 depending

on the a priori data and on ρ only, such that the following estimate holds

‖ut‖C1,α(U1
ρ ) 6 CρE , (3.11)

where 0 < α < 1 is a constant depending on r0,M, n only.
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Lipschitz stability for the inverse Robin problem 7

Proof. For any z0 ∈ Γ1 and for any ρ > 0, we shall denote

Γρ(z0) = Ω ∩ Bρ(z0) , (3.12)

∆ρ(z0) = Γρ(z0) ∩ ∂Ω. (3.13)

Let 0 < ρ1 < ρ2 6 r0 and let us consider a test function ϕ ∈ C1(Ω) such that

i) 0 6 ϕ 6 1;

ii) ϕ = 1 in Γρ1(z0) and ϕ = 0 in Ω \ Γρ2(z0);

iii) |∇ϕ| 6
2

ρ2 − ρ1
.

For a sake of brevity, in the following we shall replace ut with u and Lt with L.
For any integer s > 2, let us define the function ψ = |u|s−2uϕ2. Hence, choosing ψ as test
function in the weak formulation of the problem (3.3) we have that

∫

Γρ2 (z0)

(s− 1)|∇u|2|u|s−2ϕ2 +

∫

Γρ2 (z0)

2∇u · ∇ϕ|u|s−2uϕ =

∫

∆ρ2 (z0)

L|u|sϕ2. (3.14)

Hence,

∫

Γρ2 (z0)

(s− 1)|∇u|2|u|s−2ϕ2 6

∣

∣

∣

∫

Γρ2 (z0)

2∇u · ∇ϕ|u|s−2uϕ
∣

∣

∣
+ (3.15)

+
∣

∣

∣

∫

∆ρ2 (z0)

L|u|sϕ2
∣

∣

∣
.

By applying the Hölder inequality to the first term on the right hand side of (3.15), we
obtain

∣

∣

∣

∫

Γρ2 (z0)

2∇u · ∇ϕ|u|s−2uϕ
∣

∣

∣
6

4

ρ2 − ρ1

(

∫

Γρ2 (z0)

|∇u|2|u|s−2ϕ2

)
1
2
(

∫

Γρ2 (z0)

|u|s
)

1
2

By the Schwartz inequality, it then follows that for every ε > 0

∣

∣

∣

∫

Γρ2 (z0)

2∇u · ∇ϕ|u|s−2uϕ
∣

∣

∣
6 (3.16)

6 ε

(

∫

Γρ2 (z0)

|∇u|2|u|s−2ϕ2

)

+
16

(ρ2 − ρ1)2ε

(

∫

Γρ2 (z0)

|u|s
)
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8 E. Sincich

Let us now consider the second term on the right hand side of (3.15). Furthermore by a
trace inequality, see for instance [1, Theorem 5.22], we infer that

∣

∣

∣

∫

∆ρ2 (z0)

L|u|sϕ2
∣

∣

∣
6 CL

∫

Γρ2 (z0)

|∇(|u|sϕ2)| (3.17)

where C > 0 is a constant depending on the a priori data only. Hence by the Schwartz
inequality, it then follows that for every ε > 0

∣

∣

∣

∫

∆ρ2 (z0)

L|u|sϕ2
∣

∣

∣
6 (3.18)

6 ε

∫

Γρ2 (z0)

|u|s−2|∇u|2ϕ2 +
s2C2L2

ε

∫

Γρ2 (z0)

|u|s +
4CL

ρ2 − ρ1

∫

Γρ2 (z0)

|u|s

Inserting (3.16) and (3.18) in (3.15), we obtain

(1 − 2ε)

(

∫

Γρ2 (z0)

|u|s−2|∇u|2ϕ2

)

6

6

(

16

(ρ2 − ρ1)2ε
+
L2s2C2

ε
+

4CL

ρ2 − ρ1

)

(

∫

Γρ2 (z0)

|u|s
)

Choosing ε = 1
4 in the above inequality we have that

∫

Γρ1 (z0)

|u|s−2|∇u|2 6

(

32

(ρ2 − ρ1)2ε
+

2L2s2C2

ε
+

2CL

ρ2 − ρ1

)

(

∫

Γρ2 (z0)

|u|s
)

By the Sobolev inequality, see for instance [1, Chap. 5], we have that

(

∫

Γρ1 (z0)

|u| n̂s
n̂−2

)
n̂−2
n̂s

6

(

C(1 + s)

ρ2 − ρ1

)
2
s

(

∫

Γρ2 (z0)

|u|s
)

1
s

,

where n̂ = n for n > 2, 2̂ > 2 and C > 0 is a constant depending on the a priori data only.
Now, dealing as in [19, Chap. 8], we observe that the above inequality can be iterated.

Indeed, setting s = sm = 2
(

n̂
n̂−2

)m

and ρm = r0

4 + 2−m r0

4 , m = 0, 1, . . . , by (3.19) it

follows

‖u‖
Lsm

(

Γ r0
4

(z0)
) 6

(

C
n̂

n̂− 2

)

∑

4m( n̂
n̂−2 )−m

‖u‖
L2
(

Γ r0
2

(z0)
). (3.19)

Letting m tends to ∞ in (3.19), we can infer that

‖u‖
L∞

(

Γ r0
4

(z0)
) 6 C‖u‖

L2
(

Γ r0
2

(z0)
), (3.20)

INRIA



Lipschitz stability for the inverse Robin problem 9

where C > 0 is a constant depending on the a priori data only.
Hence combining (3.4) and (3.20) the inequality

‖u‖
L∞

(

Γ r0
4

(z0)
) 6 CE, (3.21)

follows.
Let us now prove the inequality (3.10).
Let 0 < r1 < r2 6

r0

4 and let us consider a test function η ∈ C1(Ω) such that

i) 0 6 η 6 1;

ii) η = 1 in Γr1(z0) and η = 0 in Ω \ Γr2(z0);

iii) |∇η| 6
2

r2 − r1
.

By (3.21), we have that

M2 = sup
x∈Γr2 (z0)

u(x) < +∞. (3.22)

Let us define the following non-negative function

v(x) = M2 − u(x), for every x ∈ Γr2(z0). (3.23)

Let us introduce the following quantities.
For every ρ ∈ (0, r0

4 ), let

i) b = 2LC,

ii) h = bM2;

iii) k = k(ρ) = ρδh,

iv) b̄ = b2 + k−2h2;

v) v̄ = v + k.

where C > 0 is the constant appearing in the inequality (3.17) and δ is such that 0 < δ < 1.
Let us define, for β ∈ R \ {0} the function χ = η2v̄β . Hence choosing χ as test function in
the weak formulation (3.3), it follows that

∫

Γr2 (z0)

|∇v|2v̄β−1η2 +
2

β

∫

Γr2 (z0)

∇v · ∇ηηv̄β = − 1

β

∫

∆r2 (z0)

f(M2 − v)η2v̄β . (3.24)

By (3.24), we can infer that

∫

Γr2 (z0)

|∇v|2v̄β−1η2 +
2

β

∫

Γr2 (z0)

∇v · ∇ηηv̄β
6

1

|β|

∫

∆r2 (z0)

L|M2 − v|η2v̄β . (3.25)

RR n° 0123456789



10 E. Sincich

Furthermore by the trace inequality used in (3.17), we have that
∫

Γr2

|∇v|2v̄β−1η2 +
2

β

∫

Γr2

∇v · ∇ηηv̄β 6
LC

|β|

∫

Γr2 (z0)

|∇[(M2 − v)η2v̄β ]|.

After straightforward calculations, we have that
∫

Γr2 (z0)

|∇v|2v̄β−1η2 − LC

∫

Γr2 (z0)

|M2 − v||∇v|v̄β−1η2 6

6
2

|β|

∫

Γr2 (z0)

|∇v||∇η|ηv̄β +
2LC

|β|

∫

Γr2 (z0)

|M2 − v||∇η|ηv̄β +

+
LC

|β|

∫

Γr2 (z0)

|∇v|η2v̄β . (3.26)

By the Schwartz inequality it follows that for every ε > 0

LC

∫

Γr2 (z0)

|M2 − v||∇v|v̄β−1η2 6 ε

∫

Γr2 (z0)

|∇v|2v̄β−1η2 + (3.27)

+
L2C2

ε

∫

Γr2 (z0)

|M2 − v|2v̄β−1η2.

Hence choosing ε = 1
2 in (3.27), we obtain

∫

Γr2 (z0)

|∇v|2v̄β−1η2 − LC

∫

Γr2 (z0)

|M2 − v||∇v|v̄β−1η2
> (3.28)

>
1

2

∫

Γr2 (z0)

|∇v|2v̄β−1η2 − 2L2C2

∫

Γr2 (z0)

|M2 − v|2v̄β−1η2 >

>
1

2

∫

Γr2 (z0)

|∇v|2v̄β−1η2 − b2
∫

Γr2 (z0)

v2v̄β−1η2 − h2

∫

Γr2 (z0)

v̄β−1η2.

Moreover, observing that b2v2 + h2 6 b̄v̄2, by (3.28) we can infer that
∫

Γr2 (z0)

|∇v|2v̄β−1η2 − LC

∫

Γr2 (z0)

|M2 − v||∇v|v̄β−1η2 > (3.29)

>
1

2

(

∫

Γr2 (z0)

|∇v|2v̄β−1η2 − 2b̄

∫

Γr2 (z0)

v̄β+1η2

)

On the other hand we have also that
∫

Γr2 (z0)

|∇v||∇η|ηv̄β + LC

∫

Γr2 (z0)

|M2 − v||∇η|ηv̄β =

6

∫

Γr2 (z0)

1

2
(2|∇v| + bv + h) |∇η|ηv̄β . (3.30)

INRIA



Lipschitz stability for the inverse Robin problem 11

Noticing that bv + h 6 2
√
b̄v̄, we have that (3.30) yields

∫

Γr2 (z0)

|∇v||∇η|ηv̄β + LC

∫

Γr2 (z0)

|M2 − v||∇η|ηv̄β 6

6

∫

Γr2 (z0)

(

|∇v| +
√

b̄v̄
)

|∇η|ηv̄β . (3.31)

Hence inserting (3.29) and (3.31) in (3.26) we obtain

1

2

(

∫

Γr2 (z0)

|∇v|2v̄β−1η2 − 2b̄

∫

Γr2 (z0)

v̄β+1η2

)

6 (3.32)

6
1

|β|

∫

Γr2 (z0)

ηv̄β |∇η||∇v| + 1

|β|

∫

Γr2 (z0)

ηv̄β+1
√

b̄|∇η| +

+
LC

|β|

∫

Γr2 (z0)

|∇v|η2v̄β .

Moreover, by the Schwartz inequality and by (3.32) we obtain that for every ε > 0

1

2

(

∫

Γr2 (z0)

|∇v|2v̄β−1η2 − 2b̄

∫

Γr2 (z0)

v̄β+1η2

)

6 (3.33)

6
ε

|β|

∫

Γr2 (z0)

|∇v|2η2v̄β−1 +
1

ε|β|

∫

Γr2 (z0)

|∇η|2v̄β+1 +

+
1

2|β|

∫

Γr2 (z0)

|∇η|2v̄β+1 +
b̄

2|β|

∫

Γr2 (z0)

η2v̄β+1 +

+ ε

∫

Γr2 (z0)

|∇v|2v̄β−1η2 +
L2C2

ε|β|2
∫

Γr2 (z0)

η2v̄β+1.

From the above inequality it follows that

(

1

2
− ε

|β| − ε

)
∫

Γr2 (z0)

|∇v|2v̄β−1η2
6

6

∫

Γr2 (z0)

(

2b̄+
b̄

2|β| +
L2C2

ε|β|

)

η2v̄β+1 +

∫

Γr2 (z0)

(

1

2|β| +
1

ε|β|

)

|∇η|2v̄β+1. (3.34)

Thus, choosing ε = min{ 1
8 ,

|β|
8 }, we have that

∫

Γr2 (z0)

|∇v|2v̄β−1η2 6 Ĉ

∫

Γr2 (z0)

(

η2 + |∇η|2
)

v̄β+1 , (3.35)

where Ĉ is a positive constant depending on |β|, L, C,M2, ρ, δ.
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12 E. Sincich

Let w be a function defined as follows

w =

{

v̄
β+1
2 , if β 6= −1,

log v̄, if β = −1.

Hence we can reformulate (3.35) as follows

∫

Γr2 (z0)

|η∇w|2 6















(β + 1)2Ĉ

∫

Γr2 (z0)

[

η2 + |∇η|2
]

w2, if β 6= −1 ,

Ĉ

∫

Γr2 (z0)

[

η2 + |∇η|2
]

, if β = −1.
(3.36)

By the Sobolev inequality, see for instance [1, Chap. 5], we have that

‖ηw‖2

L
2n̂

n̂−2 (Γr2 (z0))
6 C

∫

Γr2 (z0)

(

|η∇w|2 + |w∇η|2
)

(3.37)

where n̂ = n for n > 2, 2̂ > 2 and C > 0 is a constant depending on the a priori data only.
Combining (3.36) and (3.37) we obtain

‖ηw‖2

L
2n̂

n̂−2 (Γr2 (z0))
6 c(β + 1)2

∫

Γr2 (z0)

(η2 + |∇η|2)w2 , (3.38)

where c > 0, depending on the a priori data, on ρ, on |β| and on δ only, is bounded when
|β| is bounded away from zero.
Hence from (3.38) we obtain

‖w‖2

L
2n̂

n̂−2 (Γr1 (z0))
6 c′

(|β + 1| + 1)

r2 − r1
‖w‖L2(Γr2 (z0)) (3.39)

where c > 0, depending on the a priori data, on ρ and on δ only.
At this stage arguing as in [19, Theorem 8.18], we obtain the following weak Harnack in-
equality for the function v.
For every 0 < ρ < r0

16 , we have that

ρ−n‖v‖L1(Γ2ρ(z0)) 6 C

(

inf
Γρ(z0)

v + ρδ|M2|
)

, (3.40)

where C > 0 is a constant only depending on the a priori data .
On the other hand by (3.21) we have also that,

m2 = inf
x∈Γr2 (z0)

u(x) < +∞. (3.41)

Then, we define the following non-negative function

z(x) = u(x) −m2 for every x ∈ Γr2(z0). (3.42)
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Hence, by analogous arguments to those developed for the function v, we find also the
following weak Harnack inequality for the function z.
For every 0 < ρ < r0

16 , we have that

ρ−n‖z‖L1(Γ2ρ(z0)) 6 C

(

inf
Γρ(z0)

z + ρδ|m2|
)

, (3.43)

where C > 0 is a constant only depending on the a priori data .
For every ρ ∈ (0, r0

16 ), let us denote

M(ρ) = sup
Γρ(z0)

u , (3.44)

m(ρ) = inf
Γρ(z0)

u. (3.45)

By (3.21),(3.40) and (3.43), we have that there exists a constant K > 0 depending on the a

priori data only, such that

ρ−n

∫

Γ2ρ(z0)

(M2 − u) 6 K
(

M2 −M + ρδ
)

, (3.46)

ρ−n

∫

Γ2ρ(z0)

(u−m2) 6 K
(

m−m2 + ρδ
)

. (3.47)

Moreover, let us observe that being the boundary ∂Ω of Lipschitz class, we have that there
exists a constant c1 > 0, depending on r0,M only, such that for every ρ ∈ (0, r0

16 )

ρ−n|Γ2ρ(z0)| > c1. (3.48)

Hence adding (3.46) and (3.47), we obtain

M −m 6

(

1 − c1

K

)

(M2 −m2) + 2Kρδ. (3.49)

Denoting by ω(ρ) = osc
Γρ(z0)

u, we have that by (3.49) it follows

ω(ρ) 6 γω(4ρ) + c2ρ
δ , (3.50)

where c2 = 2K and γ = 1 − c1

K
.

By the arguments in [19, Lemma 8.23], it follows that for any µ ∈ (0, 1) and any 0 < ρ 6

ρ0 6 r0

16

ω(ρ) 6 C

((

ρ

ρ0

)α

ω(ρ0) + c2ρ
µδρ0

(1−µ)δ

)

, (3.51)
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14 E. Sincich

where C is a constant depending on the a priori data only, whereas α is such that α =

(1−µ)( log(γ)

log( 1
4 )

). Hence choosing µ such that (1−µ) log(γ)

log( 1
4 )
< µδ, we have that (3.51) leads to

ω(ρ)

ρα
6 c

(

ρ0
−αω(ρ0) + ρβ

)

, (3.52)

where c is a constant depending on the a priori data only and β is such that β = µ(δ− 1)−
α+ 1 > 0. Furthermore, we have that the above inequality and (3.21) lead to

ω(ρ)

ρα
6 c

(

ρ0
−α2CE + ρβ

)

, (3.53)

where C is a constant depending on the a priori data only.
Hence we can infer that for any z0 ∈ Γ1

‖u‖
C0,α

(

Γ r0
16

(z0)
) 6 CE. (3.54)

where C > 0, 0 < α < 1 are constants depending on the a priori data only.
Since, we know that u ∈ C0,α(Γ1), we have that

∂u

∂ν
(x) = −Lu(x) ∈ C0,α(Γ1) .

By well-known regularity bounds for the Neumann problem (see for instance [2, p.667]) it
follows that u ∈ C1,α(U1

ρ ) and the following estimate holds

‖u‖C1,α(U1
ρ ) 6 C

(

‖u‖
C0,α(Γ

ρ
2
1 )

+

∥

∥

∥

∥

∂u

∂ν

∥

∥

∥

∥

C0,α(Γ
ρ
2
1 )

+ ‖∇u‖L2(Ω)

)

6

6 C

(

∥

∥

∥

∥

∂u

∂ν

∥

∥

∥

∥

C0,α(Γ
ρ
2
1 )

+E

)

(3.55)

where C > 0 depends on the a priori data and on ρ only. Moreover, we can estimate the

C0,α norm of
∂u

∂ν
in terms of E, in fact

∥

∥

∥

∥

∂u

∂ν

∥

∥

∥

∥

C0,α(Γ
ρ
2
1 )

= sup

x∈Γ
ρ
2
1

∣

∣

∣

∣

∂u(x)

∂ν

∣

∣

∣

∣

+
(ρ

2

)α

sup

x,y∈Γ
ρ
2
1

∣

∣

∣

∂u(x)
∂ν

− ∂u(y)
∂ν

∣

∣

∣

|x− y|α =

= sup

x∈Γ
ρ
2
1

|Lu(x)| + L
(ρ

2

)α

sup

x,y∈Γ
ρ
2
1

|u(x) − u(y)|
|x− y|α .
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Hence we have
∥

∥

∥

∥

∂u

∂ν

∥

∥

∥

∥

C0,α(Γ
ρ
2
1 )

6 L sup

x∈Γ
ρ
2
1

|u(x)| + L
(ρ

2

)α

sup

x,y∈Γ
ρ
2
1

|u(x) − u(y)|
|x− y|α 6

6 L‖u‖C0,α(Γ1) 6 CE . (3.56)

So inserting this estimate in (3.55) we obtain the thesis. �

Lemma 3.3. The mapping

St : [0, 1] → H1(Ω) (3.57)

t 7→ ut (3.58)

is differentiable and its derivative u′t is Lipschitz continuous with respect to t. Moreover,

there exists a constant C > 0, depending on the a priori data only, such that

‖u′t‖H1(Ω) 6 C|L1 − L0|, ∀ t ∈ [0, 1] , (3.59)

‖u′′t ‖H1(Ω) 6 C|L1 − L0|2, ∀ t ∈ [0, 1] . (3.60)

Proof. First we show that the map St is well defined. Indeed, we observe that since
Lt > 0, the well-posedness of the problem (3.2) follows as consequence of the Lax-Milgram
theorem.
We show that the mapping St is Lipschitz continuous.
Let us pick t1, t2 ∈ [0, 1], by the weak formulation of the problem (3.2) we have that

∫

Ω

|∇(ut1 − ut2)|2 = −
∫

Γ1

[L0 + t1(L1 − L0)]ut1(ut1 − ut2) (3.61)

+

∫

Γ1

[L0 + t2(L1 − L0)]ut2(ut1 − ut2) . (3.62)

Hence,

∫

Ω

|∇(ut1 − ut2)|2 =

∫

Γ1

(t2 − t1)(L1 − L0)ut1(ut1 − ut2) (3.63)

+

∫

Γ1

−[L0 + t2(L1 − L0)](ut1 − ut2)
2 . (3.64)

Observing that the second integral on the right hand side is negative, we obtain that

∫

Ω

|∇(ut1 − ut2)|2 6

∫

Γ1

|t2 − t1||L1 − L0||ut1 ||ut1 − ut2 | . (3.65)
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16 E. Sincich

Let ε > 0, then by the Schwartz inequality and well-known trace inequality (see for instance
[1]) we have that

∫

Ω

|∇(ut1 − ut2)|2 6
1

ε

∫

Γ1

|t2 − t1|2|L1 − L0|2|ut1 |2 + Cε

∫

Ω

|∇(ut1 − ut2)|2 ,

where C > 0 is a constant depending on the a priori data only. Hence choosing ε = 1
2C

we
obtain that

∫

Ω

|∇(ut1 − ut2)|2 6 C

∫

Γ1

|t2 − t1|2|L1 − L0|2|ut1 |2 , (3.66)

where C > 0 is a constant depending on the a priori data only. Hence by (3.10)
∫

Ω

|∇(ut1 − ut2)|2 6 C

∫

Γ1

|t2 − t1|2|L1 − L0|2, (3.67)

where C > 0 is a constant depending on the a priori data only. By (3.67) we deduce that
the map St is Lipschitz continuous and therefore, for almost every t, the derivative u′

t exists
and satisfies



























∆u′t = 0 , in Ω ,
∂u′t
∂ν

= 0 , on Γ2 ,

∂u′t
∂ν

+ Ltu
′
t = −(L1 − L0)ut , on Γ1 ,

u′t = 0 , on ΓD .

(3.68)

Moreover by (3.67), (3.59) follows for almost every t.
By analogous arguments we can prove that u′t is Lipschitz continuous. Therefore, (3.59)
holds for every t and, for almost every t, the second derivative u′′

t satisfies


























∆u′′t = 0 , in Ω ,
∂u′′t
∂ν

= 0 , on Γ2 ,

∂u′′t
∂ν

+ Ltu
′′
t = −2(L1 − L0)u

′
t , on Γ1 ,

u′′t = 0 , on ΓD .

(3.69)

We have that (3.60) follows for almost every t ∈ [0, 1] dealing with similar argument to
those used to prove (3.59). Moreover, arguing as before, we observe that the map t→ u′′

t is
Lipschitz continuous and we can conclude that (3.60) holds for every t ∈ [0, 1]. �

Theorem 3.4. There exists a constant C > 0, depending on the a priori data only, such

that

‖u′t‖L2(Γ2) 6 C|L1 − L0|, ∀ t ∈ [0, 1] , (3.70)

‖u′′t ‖L2(Γ2) 6 C|L1 − L0|2, ∀ t ∈ [0, 1] . (3.71)
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Proof. By a standard trace inequality (see for instance [1]) and by the previous Lemma,
we deduce that

‖u′t‖L2(Γ2) 6 C|L1 − L0|, ∀ t ∈ [0, 1] , (3.72)

‖u′′t ‖L2(Γ2) 6 C|L1 − L0|2, ∀ t ∈ [0, 1] . (3.73)

�

By the Taylor formula we have that

u1 − u0 = u′0 +R on Γ2 (3.74)

where R =
∫ 1

0
(t− 1)u′′t dt satisfies

‖R‖L2(Γ2) 6 C|L0 − L1|2 . (3.75)

Lemma 3.5. There exists a constant K > 0 depending on the a priori data only such that

‖u0‖L∞(Γ1) > K . (3.76)

Proof. Dealing as in [7, Theorem 2.1] we obtain that

‖u0‖L∞(Γ1) > η(‖g‖L∞(Γ2,2r0 )) > 0 (3.77)

where η is the function defined in the formula (2.15) in [7]. Hence the thesis follows. �

Lemma 3.6. Let u′0 be the solution to (3.68) with t = 0, then for any ρ ∈ (0, r0) u
′
0 ∈

C1,α(U1
ρ ) and there exists a constant Cρ > 0, depending on the a priori data and on ρ only,

such that the following estimate holds

‖u′0‖C1,α(U1
ρ ) 6 Cρ , (3.78)

where ρ ∈ (0, r0) and 0 < α < 1 is a constant depending on r0,M, n only.

Proof. First we shall prove an upper bound for the energy of u′0. Indeed, by the weak
formulation of (3.68) we have that

∫

Ω

|∇u′0|2 +

∫

Γ1

L0|u′0|2 =

∫

Γ1

(L0 − L1)u0u
′
0 . (3.79)

Let ε > 0, applying the Scwhartz inequality the right hand side we have

∫

Ω

|∇u′0|2 +

∫

Γ1

L0|u′0|2 6 ε

∫

Γ1

|u′0|2 +
1

ε

∫

Γ1

|L0 − L1|u2
0 . (3.80)
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18 E. Sincich

Moreover, observing that the second term on the left hand side is positive we have that
∫

Ω

|∇u′0|2 6 ε

∫

Γ1

|u′0|2 +
2

ε
ΛE. (3.81)

Choosing ε > 0 sufficiently small and by a trace inequality we have that, there exists a
constant C > 0 depending on the a priori data only, such that

∫

Ω

|∇u′0|2 6 C. (3.82)

By Theorem 3.2 we know that u0 ∈ C0,α(Γ1). Hence by well-known regularity results for
the Neumann problem and using the same tecniques used in Theorem (3.2) as well as in [24,
Chap. 3] we deduce the thesis. �

Proposition 3.7. There exists a constant C > 0 depending on the a priori data only, such

that

‖u′0‖L2(Γ2) > c|L0 − L1| . (3.83)

Proof. Let us define the function

ũ0 =
u′0

L0 − L1
(3.84)

where u′0 is the solution to the problem (3.69) with t = 0.
It follows that ũ0 is the solution to the following problem



























∆ũ0 = 0 , in Ω ,
∂ũ0

∂ν
= 0 , on Γ2 ,

∂ũ0

∂ν
+ L0ũ0 = u0 , on Γ1 ,

ũ0 = 0 , on ΓD .

(3.85)

Elaborating a classical estimate of unique continuation from the boundary [25], see also
[24][Chap.2] we have that

‖ũ0‖L2(Bρ(P0)∩U2
2r0

) 6 c
(

‖ũ0‖L2(Γ2) + ‖∇ũ0‖H1(Ω)

)1−δ ‖ũ0‖δ
L2(Γ2)

, (3.86)

where ρ ∈
(

M

4
√

1+M2r0
, 3M

4
√

1+M2r0

)

, P0 = P1 + M

4
√

1+M2r0
ν, ν is outer unit normal to Ω at P1

and c > 0, 0 < δ < 1 are constants depending on the a priori data and on ρ only. By (3.59)
we have that

‖ũ0‖H1(Ω) 6 C . (3.87)

INRIA



Lipschitz stability for the inverse Robin problem 19

Hence we have that

‖ũ0‖L2(Bρ(P0)∩U2
2r0

) 6 c
(

‖ũ0‖L2(Γ2) + C
)1−δ ‖ũ0‖δ

L2(Γ2) (3.88)

where C > 0 is the constant introduced in (3.59).
By the Lipschitz regularity of the boundary we have that if Q is a point of ∂Ω, then there
exists a rigid transformation of coordinates under which we have Q = 0. We consider the
finite cone

C =

{

x : |x| < r0,
x · ξ
|x| > cos θ

}

with axis in the direction ξ and width 2θ, where θ = arctan 1
M

, we have that C ⊂ Ω. Let us
consider now a point Q ∈ Γ2,r0 and let Q0 be a point lying on the axis ξ of the cone with
vertex in Q = 0 such that d0 = dist(Q0, 0) < r0

2 . Following Lieberman [22], we introduce

a regularized distance d̃ from the boundary of Ω. We have that there exists d̃ such that
d̃ ∈ C2(Ω) ∩ C0,1(Ω̄), satisfying the following properties

• γ0 6
dist(x, ∂Ω)

d̃(x)
6 γ1,

• |∇d̃(x)| > c1, for every x such that dist(x, ∂Ω) 6 br0,

• ‖d̃‖C1,α 6 c2r0,

where γ0, γ1, c1, c2, b are positive constants depending on M,α only, (see also [3, Lemma
5.2]).
Let us define for every ρ > 0

Ω̃ρ = {x ∈ Ω : d̃(x) > ρ} .

We have that, there exists a, 0 < a 6 1, only depending on M,α such that for every ρ,
0 < ρ 6 ar0, Ω̃ρ is connected with boundary of class C1 and

c̃1ρ 6 dist(x, ∂Ω) 6 c̃2ρ for every x ∈ ∂Ω̃ρ ∩ Ω (3.89)

where c̃1, c̃2 are positive constants depending on M,α only. By (3.89) it follows that

Ωc̃2ρ ⊂ Ω̃ρ ⊂ Ωc̃1ρ .

We define the point P = P0− 1
4
√

1+M2
r0 ·ν and ρ0 = min{ 1

32M
√

1+M2
r0,

r0

4 sin θ}. Moreover,

let γ be a path in Ω̃ ρ0
c̃1

joining P to Q0 and let us define {yi}, i = 0, . . . , s as follows y0 = Q0,

yi+1 = γ(ti), where ti = max{t s.t. |γ(t) − yi| = 2ρ0} if |P − yi| > 2ρ0 otherwise let i = s

and stop the process.
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Now, we will use the three spheres inequality for harmonic functions (see for instance [21]
or [6, Appendix E]) that is

∫

B3ρ0 (y0)

ũ0
2

6

(

∫

Bρ0 (y0)

ũ0
2

)τ

·
(

∫

B4ρ0 (y0)

ũ0
2

)1−τ

where 0 < τ < 1 is an absolute constant. Now since Bρ0(y0) ⊂ B3ρ0(y1) and since by (3.87)
‖ũ0‖H1(Ω) 6 C, then we have

∫

Bρ0 (y0)

ũ0
2

6

(

∫

B3ρ0 (y1)

ũ0
2

)τ

· C1−τ .

An iterated application of the three spheres inequality leads to

∫

Bρ0 (y0)

ũ0
2 6

(

∫

Bρ0 (ys)

ũ0
2

)τs

· C1−τs

.

Finally, since we have Bρ0(ys) ⊂ B 3M

4
√

1+M2
r0

(P0) ∩ U2
2r0

, then by the Proposition (3.88) it

follows
∫

Bρ0 (y0)

ũ0
2

6 C
{

(ε+ C)1−δ · (‖ũ0‖L2(Γ2))
δ
}τs

.

We shall construct a chain of balls Bρk
(Qk) centered on the axis of the cone, pairwise tangent

to each other and all contained in the cone

C′ =

{

x : |x| < r0,
x · ξ
|x| > cos θ′

}

where θ′ = arcsin
(

ρ0

d0

)

. Let Bρ0(Q0) be the first of them, the following are defined by
induction in such a way

Qk+1 = Qk − (1 + µ)ρkξ ,

ρk+1 = µρk ,

dk+1 = µdk ,

with

µ =
1 − sin θ′

1 + sin θ′
.

Hence, with this choice, we have ρk = µkρ0 and Bρk+1
(Qk+1) ⊂ B3ρk

(Qk).
Let us now consider the following estimate obtained by a repeated application of the three
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spheres inequality

‖ũ0‖L2(Bρk
(Qk)) 6 ‖ũ0‖L2(B3ρk−1

(Qk−1)) 6

6 ‖ũ0‖τ
L2(Bρk−1

(Qk−1))‖ũ0‖1−τ
L2(B4ρl−1

(Qk−1))

6 C‖ũ0‖τk

L2(Bρ0 (Q0)) 6

6 C
{

[

(‖ũ0‖L2(Γ2) + C)1−δ · (‖ũ0‖L2(Γ2))
δ
]τs}τk

. (3.90)

For every r, 0 < r < d0, let k(r) be the smallest positive integer such that dk 6 r, then since
dk = µkd0, it follows

| log( r
d0

)|
logµ

6 k(r) 6
| log( r

d0
)|

logµ
+ 1 (3.91)

and by (3.90), we have

‖ũ0‖L2(Bρk(r)(Qk(r))) 6 C
{

[

(‖ũ0‖L2(Γ2) + C)1−δ · (‖ũ0‖L2(Γ2))
δ
]τs}τk(r)

. (3.92)

Let x̄ ∈ Γ1,2r0 , x ∈ B ρk(r)−1
2

(Qk(r)−1), since ũ0 ∈ C1,α(U1
2r0

) we have

∣

∣

∣

∣

∂ũ0(x̄)

∂ν

∣

∣

∣

∣

6

∣

∣

∣

∣

∂ũ0(x)

∂ν

∣

∣

∣

∣

+ C|x− x̄|α.

Hence by (3.85) we have that

|u0(x̄)| 6 |L0ũ0(x̄)| +
∣

∣

∣

∣

∂ũ0(x)

∂ν

∣

∣

∣

∣

+ C|x− x̄|α. (3.93)

Moreover, by the Hölder continuity of ũ0 we have that

|u0(x̄)| 6 |L0ũ0(x)| +
∣

∣

∣

∣

∂ũ0(x)

∂ν

∣

∣

∣

∣

+ C(1 + L0)|x− x̄|α. (3.94)

Hence we have

|u0(x̄)| 6 |L0ũ0(x)| +
∣

∣

∣

∣

∂ũ0(x)

∂ν

∣

∣

∣

∣

+ C

(

2r

µ

)α

, (3.95)

where C > 0 is a constant depending on the a priori data only.
Moreover, by the estimate (3.76) we have that

K 6 |L0ũ0(x)| +
∣

∣

∣

∣

∂ũ0(x)

∂ν

∣

∣

∣

∣

+ C

(

2r

µ

)α

. (3.96)
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Integrating over B ρk(r)−1
2

(Qk(r)−1), we deduce that

K2 6
2L0

ωn(ρk−1

2 )
n

∫

B ρk(r)−1
2

(

Qk(r)−1

)

∣

∣ũ0(x)
∣

∣

2
dx+ (3.97)

+
2

ωn(
ρk−1

2 )
n

∫

B ρk(r)−1
2

(

Qk(r)−1

)

∣

∣

∣

∣

∂ũ0(x)

∂ν

∣

∣

∣

∣

2

dx+ 2C2

(

4r2

µ2

)α

6

6
2L0

ωn(ρk−1

2 )
n

∫

B ρk(r)−1
2

(

Qk(r)−1

)

∣

∣ũ0(x)
∣

∣

2
dx+ (3.98)

+
2

ωn(
ρk−1

2 )
n

∫

B ρk(r)−1
2

(

Qk(r)−1

)
|∇ũ0(x)|2dx+ 2C2

(

4r2

µ2

)α

.

Applying the Caccioppoli inequality, we have

∣

∣

∣

∣

∂u(x̄)

∂ν

∣

∣

∣

∣

2

6
C

(

ρk−1

)n+2

∫

Bρk(r)−1
(Qk(r)−1)

|ũ0(x)|2dx+ Cr2α

and since k is the smallest integer such that dk 6 r, then dk−1 > r, it follows

K2 6
C

(

r sin θ′
)n+2

∫

Bρk(r)−1
(Qk(r)−1)

|ũ0(x)|2dx+ Cr2α .

From (3.92), we deduce

K2 6
C

rn+2

{

[

(‖ũ0‖L2(Γ2) + C)1−δ · (‖ũ0‖L2(Γ2))
δ
]τs}τk(r)−1

+ Cr2α .

Let us define
σ(‖ũ0‖L2(Γ2)) =

[

(‖ũ0‖L2(Γ2) + C)1−δ · (‖ũ0‖L2(Γ2))
δ
]τs

,

thus the previous inequality becomes

K2 6
C

rn+2

{

σ(‖ũ0‖L2(Γ2))
}τk(r)−1

+ Cr2α .

Now, using (3.91), we have

τk(r)−1
>

(

r

d0

)ν

where ν = − log
(

1
µ

)

log τ . We have

K 6 C

{

r−
n+2
2

[

σ(‖ũ0‖L2(Γ2))
]

rν

2

+ rα

}

.
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Now minimizing the function on the right hand side, with respect to r, with r ∈ (0, r0

4 ), we
deduce

K 6 C

(

log
1

σ(‖ũ0‖L2(Γ2))

)− 2α
ν+2

.

Hence, solving for ‖ũ0‖L2(Γ2), we can compute

‖ũ0‖L2(Γ2) > C exp
{

−K−ν+2
2α

}

.

By the definition of ũ0 we obtain the thesis. �

Lemma 3.8. There exists a continuous, increasing function ω : [0,+∞) → [0,+∞), with

ω(0) = 0, such that

|L0 − L1| 6 ω(‖u0 − u1‖L2(Γ2)) . (3.99)

Proof. For the proof we refer to [7, Theorem 2.2], see also [24]. �

Proof. Theorem 2.1. If |L0 − L1| 6 c
2 where c > 0 is the constant in (3.83), then from

(3.74)-(3.83), we deduce

‖u1 − u0‖L2(Γ2) > |L1 − L0|(c− C|L0 − L1|) >
c

2
|L0 − L1| (3.100)

Then (2.8) follows.
On the other hand if |L0 − L1| 6 c

2 , we have that by

|L1 − L0| 6
2Λ

ω−1( c
2C

)
‖u0 − u1‖L2(Γ2) , (3.101)

thus (2.8) follows as well. �
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