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Inductive types in the Calculus of Algebraic Constructions

Frédéric Blanqui
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615 rue du Jardin Botanique, BP 101, 54602 Villers-lés-Nafcance
http://www.loria.fr/"blanqui/ - blanqui@loria.fr

Abstract. In a previous work, we proved that an important part of thec@lak of Inductive Con-
structions (CIC), the basis of the Coq proof assistant, eageen as a Calculus of Algebraic Con-
structions (CAC), an extension of the Calculus of Constomst with functions and predicates de-
fined by higher-order rewrite rules. In this paper, we prdw almost all CIC can be seen as a
CAC, and that it can be further extended with non-strictlgifee types and inductive-recursive
types together with non-free constructors and patterreiirag on defined symbols.

1. Introduction

There has been different proposals for defining inductiyeedyand functions in typed systems. In
Girard’s polymorphich-calculus or in the Calculus of Constructions (CC) [10]ad&pes and functions
can be formalized by using impredicative encodings, diffitmuse in practice, and computations are
done byg-reduction only. In Martin-Lof’s type theory or in the Calas of Inductive Constructions
(CIC) [11], inductive types and their induction principlase first-class objects, functions can be defined
by induction and computations are done:lgduction, the rules for cut-elimination in inductive pfs.

For instance, for the typeat of natural numbers, the recurdorec : (P : nat = *)(u : PO)(v : (n :
nat) Pn = P(sn))(n : nat)Pn is defined by the following-rules:

recPuv0 —, u

recPuv(sn) —, vn(recPuvn)

Finally, in the algebraic setting [12], functions are defifey using rewrite rules and computations
are done by applying these rules. Since b@tteduction and-reduction are particular cases of higher-
order rewriting [18], proposals soon appeared for intéggadll these approaches. Starting with [16, 2],

LAll over the paper, by “inductive types”, we also mean indedy defined predicates or families of types.
2(x : T) P is a usual type-theoretic notation for the dependent priosiugniversal quantification “for alt: of type T, P”.
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this objective culminated with [4, 5, 6] in which an importgaart of CIC (described in [5]) can be seen as
a Calculus of Algebraic Constructions (CAC), an extensib@@ with functions and predicates defined
by higher-order rewrite rules. In this paper, we go one steghér in this direction, capture almost all
CIC and extend it with non-strictly positive inductive typand inductive recursive types [13].

Let us see two examples of recursors that are allowed in Ci@diun CAC [26]. The first example
is a third-order definition of finite sets of natural numbeep(esented as predicates oxet):

fin : (nat = x) = %
empty : fin([y : nat]L)
add : (x : nat)(p : nat = *)finp = fin([y : natly =z V (py))
rec:(Q : (nat = x) = x)Q([y : nat] L)
= ((z : nat)(p : nat = *)finp = Qp = Q(ly : natly =z v (py)))
= (p:nat = *x)finp = Qp

where L is the false proposition and theeakrecursorrec, i.e. the recursor for defining objects, is
defined by the rules:

recQuuvp empty — u

recQuup (addxph) — vaph(recQuuvph)

The problem comes from the fact that, in the output typedf, fin([y : natly = z V (p y)), the
predicatep is not parameter ofin. This is why the correspondingtrong recursor,i.e. the recursor
for defining types or predicates, is not allowed in C}Ccpuld be “bigger” tharyin) [9]. This can be
generalized to any big/impredicative dependent type, ithab any type having a constructor with a
predicate argument which is not a parameter. Formallyciniglition, called16) in [6], safenes [29]
andx-dependency for constructons [31], can be stated as follows:

Definition 1.1. (16)
If C: (Z: V)xisatype and: : (¥ : T)Cv is a constructor of” then, for all predicate variable
occurring in somd’;, there is some argument, = .

The second example is John Major’s equality which is intertdeequal terms of different types [20]:

JMeq : (A:x)A = (B:%)B = x
refl : (C : %)(x : C)(JMeq C z C x)
(A:x)(z: A)(P:(B:%)B=x)(PAx)
= (B:x)(y: B)(JMeq Az By) = (P By)

rec

whererec is defined by the rule:

recCx PhCux(refiCx) — h
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Here, the problem comes from the fact that, in the output bfpefi, the argument foB is equal to the
argument forA. This can be generalized to any polymorphic type having &tcoctor with two equal
type parameters. From a rewriting point of view, this is likeving pattern-matching or non-linearities on
predicate arguments, which is known to create inconsigenn some cases [15]. A similar restriction
calledx-dependency for function symbalso appears in [31].

Definition 1.2. (Safeness)
Arule fl — rwith f: (Z: T)U is safeif:

— for all predicate argument;, I; is a variable,
— if 2; andx; are two distinct predicate arguments, tiigg [;.

An inductive type issafeif the corresponding-rules are safe.

By using what is called in Matthes’ terminology [19] atimination-basednterpretation instead of
the introduction-basednterpretation that we used in [6], we prove that weak remgrsor types like
fin or JMeq can be accepted, hence that CAC subsumes CIC almost colnplégie only condition we
could not get rid of is the safeness condition for predidewel rewrite rules. So, we do not accept strong
elimination onJMeq (strong elimination forfin is allowed neither in CIC nor in CAC [9]). On the other
hand, we prove that CAC and CIC can be easily extended to tniatlyspositive types (Section 8) and
to inductive-recursive types (Section 9) [13].

2. The Calculus of Inductive Constructions (CIC)

We assume the reader familiar with typedaalculi [3]. In this section, we present CIC as defined in[32
In order to type the strong elimination schema in a polymarplay, which is not possible in CC, Werner
uses a slightly more general Pure Type System (PTS) [3]. G@i®TS with the sort§ = {x, O}, the
axiomsA = {(x,0)} and the rule$8 = {(s1, s2,53) € S* | s3 = s3}. Werner extends it by adding the
sortA, the axiom(O, A) and the rulegx, A, A) and(O0, A, A). In fact, he denotes by Set O by Type
and A by Extern The sortx denotes the universe of types and propositions, and thélsdenotes the
universe of predicate types (also callédds. For instance, the typeat of natural numbers is of type
*, % itself is of typed andnat = *, the type of predicates oveit, is of typed. Then, Werner adds
terms for representing inductive types, their constrigcéord the definitions by recursion on these types:

e Inductive types. An inductive type is denoted by = Ind(X : A){C‘} where( is an ordered se-
quence of terms for the types of the constructor$.dfor instanceNat = Ind(X : x){X, X = X}
represents the type of natural numbers (in fact, any typmasphic to the type of natural numbers).

-, —

The termA must be of the forn{z : A)x and theC;’s of the form(z': B) X with no X in m. Fur-
thermore, the inductive types must be strictly positive CI€, this means that, if’; = (Z : E)Xrﬁ
then, for allj, either X does not occur itB;, or B; is of the form(y/ : ﬁ)chandX occurs neither in
D noring.

e Constructors. Thei-th constructor of an inductive typkis denoted byConstr(i, I). For instance,
Constr(1, Nat) represents zero adonstr(2, Nat) represents the successor function.

¢ Definitions by recursion. A definition by recursion on an inductive tyges denoted byFlim(1,Q, a,
c¢) whereQ is the type of the resulf; the arguments of andc a term of typela. The strong elimina-
tion (i.e. when(Q is a predicate type) is restricted $mallinductive types, that is, to the types whose
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constructors have no other predicate arguments than ttsetioaietheir type have. Formally, an induc-
tive typel = Ind(X : A){C} is smallif all the types of its constructors are small, and a consruc
typeC = (2: E)Xm is smallif z’ are object variables (this means that the predicate argismeust
be part of the environment in which they are typed; they cabagart ofC).

For defining the reduction relation associated withm, called :-reductionand denoted by-,,
and the typing rules of these inductive constructions (dgar€ 1), it is necessary to introduce a few
definitions. LetC' be a constructor type. We defide{7, X, C, Q, ¢} as follows:

- A{[, X, Xm,Q,c} = Qmc

- A{l,X,(z:B)D,Q,c} =(z: B)A{I,X,D,Q,cz} if X does not occur irB

- ML X, (2:B)D,Q,c} = (z: B{X—=1I})((7: D)Q7(29)) = A{I, X, D, Q, cz}
if B=(y:D)X{q

Then, the-reductionis defined by the rule:

Elim(I,Q, &, Constr(i, IN2){f} —, All, X,Cy, f;, FunElim(I,Q, f)|Z
wherel = Ind(X : A){C}, FunElim(I,Q, f) =
f, F]is defined as follows:

- A[LX,Xm, f,F]=f

- A[I,X,(z:B)D, f,F]=[z: BJA[l,X, D, fz, F] if X does not occur itB

~ A[LX,(z: B)D, f,F| = [z : B{X—~I}A[ X, D, f2[5 : D{(F§(=9)), F] if B = (j: D)Xq
Finally, in the type conversion rule (Conv), in additiondereduction and-reduction, Werner con-

sidersp-reduction: [z : Tluz —, wu if « does not occur in.. The relation<7,  is the reflexive,

symmetric and transitive closure ef,,. Note that, since- g, is not confluent on badly typed terms
[23], considering;-reduction creates important difficulties.

7 : Ally : IZ|Elim(I1,Q,7,y){f} andA[I, X, C,

3. The Calculus of Algebraic Constructions (CAC)

We assume the reader familiar with rewriting [12]. The Chlswof Algebraic Constructions (CAC) [6]
simply extends CC with a séf of symbolsand a sefR of rewrite rules(see Definition 3.3).

Definition 3.1. (Terms)
The set7 of CAC terms is inductively defined as follows:

ttueT o=s|x|f|lx:tlu|tu](z:t)u

wheres € S = {x,0} isasort, z € X is avariable, f € F is asymbo] [x : tJu is anabstraction tu

is anapplication and(z : t)u is adependent productvrittent = w if 2 does not freely occur in. As
usual, terms are considered updtaconversionj.e. up to sort-preserving renaming of bound variables.
A termt is of the forma termu if ¢ is a-convertible touc for some substitutiom.

We denote byV () the set of variables that freely occurtirby Pos(t) the set of Dewey’s positions
in t (words on strictly positive integers), by, the subterm ot at positionp, by Pos(z,t) the set of
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Figure 1. Typing rules for inductive constructions in CIC

A=(@: A THA:O Vi,[,X:AFCj:x
I = Ind(X : A){C} is strictly positive
'EI:A

(Ind)

I=Ind(X:A){C}y THI:T

(Constr) 'k Constr(i,I) : Ci{ X — I}

-,

A=(@: Dx IT=IndX:A{C} THQ:(T: A)IT=«
T, = A{I,X,C;,Q,Constr(i,I)}
Vi, I'ta;: Ai{d—a} Tke:ld Yi,I'F fi:T;

(x-Elim) =
' Elim(I,Q,d,c){f} : Qdc

A=(Z:A)« I=1Ind(X:A){C}issmall T+Q: (F:A)Ii=0O
Ti = A{I, X, C;,Q, Constr(i, I)}
Vi, I'ta;j: Aj{d—a} T'kc:ld Yi,I'F fi:T;

(C-Elim) -
'k Elim(I,Q,d,c){f} : Qdc
c TH¢t: T T<—>EmT’ '—T':s
on
(Conv) TFt:T

positionsp € Pos(t) such that|, is a free occurrence afin ¢, and bydom(#) = {x € X' | 26 # =} the
domainof a substitutior. Let# denote a sequence of terms . . t,, of length|t] = n > 0.

Everyz € X U F is equipped with a soi,.. We denote byt'* (resp.F?) the set of variables (resp.
symbols) of sork. LetFV?(t) = FV(¢t) N X* anddom®(#) = dom(#) N X*. A variable or a symbol of
sortx (resp.0) is anobject(resp. goredicatg.

Although terms and types are mixed in Definition 3.1, we catirjuish the following three disjoint
sub-classes whetec 7 denotes any term:

— objectsoc O u=axcc X* | fe F ||z :tlo]|ot
— predicatesP € P =z € X7 | f € F° | [z : t]P| Pt]| (z : t)P
— predicate types or kind¥ € K ::= x| (z : t) K

Definition 3.2. (Precedence)

We assume given a total quasi-orderingon symbols whose strict part=> \ < is well-founded, and
let~ = > N < be its associated equivalence relation. A symbid smaller(resp.strictly smalle) than
a symbolg iff f < g (resp.f < g). A symbol f is equivalento a symboly iff f ~ g.
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Figure 2. Typing rules of CAC

(ax) Fx:O
- Tf : Sf
b s I
(symb) Ff: Tf
I'ET:s,
(van) T2 Tra:T (z ¢ dom(I))

cak I'kt:T THU:s,; d r
(weak) To:UFt:T (z ¢ dom(I"))

'cU:s Ta:UFV:s§

(prod) 'F(z:0)V:¢
Fz:UkFov:V TE(@:U)V:s
(abs) PFz:U:(z:U)V
a F'Ft:(x:U)V TkFu:U
(@pp) I'ttu: V{r— u}
FEt:T THT :s
(conv) (T lpr T")

F'Et:T

Definition 3.3. (Rewrite rule)

The terms only built from variables and applications of thenf f# are calledalgebraic A rewrite rule
is a pairl — r such that:

— [ is algebraic,

— [is not a variable,

- FV(r) CFV(),

— every symbol occurring in is smaller thary.

The rewrite relation—5 induced byR is the smallest relation containirig and stable by context and
substitution:t —x t' iff there existp € Pos(t), ! — r € R ando such that = t[lo], andt’ = t[ro],. A
symbol f with no rule ff — r € R is constant otherwise it is (partiallydefined LetCF* (resp.DF?)
be the set of constant (resp. defined) symbols ofsort

Definition 3.4. (Typing)
Every f € F is equipped with @aype7, such that:

— 7y is a closed term of the forri : T)U with U distinct from a product,
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— every symbol occurring iny is strictly smaller thary,
— for every rulefl — r € R, we havell| < |Z|.

A constructoris any symbolf whose type is of the fornty : U)C'¢ with C' € CF". LetCons be the set
of constructors. A typingnvironmenis a sequence of variable-type pairs. Giveof type (7 : f)U,
we denote byl'; the environment : 7.

The typing relation of CAC is the relation defined in Figure 2. Let, (resp. F;) be the typing
relation defined by the rules of Figure 2 with the side condiff < g (resp.f < g) in the (symb) rule.

In comparison with CC, we added the rule (symb) for typing kgla and, in the rule (conv), we
replaced| 5 by | sz, whereu | g v iff there exists a termw such thatu — 3 w andv —5, w, —jr
being the reflexive and transitive closure-ef;r=— 3 U —x. This means that types having a common
reduct are identified and share the same proofs: any ternpefitys also of typel” if T'and7” have a
common reduct. For instance, a prooff2 + 2) is also a proof of?(4) if R contains the rules:

r+0 — «x

r+(sy) — s(x+vy)

This decreases the size of proofs by an important factor,jrardases the automation as welll
over the paper, we assume that-=— gg is confluent This is the case if, for instanc®, is left-linear
and confluent [22], like-reduction is.

A substitutiond preserves typing fron to A, writtend : T' ~ A, if, for all z € dom(T"), A +
60 : xI'0, wherexI is the type associated toin I'. Type-preserving substitutions enjoy the following
important property: it" ¢ : T andf : T" ~ A thenA + ¢6 : T6 (Lemma 24 in [5]).

For ensuring theubject reductiomproperty (preservation of typing under reduction, see Tér@s 5
and 16 in [6]), rules must satisfy the following conditiose¢ Definition 3 in [6]):

Definition 3.5. (Well-typed rules)

Every rule fi — r is assumed to be equipped with an environniemind a substitutiom such that, if
T = (2 TYU and = {& — [}, the following conditions are satisfied:

—T'kFr:U~yp,

- VA, o, T,if A lo:Ttheno :T'~ Aando | po.

The first condition is decidable under the quite naturakieg&in that the typing of- does not need
the use offf—> r. The other conditions generally follow from the inversidrte judgmentA + lo : T,
and confluence for the conditian | po. Lemma 7 in [6] gives sufficient conditions for deciding that
o: T~ A,

The substitutiorp allows to eliminate non-linearities only due to typing. $makes rewriting more
efficient and the proof of confluence easier. For instanactimcatenation on polymorphic lists (type
list : x = % with constructorsnil : (A : *)listA andcons : (A:x)A = listA = listA) of type
(A :x)listA = listA = listA can be defined by:

app A (nil AU — I
app A (cons A’z 1)l — cons Az (app Axll)
app A (app A L1Y1" — app Al (app AU'1")
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withT = A:x,2: Al :listAl' : listAandp = { A’ — A}. Note that the third rule has no counterpart
in CIC. Althoughapp A (nil A’) is not typable il (sinceA’ ¢ dom(T")), it becomes typable if we apply
p. This does not matter since, if an instang® Ao (nil A’c) is typable then, after the typing ruled¢
is convertible tod’c. See [6] for detalils.

We now introduce some restrictions on predicate-levelitewules, that generalize usual restrictions
of strong elimination. Indeed, it is well known that strordgrénation on big inductive types may lead to
inconsistencies [9].

Definition 3.6. (Conditions on predicate-level rules)
— ForallF € F7, Fl — r € R andx € FV"(r), there is«, such that,,, = z.
— Predicate-level rules have critical pairs with no rule.

The first condition means that one cannot do matching on gatiarguments, hence that predicate
variables are like parameters.

The condition on critical pairs, which is satisfied by CICueors, allows us to define an interpre-
tation for defined predicate symbols easily (see Definitid).4However, we think that this condition
could be weakened. For instance, consiflernat = * = * = % and the rules:

FOAB — B
F(sn)AB — A= (FnAB)

(F'n A B) is the type of functions witlhh arguments of typed and output inB. So, it seems
reasonable to allow rules derived from inductive consegegmf these first two rules, like for instance:

F(x+y)AB — FxA(FyAB)

We now prove a simple lemma saying that, for proving a propéttfor every typing judgment
'+t : T, one may proceed by well-founded induction on the symbatgutence and prove th&holds
for every typing judgment” -, ¢ : 7" when it holds for every typing judgmeit -, ¢ : T such that
f<g.

Lemma 3.1. We have (1Y + ¢ : T' and every symbol occurring in, ¢, 7" smaller (resp. strictly smaller)
thang if and only if ()T =, ¢ : T (resp.T' -5 ¢ : T).

Proof:

(1) = (2). One can easily prove by induction on ¢ : T that, (*) if ' - ¢ : T and every symbol
occurring inT" andt is smaller thary, then there exist§” such thatl” —* 7" andI’ -, ¢t : T" (see
Lemma 54 in [5]). In the (symb) case, it uses the assumptianetery symbol occurring iny is strictly
smaller thanf (Definition 3.4). In the (conv) case, it uses confluence ardagsumption that, for every
rule ff—> r, the symbols occurring in are smaller tharf (Definition 3.3). So, assume that- ¢ : T
and every symbol occurring ifi, ¢, T is smaller thary. By (*), there existsI” such thatl’ —* 7" and
I' -4 ¢t : T". By type correctness (Lemma 28 in [5]), eitiBr= OorI" - T : s. If T = O then
T'=T =0andl' k4t : T. Now, if ' - T : s then, by (*) againI’ -, T' : s. Thus, by (conv),
[y t: T. The same holds with .

(2) = (1). Easy induction o' -, ¢ : T'. O



F. Blanqui/ Inductive types in the Calculus of Algebraic Gwuactions 9

Corollary 3.1. If =g : 7, thent-5 7, : 5.

Proof:
It follows from Lemma 3.1 and the assumption that, for fallevery symbol occurring im is strictly
smaller thanf (see Definition 3.4). O

4. Strong normalization

Typed A-calculi are generally proved strongly normalizing by gsifait and Girard’s technique @é-
ducibility candidateg14]. The idea of Tait, later extended by Girard to the polypiic A-calculus, is
to strengthen the induction hypothesis. Instead of prothag every term is strongly normalizable (set
SN), one associates to every type set[T] C SN, theinterpretationof 7', and proves that every term
t of type T is computablei.e. belongs td7"]. Hereafter, we follow the proof given in [6] which greatly
simplifies the one given in [5]. All the definitions and projpes of this section are taken from [6].

Definition 4.1. (Reducibility candidates)

We assume given a s&f C 7 of neutral termssatisfying the following property: if € A andu € 7
thentu is not head-reducible. We inductively define the complateckR; of the interpretations for the
terms of type, the ordering<; onR;, and the greatest element € R; as follows.

— Ry = {0}, <,=C andT, = 0 if t £ O andt is not of the form(z : T')x.

— R, is the set of all subset8 C 7 such that:
(R1) R C SN (strong normalization).
(R2) If t € Rthen—(t) ={t' € T |t — t'} C R (stability by reduction).
(R3) If t € N and—(t) C Rthent € R (neutral terms).
Furthermore<,=C and T, = SN.

— Rk 1S the set of function® from 7 x Ry; to Rk such thati(u, S) = R(v/, S) wheneven — o/,
R é(x:U)K R/ iff, for all (u, S) €T x Ry, R(u, S) <K R'(u, S), andT(JC:U)K(u, S) =Tgk.

The exact definition of\ is not necessary at this stage. Moreover, the choic¥ ofiay depend on
the way predicate symbols are interpreted. The set that Wehwiose is given in Definition 5.3.

Note thatR; = Ry whenevert — ¢’ (Lemma 34 in [6]). The proof thatR,, <;) is a complete
lattice is given in Lemma 35 in [6].

Definition 4.2. (Interpretation schema)

A candidate assignmerns a functioné from X to [ J{R: |t € 7}. An assignment validatesan
environmentl’, ¢ | T, if, for all z € dom(T"), z§ € R,r. An interpretationfor a symbolf is an
element ofR,,. An interpretationfor a setG of symbols is a function which, to every symhple G,
associates an interpretation fgr The interpretationof a term¢ w.r.t. a candidate assignmefit an
interpretation/ for F and a substitutiof, is defined by induction onas follows:

e [t]¢y = T:if tis an object or a sort,

* [[5'3]]£,9 = x¢,

[[f]]ée = [f,

[ U)WV]Ly={t €T |Vue [UlLy. VS € Ry, tu € [Vl .},
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o [z Ul (u, S) = [olLs g

o [tulfy = [t o (b, [ulf ),

where¢? = ¢ U {z — S} andd? = 6 U {z — u}. A substitutiond is I-adaptedto aT-assignment
¢ if dom(#) C dom(T") and, for allz € dom(#), 20 € [[xl“]]ég. A pair (£,6) is (T, I)-valid, written
&0 = T, if ¢ =T andf is I-adapted t€. A term¢ such thatl’ - ¢ : T is computableif, for all
(T, I)-valid pair (§,0), t6 € [[T]]ée. A sub-systent’ C I- is computableif every term typable in it is
computable.

Thanks to the property satisfied By, one can prove that the interpretation schema defines t&Huci
ity candidates: ifl’ - ¢ : T and{ = T, then Mée € Rt (see Lemma 38 in [6]). Note also that

[[t]]é@ = [[t]]gfﬁ, whenever¢ and ¢’ agree on the predicate variables freetirf and 6’ agree on the
variables free irt, andl andI’ agree on the symbols occurringtn

Now, the difficult point is to define an interpretatidnfor every predicate symbol and to prove
that every symbolf is computablej.e. f € [[Tf]]l. We definel by induction on the precedence, and
simultaneously for the symbols that are in the same equiealelass. We first give the interpretation for
defined predicate symbols.

Definition 4.3. (Interpretation of defined predicate symbos)
If every t; has a normal form and¢* = lo for some ruleFi — r € R, thenIp(t,S) = [[r]]ég with

z€ = S, . Otherwise I (£, S) = SN.

Sufficient conditions of well-definedness are given in [6néng other things, it assumes that, for
every ruleff—> r, every symbol occurring in is smaller tharf (see Definition 3.3).

In order for the interpretation to be compatible with theesion rule, we must make sure that
[[T]]ée = [[T’]]g’g wheneverl' — T". This property is easily verified if predicate-level rewritiles have
critical pairs with no rule, as required in Definition 3.6¢deemma 65 in [6]).

Now, following previous works on inductive types [21, 32jetinterpretation of a constant predicate
symbolC'is defined as the least fixpoint of a monotone functignon the complete lattic&® ... Fol-
lowing Matthes [19], there are essentially two possiblerdidins that we illustrate by the case wi.
Theintroduction-basedlefinition:

Onat(I) ={t e SN |t =" su=u e I}
and theelimination-basedlefinition:
onat(l) ={t € T |V(,0) (T, I)-valid, rec P0 uf vl t € [[Pn]]éez}

wherel' = P : nat = x,u : P0,v : (n : nat)Pn = P(sn). In both cases, the monotony of,,:

is ensured by the fact thatzt occurs onlypositivelyin the types of the arguments of its constructors, a
common condition for inductive types (for simple types, &g thatX occurs positively it = X and
negatively inX = Y). Indeed, Mendler proved that recursors for negative tygsesnot normalizing
[21]. Take for instance an inductive typgewith constructore : (C' = nat) = C. Assume now that we
havep : C = (C = nat) defined by the rule(cz) —% z. Then, by takingy = [z : C](px)x, we get
the infinite reduction sequencgcw) —3 p(cw)(cw) —r w(cw) — 43 ... We now extend the notion of
positive positions to the terms of CC (in Section 9, we give@argeneral definition for dealing with
inductive-recursive types):
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Definition 4.4. (Positive/negative positions)
The sets opositive positiondos™ (¢) andnegative position®os~ (¢) in a termt are inductively defined
as follows:

— Pos®(s) = Pos®(x) = Pos’(f) = {e | 6 = +},

— Pos’((x : U)V) = 1.Pos™°(U) U 2.Pos® (V),

— Pos’([x : Ulv) = 2.Pos® (v),

— Pos® (tu) = 1.Pos®(t),

wheree is the empty word, “.” the concatenatiof,c {—,+}, —+ = — and—— = + (usual rules of
signs). Moreover, iK is an ordering, we leKkt=< and<—=>.

In [6], we used the introduction-based approach since tloed us to have non-free constructors
and pattern-matching on defined symbols, which is forbidde@IC and does not seem possible with
the elimination-based approach. For instance, in CAC jbisible to formalize the typat of integers
by simply taking the symbol8 : int, s : int = int andp : int = int, together with the rules:

slpr) — =z

p(sxz) — x
It is also possible to have the following rule on natural nensb
rxX(y+z) — (xxy)+(zx2)

To this end, we considered as constructor not only the usoaktant) constructor symbols but any
symbolc whose output type is a constant predicate synib(@erhaps applied to some arguments). Then,
to preserve the monotony ¢f-, matching against is restricted to the arguments, calladcessiblein
the type of whichC' occurs only positively. We denote bycc(c) the set of accessible argumentscof
For instanceg is accessible isz sincenat occurs only positively in the type af. But, we also have:
andy accessible i + y sincenat occurs only positively in the types afandy. So,+ can be seen as
a constructor too, whose arguments are both accessible.

With this approach, we can safely take:

Onat(I) = {t € SN |Vf, t =* fu=Vj € Acc(f),u; € [[Uj]]g,e}

where f is any symbol of typgy : U’)nat andd = {y — 4}, whenever an appropriate assignment
¢ for the predicate variables @f; can be defined, which seems possible only if the conditioni§l6
satisfied (see Definition 1.1). Here, sineet has no parameter, this condition is satisfied onlyifhas

no predicate argument.

As a consequence, ffi is computable then, for ajl € Acc(f), tj is computable (see Lemma 53 in
[6]). This means that, when a rule applies, the matchingtgutien ¢ is computable. This property is
then used for proving the termination of higher-order réavwrules by using the notion of computability
closure of a rule left hand-side (see Definition 25 in [6]).eTdomputability closure is defined in such
a way that, ifr is in the computability closure off then, for all computable substitution, ro is
computable whenever the termsiinare computable (see Theorem 67 in [6]).

As for first-order rewrite ruleq,e. rules with algebraic right hand-sides and variables of-trder
data type only, it is well known since the pioneering work8afazu-Tannen and Gallier [7], and Okada



12 F. Blanqui/ Inductive types in the Calculus of Algebraic Gwuactions

[24], that their combination with non-dependent typedalculi preserves strong normalization. It comes
from the fact that first-order rewriting cannot create n&nedexes. This result can be extended to our
more general framework if the following two conditions asagisfied:

— Since we consider the combination of a set of first-orderitewiules and a set of higher-order rewrite
rules, and since strong normalization is not modular [3@]yaquire first-order rewrite rules to be non
duplicating (no variable occurs more times in a right haigé-¢han in a left hand-side) [28, 17].

— For proving that first-order rewrite rules preserve noyattong normalization but also computability,
we must make sure that, for first-order data types, comdittaisi equivalent to strong normalization.

In fact, we consider a slightly more general notion of fireley data type than usual: our first-order
data types can be dependent if the dependencies are fiesteaih types toa(g. lists of natural numbers
of fixed length).

Definition 4.5. (First-order data types)

Types equivalent t@' arefirst-order data typesif, for all D ~ C, D : (Z: 17)*, {Z} C X* and, for
alld: (z: T)Dv, {#} C X*, Acc(d) = {1,...,]Z|} and everyl; is of the formEw with E < C' a
first-order data type too.

5. Abstract recursors

From now on, we assume that the set of constant predicatecdytB" is divided in two disjoint sets:
the setCF;, ~ of predicate symbols interpreted by the introduction-dasethod of [6], and the set

intro

CF,.,, of predicate symbols interpreted by the elimination-basethod of the present paper.

We now introduce an abstract notion of recursor for dealiith the elimination-based method in a
general way.

Definition 5.1. (Pre-recursors)
A pre-recursorfor a symbolC : (z': V)xin CFY

elim

is any symbolf ¢ Cons such that:

—

— 7¢is of the form(Z: V) (2 : C2)W,
— every predicate symbol occurring i is smaller tharC,
— every rule defining is of the formfZ(ct)@ — r with ¢ constantz € X andFV (r) N {Z} = 0,

The form of a pre-recursor type may seem restrictive. Howesiece termination is not established
yet, we cannot consider the normal form of a type when tegtihghatches some given form. Moreover,
in an environment, every two variables whose types do natnpn each other can be permuted without
modifying the set of terms typable in this environment (seena 18 in [5]). So, our results also apply
on symbols whose type can be brought to this form by variopiGgiions of this lemma.

Definition 5.2. (Positivity conditions)
A pre-recursorf : (z: V)(z : CZ)W is arecursorif it satisfies the followingpositivity conditions!

— no defined predicate' ~ C occurs inW: Pos(F, W) = (),

SCalledprimitivein [6].
“In Section 9, we give weaker conditions for dealing with iciilee-recursive types.
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— every constant predicafe ~ C occurs only positively ifV: Pos(D, W) C Pos™ (W).

A recursorf of sortsy = « (resp. 0) is weak(resp. strong. We assume that every tygé € CF..
has a non empty s@®ec(C) of recursors, and th&ec(C) N Rec(D) = O wheneverC' and D are two
distinct predicate symbols 6t .

We now define a seV of neutral termgqsee Definition 4.1) that is adapted to both the introduetion
based and the elimination-based approach.

Definition 5.3. (Neutral terms)
For the sef\ of neutral termgsee Definition 4.1), we choose the set of all terms not of e f

— abstractioniz : T]u,
— partial application;ft with f defined by some ruIﬂ—» r with |f| > |t],
— constructor;f with 7¢ = (7 : U)C7, [t] = |§], C € CFZ, andf constant whenevef € CF3, .

In comparison with Definition 31 in [6], we just added the riesibn, in the constructor case, thAt
is constant ifC’ € CF}, . This therefore changes nothinglife CF;,,....

We now define the interpretation of the equivalence classgfrebolC' € CF);, . Since we proceed
by induction on the precedence for defining the interpretatif predicate symbols, we can assume that
an interpretation for the symbols strictly smaller th@is already defined. The set of interpretations for
constant predicate symbols equivalenttpordered point-wise, is a complete lattice. We now define
the monotone functiop on this lattice whose fixpoint will be the interpretation fmnstant predicate
symbols equivalent t¢'.

Definition 5.4. (Interpretation of constant predicate symtls from CF). )
If every t; has a normal fornt? then L (¢, S) is the set of terms such that, for allf € Rec(C) of
type (2 : V)(z : CZ)(§ : U)V with V not a product, and for afj¢ and 0, if ¢5,6% |=; 7 : U then
fttge € [V]!, . Otherwiseypk (f,S) = SN.

This interpretation is well defined since, by Definition 5eliery predicate symbol occurring in
(y: U)V is smaller tharC'. Furthermore, one can easily check tl@él is stable by reduction: if — #’
thenpl (7, 5) = oL (7, S). We now prove thapl, (%, S) is a reducibility candidate.

—,

Lemma5.1. R = L (t,S) is a reducibility candidate.
Proof:

(R1) Lett € R. We must prove that € SN. SinceRec(C) # (), there is at least one recurspr Take
yif = y; andy;E = Ty, We clearly haves, 0Lt |=; i : U. Therefore,fi*tj e S = [V]. . .

S €202
Now, sinceS satisfies (R1)ft*ty € SN andt € SN.
(R2) Lett € Randt' € —(t). We must prove that € R, hence thafi*t'j0 € S = [[V]]éieig' This

follows from the fact thaift“t;j6 € S (sincet € R) andS satisfies (R2).



14 F. Blanqui/ Inductive types in the Calculus of Algebraic Gwuactions

(R3) Lett be a neutral term such that(t) C R. We must prove that € R, hence that, = ft*tgf €
S = V], ot Sinceu is neutral andS satisfies (R3), it suffices to prove that(u) C S. Since

79 € SN by (R1), we proceed by induction aff with — as well-founded ordering. The only
difficult case could be when is head-reducible, but this is not possible singeneutral.
O

The fact thatp is monotone, hence has a least fixpoint, follows from thetjpitgi conditions.

Lemma5.2. Let ] <; I'iff I; < I} and, forallg # f, I, = I;. If I <; I, Pos(f,t) C Pos5(t),
I'F¢:Tand¢ =T then[t]f , <’ [i]{,

Proof:
By induction ont.

~[sl{ = Ts = sl

- [[CUM,(; =xf = [[x]]ée

- LetR = [gi]{, and R’ = [gt]{, o(t0, Sy with § = [{]L,. R' = I}, S") with §' = [£]L
SincePos(f,t) = 0, S=9. Now, if f = gthenR < R’ andé = + necessarily. Otherwis&} = R’.

—LetR = [(x : U)V]{yandR' = [(x : U)V]{y. R = {t € T |Vu € [Ul{,, VS € Ry,tu €
[[V]]gs gt B ={t € T|Vuc [[U]]gg,vs € Ry,tu € [[V]]é,s gut- SincePos®((z : U)V) =
1.Pos ™% (U) U 2.Pos®(V), Pos(f, U) C Pos™ 3(U) andPos(f, V) C Pos’(V). Therefore, by induc-
tion hypothesis[U]! , <=9 [U]L, and [V1Es gu <9 [[V]]g,sg So,R <% R'. Indeed, if6 = +,
t € Randu € [U]{, C [U]}, thentu € [[V]]gs o C [[V]]g/s g ANAE € R.If§=—,te R and
u € [[U]]w - [[U]]w thentu € [[V]]g/s o - [[V]]gs o andt € R.

— LetR = [[z: U]”]]w andR' = [[z : U ]]5,0. R and R’ have the same domaih x Ry and the same
codomainRy. R(u,S) = [[”]]ég,e; andR/(u,S) = [[”]]éf,eg' SincePos® ([z : Ulv) = 2.Pos’ (v),
Pos(f,v) C Pos’(v). Therefore, by induction hypothesiB(u, S) <° R'(u,S) andR <° R'.

— LetR = [tu]l, and R’ = [tu]ly. R = []L,(uf, S) with § = [u]l,. R = []I'y(ud, S") with

= [[u]]ge SincePos® (tu) = 1.Pos’(t), Pos(f,t) C Pos®(t) andPos(f,u) = (. Therefore,

S S’ and, by induction hypothesi§]! , <° [t],. So,R <° R’.
0

Lemma 5.3. ¢ is monotone.

Proof:

Let I < J. We must prove that, for all’, 7, S, oL (7, 5) C L(,S). If somet; has no normal form
thenpl (7, S) = ¢l (f,5) = SN'. Assume now that every has a normal fornt?. Lett € oL (7, 5),
f € Rec(C) with 7 = (% : V’)( C2)(7 : *)V J¢ and {9 such thattS 6% =, 7 : U. We must
prove thatft*tij0 € [V]’ 9,01t =, i : U means thagt € [U]”

§F z’zz 59?
£2.05% 7 zz
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Let W = (7 : U)V. By assumption, for evenD ~ C, Pos(D,W) C Post(W). Thus,

Pos(D, ) € Pos™(I) andPos(D, V) C Pos™ (V). Hence, by Lemma 5.25, 6% |=; 7 : U an
C [[V]]gS,eig' Thus, ft*tij0 € [[V]]gS,eig' O

o

6. Admissible recursors

Now, for getting termination afUR, we need to prove that every symbfols computablei.e. f € [7¢].
To this end, we give general conditions on recursors. Wesf@cuwhat is new and refer the reader to
[6] for the other cases. After Lemma 3.1, we know that we cacged by induction on the precedence
for proving the computability of well-typed terms. So, wheefining conditions on a symbgl, we
can always assume w.l.0.g. tha}‘ is computablej.e. terms with symbols strictly smaller thafare
computable (see Definition 4.2). In particular, every suhtef 74 is computable (see Corollary 3.1).

Definition 6.1. (Admissible recursors)
Let C' : (Z: V)« be a constant predicate symbol such tRat:(C') # (. We assume that every symbol
¢: (Z:T)Cvis equipped with a sekcc(c) C {1,...,|Z|} of accessible arguments constructorof
C'is any constant symbal: (z : T)CU.

The setRec(C) is complete w.r.t. accessibilitf, for all constructorc : (Z : T)C7, j € Acc(c), &n
andio, if n =T, vo € SN andczo € [CU], » thenzjo € [T}], -

Arecursorf : (Z: V)(z : CZ)(j : U)V is head-computable w.r.@ constructor: : (Z : T)C7 if,
whenevet- is computable, for alin, 7o, ¢, 79, S = [4],. such that),o = T. andgg, gio o =
i : U, every head-reduct ofio(cZo)ijd belongs to[[V]]ggﬁgagfa.
is head-computable w.r.t. every constructorCaf Rec(Cz') is head-computabléf all its recursors are
head-computable.

Rec(C) is admissiblef it is head-computable and complete w.r.t. accessibility

A recursor ishead-computablé it

Completeness w.r.t. accessibility exactly insures that; is computable then, for all € Acc(c),
t; is computable (Lemma 53 in [6]), hence that non-recursondtigrder symbols are computable (see
Lemma 68 in [6]). We now prove that the elimination-basee@rptetation of first-order data types is
SN, hence that first-order symbols are computable (see Lemnra[6B.

Lemma 6.1. If C is a first-order data type arfidec(C) is head-computable thela (£, S) = SN

Proof:

First note thatS; = §) since{z} C X*. So, we do not write5 in the following. By definition, for all,
Io(t) € SN. We now prove that, if € SN then, for allt, t € I(t), by induction ort with — U > as
well-founded ordering. If somg has no normal form theh € I (f) = SA. Assume now that every
t; has a normal fornt*. Let f : (z : C)(¢ : U)V be a recursor of’, ¢, 79 ando = 6/‘;‘; such that
&oEv: U. We must prove that = f&*tj) € S = [V]¢ . Sincev is neutral, it suffices to prove
that—(v) € S. We proceed by induction otyj# with — as well-founded orderingjf € SN by R1).
If the reduction takes place inj9, we can conclude by induction hypothesis. Assume nowsithit a
head-reduct ob. By assumption on recursorsis of the formei with ¢ : (7 : T)C@. Lety = {Z — @}.
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SinceC' is a first-order data type, evety is accessible and evefly; is of the formDw with D a first-
order data type too. Thus, by induction hypothesis, fofall; € Ip(w~y). Therefore), = I'. and
v' € Ssincel, o E7: U and recursors are assumed to be head-computable. O

Lemma 6.2. Head-computable recursors are computable.

Proof:

Let f : (Z: V)(z : CZ)(§j : U)V be a recursor and assume tigaf = I'y. We must prove that
v = 202099 € S = [V]ep. Sincev is neutral, it suffices to prove that (v) C S. We proceed by
induction onz#z040® with — as well-founded orderingz0z0476 € SN by R1). If the reduction takes
place inzZ0z0y0, we conclude by induction hypothesis. Assume now that we laavead-reduat’. By
definition of recursors (see Definition 5.1} is of the formed with ¢ : (Z : T)C'@, andv’ is also a head-
reduct ofug = f(20)*26076. Since¢, 8 = I'y, we havez) = ci € [CZ]¢ 9 = Ic(Z0, Z£). Therefore, by
definition of I, vg € S and, by (R2)p' € S. O

Lemma 6.3. (Computability)
For all g, if Fg< is computable theh , is computable.

Proof:

We prove that, if" -, ¢ : T andn, o = I thento € [T, +, by induction onl’ -, ¢ : T'. We only detail
the (symb) case. The other cases are detailed in Lemma 6§ iB¢gassume that, [ : 7¢. If f < g
then, by Lemma 3.]17; f: 7y and f is computable since; is assumed to be computable. Otherwise,
f~g and%?:kj. If fis a recursor then we can conclude by Lemma 6.2. So, assuing ihaot a

recursor and that; = (¥ : T)U with U distinct from a product. By Definition 4.2, is computable iff,
for all T's-valid pair (1, 0), t = f@o € R = [U];,0-

If ¢ is neutral then, by definition 4.1, it suffices to prove thgtt) C R, which follows from Lemmas
63 and 68 in [6]. Assume now thais not neutral. Then/ = Cv with C € CF", andR = I¢(vo, §)
with S = [7],.. If C € CFZ,,, then, again, it follows from Lemmas 63 and 68 in [6]. Otheryis
C € CF;,,, and, by Definition 5.1f is constant.

By Corollary 3.1,#? 77 : sy. Since, by assumptiort; 5 is computable, by (R1)jo € SA. So,
letg : (Z: V)(z : C2)(j : U)V be arecursor of’, §j¢ and 6 such thatt$, 6771% = i : 7. We
must prove that = g(vo)*(fZo)yd € S = [[V]]ggﬂgoﬁo. Sincew is neutral, it suffices to prove that
—(v) C S. By (R1),Zoyd € SN. So, we can przoczeed by induction g8 with — as well-founded
ordering. No reduction can take place at the toff 86 since f is constant. In the case of a reduction
in Zo3/#, we conclude by induction hypothesis. Finally, in the casa lsead-reduction, we conclude by
head-computability of. O

We can now state our main result:

Theorem 6.1. (Strong normalization)
[ U TR preserves typing and is strongly normalizing if:

— BUTR is confluent (if there are predicate-level rules),
— rewrite rules are well-typed,

5Again, this is the case if, for instanc®, is confluent and left-linear [22].
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— every constant predicate symigole CF).  is equipped with an admissible setc(C) of recursors,
— strong recursors and non-recursor symbols satisfy theittams given in Definition 29 in [6].

Proof:

After Lemma 3.1, we can proceed by induction on the precezleHence, by Lemma 6.3, every well-
typed term is computable. Leéte aterm such thdt - ¢ : T. With 20 = z andx§ = T, we clearly
have¢, § = T since, by Lemma 33 in [6], variables are elements of everglidate. Thus, by (R1),
t e SN. 0

As an application example of this theorem, we prove justwdle admissibility of a large class of
recursors for strictly positive types, from which Coq'suesors [8] can be easily derived (see Section 7).
Before that, let us remark that the condition 16 and the sfercondition described in the introduction
(Definitions 1.1 and 1.2 respectively) are not necessarynany for weak recursors. On the other hand,
the safeness condition is still necessary for non-recusgorbols and strong recursors on types like
JMeq.

Definition 6.3. (Canonical recursors for strictly positivetypes) _

LetC : (Z: V)% andc bestrictly positiveconstructors o€, that is, ifc; is of type (& : T')C'v then either
no type equivalent t¢' occurs inT; or T is of the form(a : W)C?If with no type equivalent t@' in

w. 'I;hepargmetersof C are the biggest sequengsuch thatC' : (¢': Q)(E: 17)* and eachy; is of type
(¢:Q)(@:T)Cquwith T; = (a : W)Cqw if C occurs inTj.

The canonical weak recursoof C w.r.t. Zisrecy : (7: Q)(Z: V)(z: CGZ)(P: (Z: V)OGZ = »)

(7 : U)PZz with U; = (& : T)(%' : T')Pi(c:is), T} = (& : W) Pi(x;d) if Tj = (& : W)Cgw, and
ij T; otherwise, defined by the rulesc;qz(c;q m)Pg — @t whereq, Z, ¢, &, P, are variables,
t = [a - W (rectqd(z;@) Pg) if Ty = (a : W)Cq, andt; = z; otherwise6

The canonical strong recursdrof C w.rt. ZandP = [7: V][z : C§Z)Q is rect : (q: Q)(Z:V)
(z: CE) (G : HQwith U; = (& : T & : TQ{Z — 0,2 — :GT}, T; = (a.W)Q{z»—>w,z»—>
xjatit Ty = (a: W)Cq?u? andT’ T; otherwise, defined by the rulescgqu*(ciq'f)gﬁ y; 7t where
Z,q, %,y are variablest; = [d : W (reck qii(z;@)7) if Tj = (a : W)COqw, andt’ = x; otherwise.

7 S

Lemma 6.4. The rules defining canonical recursors preserve typing.

Proof:

For the rulerecqqz(czq Z)Pj — yit, takel = ¢: Q, % : T,P : (¥ : V)CqZ = %4 : U and

p=1{Z— v,q — ¢}. We prove the conditions required in Section 3:

— One can easily check thBt- ;7 : Po(c;qT).

— Assume now thaf\ - (rec3qZ(c;q'¥)Py)o - T. We must prove that : T' ~ A ando | po. Both
properties follow by inversion of the typing judgment anchitoence.

The proof is about the same for strong recursors. O

Lemma 6.5. The set of canonical recursors is complete w.r.t. accdisgibi

®We could erase the useless argumehts z; whenT; = T} as it is done in CIC.

"Strong recursors cannot be defined exactly like weak remibgosimply takingP : (7 : V)O(jz = Osince(z : 17)0(;2 =0
is not typable in CC. They must be defined for e&thThat is why Werner considered a slightly more general PTS2h
8In [32] (Lemma 4.35), Werner proves a similar result.
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Proof:

Lete = ¢ : (7: Q)(& : T)Cqw be a constructor of' : (7 : Q)(Z : V)*, Gy, #n, o and o such
that oo € SN andcjoio € [Cqdl,, = Io(dovo, @n[t],.). Letd = g andA = QT. We
must prove that, for alf, ajo € [A;], . For the sake of simplicity, we assume that weak and strong
recursors have the same syntax. Sige€oc have normal forms, it suffices to fin®t and« such that
rec.qu(cd)Pu — uzt —7% a;. TakeP = [Z: V][z: CqzlA; andu = [Z : T f’]aj. O

Lemma 6.6. Canonical recursors are head-computable.

—

Proof:
Let f = rec* : (7: Q)(Z: V)(z : C@A)(P : (Z: V)CGZ = »)(if : U)PZz be the canonical weak
recursor W.r.t.é¢, T = (Z : V)C§Z = *x, ¢ = ¢ : (¢ : Q)(& : T)Cqu, qn, qo, &n, o, P, PO,
g€, 79, R = [d]y0, & = §§ and¢’ = 0%7¢%, and assume that} is computabley), o |= T'. and
n&' o =EP:T,y: U. We must prove thay,0Zot o6 € [PZz]er o

We haveyl-H S [[Ui]]g/ﬁ/, U; = (f : f)(f/ : T’)PU(C@f) andx]—a S [[Tj]]mg = [[Tj]]ng/’Ug/. We prove
thattio0 € [T]],¢ 00 If T} = T; thent o0 = x;o and we are done. Otherwisg; = (a : W)C i,
T/ = (& : W)Pii(x;a) andt) = [a : W] fqii(x;&)Pyj. Leta¢ anddy such thang'c, o0’y = 6 : W.
Lett = x;0d~. We must prove that = fgowoytPOy9 € S = [Pw(x;d)] e ¢ 000~ Sincev is neutral,
it suffices to prove that-(v) C S.

By (R1), we havejotPiy0 € SN. Since%f is computable and is a subterm of, by (R1), we
also havewosy € SN. Thus, we can proceed by induction gauwoyt Py € SN with — as well-
founded ordering. In the case of a reductionginio~yt Py, we conclude by induction hypothesis.
Assume now that we have a head-reduct By definition of recursorsy’ is also a head-reduct of
vo = f(go)*(Woy)*tPOyH where(go)* (Wo~y)* are the normal forms afowory. If vy € S then, by
(R2),v' € S. So, let us prove thaty € S.

By candidate substitution (Lemma 40 in [6}),= [PZZ] ¢3 077 with § = [@],¢¢ 00y = [@yec.o0v
for FV (@) C {q, P,#,d}. Sincex;o € [T}],er .00 andne'¢, o0y = @ : W, t € [Cqilperc.on =
Ic(fowory, G€S). Sincene’, o8’ = P : T,7 : U andFV(TU) C {q, P}, we havené,of = P : T, :

U andn§§, a@?‘”tz = P:T,5:U. Thereforey, € S.

The proof is about the same for strong recursors. O

Loy

7. Application to CIC

It follows that CAC subsumes CIC almost completely. HowgW¥éieorem 6.1 cannot be applied to CIC
directly since CIC and CAC do not have the same syntax andaime dyping rules. So, we define a
sub-system of CIC, called CIG whose terms can be translated into a CAC satisfying theittonsl of
Theorem 6.1.

The (-reduction of CIC introduces many-redexes and the recursive calls &ifm are made on
bound variables which are later instantiated by strudiursinaller terms. Instead, we consider the
relation— g, where one step of-,, corresponds to areduction followed by as mang-reductions as
necessary for erasing thieredexes introduced by thereduction. This is this reduction relation which
is actually implemented in the Coq system [8]. Moreover, wajecture that the strong normalization of
— gy implies the strong normalization ef 3,.
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Definition 7.1. (’-reduction)
The//-reductionis the reduction relation defined by the rule:

Elim(I,Q,#,Constr(i, I') 2){f} —, A, X,Cy, fi,Q, f,7]

wherel = Ind(X : A){C}andA'[I, X, C, f,Q, f. 7] is defined as follows:
= NLX, X, £,Q, 0] = f
~ NLX,(2: B)D, f,Q.[,22] = N[, X, D, f2,Q, 7] if X ¢ FV(B)

—»

~ NILX, (= BYD, £,Q, [, %) = AL, X, D, f=[§: D|Blim(I, Q.. 57),Q, 2 B = (: D)Xq
We now define the sub-system of CIC (see Figure 3) that we ang g consider:

Definition 7.2. (CIC™)

e We exclude any use of the sait in order to stay in the Calculus of Constructions.

e In the rule (conv), instead of requiring <%, 1", we requireT’ <7, T" which is equivalent to
T |gs T' since— g, is confluent (orthogonal CRS [25]).

e In the rule (Ind), we requird to be in normal form w.r.t.— g, (setA/F) and to be typable in the
empty environment since, in CAC, the types of symbols mustybable in the empty enwronment
This is not a real restriction since any type= Ind(X A){C} typable in an environmert = 7 : U
can be replaced by a typé = Ind(X' : A’){C’} typable in the empty environment. It suffices
to take A’ = (7 : U)A, C! = (7 : U)Ci{X — X'} and to replace by I'j and Constr(i, )
by Constr(i,I')y. Furthermore, we adapt the definition shall constructor type accordingly. A
constructor type’ of an |nduct|ve typd = Ind(X : A){C} with A = (& : A)xissmallifit is of the
form (& : A')(Z : B) X with # : A’ a sub-sequence af: A and{z} N X7 = 0.

¢ In the rule &-Elim), we requireQ to be typable in the empty environment, and add explicitrigpi
judgments fofl; andI. Again, it is not a real restriction since we can always replan environment
by additional abstractions.

e In the rule @-Elim), instead of requiring- @ : (¥ : fY)I:E = 0O, which is not possible in CC, we
requireQ to be of the form[z : A][y : IZ]K with Z : A,y : IZ - K : O (this just requires somg-
expansions) ang to be of typel; = A'{I, X, C;, Ty, K, Constr(i,I)} whereA’{I, X, C, Zy, K, c}
is defined as follows:

- A, X, Xm, 2y, K,c} = K{Z— m,y — c},
- AI,X,(z: B)D,7y,K,c} =

(z: B{X—IN((§: D)K{Z —q,y —2i}) = N{I,X,D, &y, K,cz} if B=(7:D)Xq.
Moreover, we requir€) to be in normal form and; to be typable. We also taket- Elim(I,Q,a,c)
{f}: K{Z — @,y — c} instead ofl" - Elim(I,Q,d,c){f} : Qdc. Finally, we requirel to be safe
(see Definition 1.2): ifA = (7 : A)xandC; = (z': B) X then:
— forallz; € X7, m; € X7,
— forallz;, z; € X7 with i # j, m; # m;.

We now show that CIC can be translated into a CAC satisfying the conditions ofofémn 6.1.

Definition 7.3. (Translation)
We define(t) on well-typed terms, by induction dnt¢: T
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Figure 3. Typing rules of CIC

A=F:Ax FA:O Vi, X:AFC;:*
I = Ind(X : A){C} € NF is strictly positive

(Ind) FI1:A

I=Ind(X:A){C} THI:T
I'F Constr(i,I): C{X—1}

(Constr)

-,

A=F: A+ I=IndX:A{C} THI:T FQ:(Z:A)Ii=x«
T, =A{I,X,C;,Q,Constr(i, 1)} FT;:%
Vi, I'ta;: Ai{d—a} Tre:ld Yi,T'F fi:T;
T+ Elim(I,Q,a,c){f} : Qdc

(x-Elim)

x I =1Ind(X : A){C} is small and safe

[y f]Ke/\/'}" T:Ay: ITFK:O
= A{I,X,C;, 2y, K,Constr(i,I)} FT;:0

Vi, I'ta;: Ai{d—a} Tre:ld Yi,T'F fi:T;
I+ Elim(I1,Q,a,c){f}: K{T— @,y c}

(O-Elim)

TH¢t:T THEL/T’ T :s

(Conv) Trhe T

o If I = Ind(X : A){C} then(I) = Ind; whereInd; is a symbol of typg A).

e (Constr(i,I)) = Constr! whereConstr! is a symbol of typd C;{ X + I}).

o If Qs not of the form[z : Al[y : 17](j : U)x then(Elim(I, Q. d@,c){f}) = WElsz(Qﬂ @)(e)(
whereWElim; is a symbol of typd@ : (' : (A){(I)Z = x)(Z: (A))(y : (1)Z)(f (T>)(Q>fy

o If Q = [ Ally - ITK with K = (7 : U)x then(Elim(I,Q, @, ¢){f}) = SELim% (@) (c)(f)
SElim$ is a symbol of type# : (A))(y : (1)@)(f : (T))(K).

e The translation of the other terms is defined recursively) = (u)(v), ...

Let Y be the CAC whose symbols afed;, Constr!, WElim andSElim?, and whose rules are:

WElim; Q & (Constr! z) f — Ayl X, Ci7fi7Q7.]F721
SElim%2 Z (Constrl 2) f — AL X,Ci, f;,Q, f, 7]

whereAl, 1, X, C, f,Q, f, 2 andA%[I, X, C, f,Q, f, 7] are defined as follows:
- Aﬁ/[I,X,XT)_’L’,f,Q,fT;Z_j - A{S[[7X7Xm7f7Q7ﬁ'ﬂ = fi

g
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— AL X, (2: B)D, f,Q, f,2%] = Ag[I,X,D,fz,Q,f,gj and
AT, X, (2: B)D, f,Q, f,22) = Ay [I,X,D, f 2,Q, f, 2] if X ¢ FV(B)

— AL X, (2: B)D, f,Q, f,27] = AL, X, D, f 2[§ : DISELim§ fq(=7), Q, f, 7] and
Ayl X, (= : B)D, f.Q, f.22) = Ay |1, X, D, f z[§ : DIWElimQfq(=3), Q. f. 2]
if B=(7:D)Xq

Let k5 be the typing relation of .

Theorem 7.1. The relation— g, in CIC™ preserves typing and is strongly normalizing.

Proof:
First, one can easily check that the translation preseppisg and reductions:

—IfTFt:Tthen(T)k (t) : (T).

— fT'F¢:Tandt — By t then(t) — <tl>.

Thus, we are left to prove thaf satisfies the conditions of Theorem 6.1. The symb&lslim; and
SElim? are the canonical recursors bfd; w.r.t. the constructor§onstr! (see Definition 6.2). Hence,

subject reduction follows from Lemma 6.4, and the fact tRat(Ind;) = {WElimI,SElz’m?} is
admissible follows from Lemma 6.5 and Lemma 6.6. O

8. Non-strictly positive types

We are going to see that the use of elimination-based imtions allows us to have functions defined
by recursion on non-strictly positive types, while CIC hdways been restricted to strictly positive

types. An interesting example is given by Abel's formaliaatof first-order terms with continuations as

an inductive typerm : x with the constructors [1]:

var:nat = trm
fun:nat = (list trm) = trm

mu: —trm = trm

wherelist : x = x is the type of polymorphic lists; X is an abbreviation folX = L (in the next
section, we will prove that can be defined as a function), and x is the empty type. Its recursoec :
(A:%)(y1 : nat = A) (y2 : nat = list trm = listA = A)(ys : ~—trm = =—A = A)(z : trm)A
can be defined by the rules:

rec Ayi yays (varn) — g1 n
rec Ay ya ys (funnl) — yonl(maptrm A (rec Ayy yays3) 1)
rec Ayryays (mu f) — y3 f o 2A](f [y : trm](x (rec Ay y2 y3 v)))

wheremap : (A : x)(B : %)(A = B) = list A= list B is defined by the rules:
map A B f (nil A') — (nil B)

map A B f (cons A’z 1) — cons B (f x) (map A B f1)
map A B f (app A1) — app B (map AB f1) (map AB fl)
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We now check thatec is an admissible recursor. Completeness w.r.t. accaggilsleasy. For
the head-computability, we only detail the casenof. Let fo, t = mu fo, AE, Af and 8 such
that®,oc = T, and&, 00t =T = A : %, 7 : U whereU; is the type ofy;. Letb = recA67,
c = [y : trm](z(by)) anda = [z : = A0](foc). We must prove thagzt foa € [A]¢ 90 = AS.

Since¢, ob. =T, y30 € [-—trm = ~—A = A¢g. Sincel, o |= Ty, fo € [-—trm]. Thus, we
are left to prove that € [-—A]¢ g, thatis, focy € I, forall zy € [-A]¢ . Sincefo € [~—trm], it
suffices to prove thaty € [-trm], that is,zy(byy) € I, for all yy € I;,. This follows from the facts
thatzy € [~A]¢ g andbyy € AE sinceyy € Lim,.

A general proof could certainly be given by using a generahfdization of inductive types like in
[19] for instance.

9. Inductive-recursive types

In this section, we define new positivity conditions for deglwith inductive-recursive type definitions
[13]. An inductive-recursive typ€' has constructors whose arguments have a fypwith F' defined
by recursion ort : C, that is, a predicat@’ and its domairC' are defined at the same time.

A simple example is the typdlist : (A : x)(# : A = A = x)* of lists made of distinct elements
thanks to the predicatéresh : (A : x)(# : A = A = x)A = (dlist A#) = % parametrized by a
function # to test whether two elements are distinct. The constructodsi st are:

nil: (A :x)(#: A= A=x)(dlist A#)
cons: (A:x)(#:A=A=x)(x : A)(l : dlist A#)(fresh A# x 1) = (dlist A#)

and the rules definingresh are:

fresh A#x (nil A — T
fresh A# x (cons A’ ylh) — x#yA fresh A#xl

whereT is the proposition always true andthe connector “and”. Other examples are given by Martin-
L6f's definition of the first universeé la Tarski [13] or by Pollack’s formalization of record typesthwi
manifest fields [27].

For allowing defined predicate symbols in constructor types must extend the notion of positive
and negative positions by taking into account the argunienehich a defined predicate symbol is mono-
tone or anti-monotone. We must also make sure that defineitpte symbols are indeed monotone and
anti-monotone in the arguments declared to have this proper

Definition 9.1. (Positive/negative positions - New definibin)
Assume that every predicate symbpl: (¥ : T)U with U not a product is equipped with a set
Mon™(f) € A} = {i < |7 | 2; € X7} of monotone argumentand a seon™(f) C A} of

anti-monotone argument®efinition 4.4 is modified as follows:

— Pos’ (f1) = {1111 | 6 = +} U U{11-12.Pos (t;) | € € {—, +}, i € Mon“(f)},
— Pos®(tu) = 1.Pos’(t) if t is not of the formft.
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For instance, in the positive typem of Section 8, instead of considerirgd as an abbreviation, one
can consider- as a predicate symbol defined by the rulé — A = L with Mon™ (—) = {1}. Then,
one easily check that occurs negatively il = 1, and hence thatrm occurs positively inm—trm
sincePos™ (~—trm) = {1} U 2.Pos™ (—trm) = {1} U2.2.Pos™ (trm) = {1,2.2}.

Definition 9.2. (Positivity conditions - New definition) _

Definition 5.2 is modified as follows. A pre-recurspr. (z: V)(z : CZ)W is arecursorif:
— everyF' ~ C occurs only positively irlV,

— if i € Mon®(C) thenPos(z;, W) C Pos? (W).

Moreover, we assume that, for every rilé — r € R with F € 72

— foralli € Mon®(F), I; € X" andPos(l;,r) C Pos®(r).

Now, we must reflect these monotony properties in the ing¢aions. Then, Theorem 6.1 is still
valid if we prove that the interpretations for constant aefircbd predicate symbols have all the monotony
properties.

Definition 9.3. (Monotone interpretation)

Let S <; S"iff S; < S} and, forallj # i, S; = S}. Let I be a predicate symbol. An interpretation
I € R., is monotongresp.anti-monotongin its i-th argumenif 1(#, ) < I(Z, S') wheneverS <; 5’
(resp.S >; S'). Aninterpretation/ € R, is monotonsf it is monotone in everyi € Mon™ (F) and
anti-monotone in every € Mon™ (I). LetR]" be the set of monotone interpretationsfof,. .

One can easily check th&T is a complete lattice too. For proving that interpretatitorspredicate
symbols are monotone, we need to prove Lemma 5.2 again, gdve a similar lemma on candidate
assignments.

Lemma 9.1. If I <, I', Pos(f,t) C Pos’(t), T ¢ : T and¢ =T then[t]{, <° [t]f,

Proof:

We only have to check the case- gi. Let R = [gt]! , andR’ = [¢i]L,. R = I,(#b, S) with S = [i]} .
R = I,(9,5") with ' = [{]L';. Leti < n = |ﬂ If Pos(f,t;) = (Z)thenSZ- — S/, Otherwise, there is
¢; such that € Mon® (f) andPos(f,t;) C Pos“(t;). Thus, by induction hypothesis; <% S!. Let
S = S;if i > j,andS! = S/ otherwise.S? = §, §» = §" and, for allj < n, S9! g;"‘s Si. Since
I, is monotone, for alli < n, I,(#, Si=1y <50 1,(#, §7), that is, I, (#0, Si—1) <® I,(ib, S7) since
€f = +. Thus,R = 1,(S) <% 1,(S"). Now, if g # f thenI, = I'andR <° R'. If g = f thené = +
andR < R’ sincel; < I}. |

Lemma9.2. Let ¢ <, ¢ iff 26 < x¢' and, for aIIy # x, y¢ = y&. If Iis monotoneé <, ¢,
z € Pos®(t), T +t:Tandé, & = Fthen[[t]]w < [[t]]g/ :

Proof:
By induction ont. The proof is very similar to the previous lemma. We only dete following two
cases:

o [2]f, = 2¢ < 2t = [2]{, andé = + necessarily.
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o LetR = [gf]l , and R’ = [gi]L, 5. R = I,(#0, S) with § = [t]{ ,. R' = (0, S") with §" = [#]L, ,.
Leti < n = [t|. If Pos(f,t;) = 0 thenS; = S!. Otherwise, there is; such thati € Mon®(f)
andPos(f,t;) C Pos“(t;). Thus, by induction hypothesis; <%0 S!. LetS! = S; if i > 7, and
S! = 8! otherwise. S° = S, §” = 5" and, forallj < n, §~! <9° §J. Sincel, is monotone,
for all j < n, I,(#0, S7=1) <5 I,(ih, §7), that is, I, (9, 5i-1) <° I 4(t0, 57) sincee? = +. Thus,
R<°R.

O

Lemma 9.3. The interpretations for predicate symbols are monotone.

Proof:

We first prove it for constant predicate symbols. Assumirgg this monotone, we must prove th,afj

is monotone. Let € Mon®(C) andS <! §. We must prove thak = L (i, S) C R’ = L (£, S). If

somet; has no normal form theR = R’ = SA/. Assume now that every has a normal form?. Let
t e R, f € Rec(C) oftype(Z: V(2 : C2)(7: U)V, j¢ andijd such thatd', 0Lt = i : U. We must

prove thatft*tg € [V]! . To this end, it is sufficient to prove th§/ ]’ C [U]%. . andthat
V1L ,r SIVIL

¢S oit” ¢S ot = [[ €3,0Lt
¢5' ot

WhICh is the case by Lemma 9.2 sinées(z;, W) gZP;s+(W) by assumption.

We now prove that the interpretation for defined predicatetsyls is monotone. Lek be a defined
predicate symbol. Lete Mon®(F) andS <! §’. We must prove thak = I (f,5) C R = Ir(t,5).
Assume that every; has a normal form* and that* = lo for some ruleFl — r € R. If this is not the
case theR = R’ = SN. So,R = [r]{ , with z¢ = S,,, andR’ = [r]}, , with 2¢' = S/, . If, for all
r € FVR(r), k, # i, thené = ¢ andR = R'. Otherwise; = &, for somez, and¢ <% ¢. By Lemma
9.2,R C% R'sincePos(z,r) C Pos5(r) by assumption. Thus? C R’ sinced? = +. O

10. Conclusion

By using an elimination-based interpretation for some atige types, we proved that the Calculus of
Algebraic Constructions subsumes the Calculus of Indedfienstructions almost completely. We de-
fine general conditions on recursors for preserving strargialization and show that these conditions
are satisfied by a large class of recursors for strictly pesiypes and by some non-strictly positive types
too. Finally, we give general positivity conditions for diag with inductive-recursive types.
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