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Abstract

In this work we propose two hybrid NN/HMM systems
for handwriting recognition. The tied posterior model ap-
proximates the output probability density function of a
Hidden Markov Model (HMM) with a neural net (NN).
This allows a discriminative training of the model. The
second system is the tandem approach: A NN is used as
part of the feature extraction, and then a standard HMM
apporach is applied. This adds more discrimination to the
features.

In an experimental section we compare the two pro-
posed models with a baseline standard HMM system. We
show that enhancing the feature vector has only a limited
effect on the standard HMMs, but a significant influence
to the hybrid systems. With an enhanced feature vector
the two hybrid models highly outperform all baseline mod-
els. The tandem approach improves the recognition per-
formance by 4.6 % (52.9 % rel. error reduction) absolute
compared to the best baseline HMM.

Keywords: On-line handwriting recognition, HMM,
NN, hybrid, tandem, tied posteriors

1. Introduction
Adopted from automated speech recognition (ASR),

Hidden-Markov-Models (HMMs, [1]) have proven their
power in modelling time-dynamic sequences of variable
lengths. HMMs also allow to compensate statistical vari-
ations in those sequences. Due to this property, they
have become quite popular in on-line (cursive) handwrit-
ing recognition [2–4].

In a common recognition system, each symbol (e. g.
strokes, letters, and words) is represented by one single
HMM. The parameters of each HMM can be trained using
the Baum-Welch algorithm [5]. Noteworthy, the parame-
ters of the HMMs are trained independently of all other
classes. Besides standard HMMs are not able to take con-
text in terms of inter symbol dependencies into account.

These disadvantages do not count for a neural net clas-
sifier (NN, [6; 7]), which is trained discriminatively. That
means, each output node is optimized in respect to all
other output nodes, respectively all other classes. Also,

inter symbol context is included easily by extending the
NN’s input vector [6]. However, NNs lack the ability to
handle time varying sequences and their statistical varia-
tions which occur in handwriting recognition.

To maintain all, the handling of sequences with vary-
ing lengths, discriminative training, as well as context ob-
servation, hybrid NN/HMM approaches were introduced.
They join the benefits of both classifiers. These systems
have been successfully applied to ASR, showing the ad-
vantage of hybrid systems in high recognition rates [6; 8].

In this work we therefore apply hybrid NN/HMM mod-
els to the problem of cursive on-line handwriting recogni-
tion. We propose two approaches, namely the tied poste-
rior (TP, [8]) and the tandem [9].

The next section gives a brief overview of HMMs and
NNs. Afterwards we introduce the two hybrid approaches
for handwriting recognition. In section 3 we present the
features used for recognition. Our two systems and a base-
line system are evaluated in section 4. Finally a conclu-
sion is given in section 5.

2. NN/HMM Hybrid Modelling Techniques

In this section we briefly summarize HMMs and NNs,
and give a common notation. We then introduce the hybrid
TP and tandem approaches for handwriting recognition.

2.1. HMMs

For recognition with HMMs, each symbol is modelled
by one HMM. Each HMM i (and thereby each symbol)
is represented by a set of parameters λi = (A,B, ~π),
where A denotes the transition matrix, B the matrix of
output probabilities, and ~π the initial state distribution [1].
There are two basic types of HMMs: discrete and contin-
uous ones. In the case of discrete HMMs, the matrix B
contains discrete probabilities, corresponding to each pos-
sible observation. In literature some hybrid NN/discrete
HMM systems are known, e. g. a NN vector quantizer is
used to derive discrete observations [10]. In the case of
continuous HMMs, B is not directly a matrix, but repre-
sents mixtures of Gaussians or some other PDFs. In our
work we concentrate on continuous or semi-continuous
HMMs [11].



Given some training data Oi = ( ~O1, ~O2, . . . , ~OL) for
class i, an HMM can be trained with the well known EM-
method, in the case of HMMs known as Baum-Welch-
algorithm [5]. The aim of the training is to maximize
p(Oi|λi). That is maximizing the probability that HMM i
produces the observations Oi. For the training of HMM i
only representatives of the class i are used. The resulting
models are independent from each other. This is known
as non-discriminative training. Considering a handwrit-
ing recognition system, where every HMM represents a
letter, the HMM corresponding to letter “a" is only trained
with examples of the class “a". This HMM neither takes
the number of classes into account, nor does it know the
similar looking letter “o". Thus this training does not max-
imize the distance between the classes.

Finally recognition is performed by presenting the un-
known pattern ~s to all HMMs λi and select the model ki

with
ki = argmax

i
p(~s|λi) (1)

with the highest likelihood. This is done by the Viterbi-
algorithm [12], which can also perform a segmentation of
the input vector ~s.

2.2. Neural Nets

In the above section we showed the main disadvan-
tage of HMMs: non-discriminative training. In contrast to
HMMs, NN classifiers allow discriminative training. That
means each class is trained in respect to all other classes.
In this work two arbitrary NN structures are used: the
multi layer perceptron (MLP, [6]) and the recurrent neu-
ral net (RNN, [7]).

The MLP in this work consists of M input and N out-
put nodes separated by a number of hidden nodes. The
output of each layer forms the input of the consecutive
layer. Each output node represents one symbol class. The
output vector ~y is, in this case, calculated by

~y =


y1

y2

...
yN

 = ~F0

(
VT ~Fh

(
WT~x

))
, (2)

depending on the input vector ~x, the hidden layer W,
and the output layer V. ~F0 and ~Fh are a set of non-
linear functions. The discriminative training of the MLP
is performed by the back propagation algorithm, described
in [13]. The initialization of the NN weights is chosen ran-
domly.

In contrast, RNNs use feedback-nodes: Instead of a
hidden layer the output nodes are feeded back to the in-
put nodes to perform classification on time varying pat-
terns [7]. The RNN used in this work are trained via re-
silient propagation (RPROP) [14; 15].

In [6] it is shown, that a NN (either MLP or RNN) is
capable of calculating the a posteriori probability p(ρi|~x)
for a class ρi given the input vector ~x. To make p(ρi|~x)
a valid probability, namely 0 ≤ p(ρi|~x) ≤ 1 and
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Figure 1. Combination of a neural net and semi-
continuous HMM for the tied posterior approach.∑N
j=1 p(ρj |~x) = 1 we choose the non-linearity F0 as the

“softmax" function

F0(ξi) =
exp(ξi)∑N
i=1 exp ξi

, (3)

where ξi is the result of the output layer before applying
the non-linearity. Recognition is then performed by choos-
ing the output node with the highest a posteriori probabil-
ity p(ρi|~x) for the unknown sample ~x

ki = argmax
i

p(ρi|~x). (4)

Although NNs support discriminative training, they
only work for single, segmented letters with fixed lengths.

2.3. Tied Posteriori

To combine the benefits of both the NN and the HMM
classifier, both models are combined in hybrid NN/HMM
systems. We now show how such hybrid systems, the TP
and the tandem approach, join the advantages of the two
models and how they can be applied to handwriting recog-
nition.

The principal idea behind the tied posterior approach
is to approximate the output probability density function
bj of each state j of an HMM by the output nodes of an
NN. This is illustrated in Figure 1. An input vector ~x,
consisting of e. g. handwriting features, is preprocessed
by a NN classifier estimating the a posteriori probability
p(ρi|~x) that the input vector ~x belongs to the symbol class
ρi. The NN’s output, weighted by the a priori probability

1
p(ρi)

of each symbol, forms the PDFs used for every state
of all HMMs.

As all HMMs use the same NN as source for their
PDFs, we are using semi-continuous HMMs. Mathemati-
cally the output probability bj of each state qj of the HMM



is computed by a weighted sum of a fixed number I of
PDFs:

bj(~x) = p(~x|qj) =
I∑

i=1

cji · p(~x|ρi). (5)

The conditional probability p(~x|ρi) of Eq. 5 is not avail-
able from the NN. However, the output of the NN resem-
bles the a posterior probability p(~x|ρi). To replace p(~x|ρi)
by p(ρi|~x) we can use a scaled likelihood [6]. This prob-
ability can be expressed with the a posterior probabilities
p(ρi|~x) and the priori class probabilities p(ρi), which can
be estimated using the training data:

p(~x|ρi)
p(~x)

=
p(ρi|~x)
p(ρi)

. (6)

Eq. 5 and 6 lead to the tied posterior approach in which
the output probabilities bj can be computed as:

bj = p(~x|qj) =
I∑

i=1

cji ·
p(ρi|~x)
p(ρi)

. (7)

Hence, the a posteriori probabilities computed by the NN
are “tied" together. After training the NNs, the Baum-
Welch Algorithm [5] is used to train the semi-continuous
HMMs. In contrast to other hybrid approaches, where
each output node of the NN is linked to just one state
of a HMM [6], we are able to use various HMM topolo-
gys as any number of NN output nodes may contribute
to any state’s output PDF. Therefore the advantages of
HMMs mentioned in the introduction are kept whilst dis-
criminance is added by the PDFs used in Eq. 7 generated
by the NN.

2.4. Tandem

The TP-approach uses the output of a neural net to ap-
proximate the PDF of an HMM state. In contrast the tan-
dem approach uses G standard Gaussian mixtures, with

bj =
G∑

m=1

cjmN (~µjm,Ujm) (8)

to estimate the output of the neural net. Thereby, the stan-
dard HMM procedures presented in [1] can be used to esti-
mate the mean vector ~µjm and the covariance matrix Ujm

for the m-th Gaussian mixture component in state j. The
neural net therefore acts as a part of the feature extraction,
which adds additional discrimination to the features.

Due to their distribution, the probabilities of the out-
put layer cannot be estimated directly by Gaussians [9].
For that reason, either the non-linearity of the neural net’s
output layer is omitted (namely F0 in Eq. 2), or the out-
put layer emissions are logarithmized. In this paper, the
logarithm is taken by [16]

li = log(p(pi|~x))− 1
N

N∑
j

log(p(pj |~x)). (9)
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Figure 2. Gaining tandem features from a neural net.

Additionally a PCA is applied to decorrelate the com-
ponents of the feature vector in oder to use a variance vec-
tor instead of the covariance matrix Ujm. In Figure 2
the principal use of the neural net in the tandem system is
shown. As for the TP aproach, a input vector ~x is prepro-
cessed by the NN. In contrast to the TP, a PCA is applied
on the logarithmized output values of the NN. In that way
the so called “tandem features" are generated and the stan-
dard procedures for continuous HMM training [1] can be
performed on them.

As we use standard HMMs, their advantages described
in the introduction still count, however by transforming
the original features into tandem features additional dis-
criminance is added.

3. Features
In our system handwriting is recorded with a digitiz-

ing tableau and stored in cartesian coordinates, including
information on the pen’s pressure. To describe the trajec-
tory of the pen, data is captured with a constant sample
rate of Ts = 5 ms. As the sample rate is fixed, two charac-
ters with the same size and style result in complete differ-
ent temporal sequences when written in different speeds.
To avoid this time varying effect, the data is resampled to
archive equidistant sampling in space rather than in time.
To cope with varying sizes each input sequence is normal-
ized to the distance of the upper and lower baseline.

Except for the resampling and normalization, no fur-
ther preprocessing steps have been taken. Then both
on- and off-line features are derived from the pen’s input
trajectory[17; 18]: As on-line features we extract

• the angle α of the spatially resampled strokes
(coded as sinα and cos α),

• the difference of consecutive angles (sin∆α and
cos ∆α), and

• the pen’s pressure during writing.
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Figure 3. Three examples of the database as well as
the sample points and the extracted features.

For some experiments we also derive off-line fea-
tures, namely a 9-dimensional vector representing a sub-
sampled bitmap slid along the pen’s trajectory. This is
done in order to incorporate a 30×30 pixel fraction of the
actual image of the currently written letter.

In sum, five on-line and nine off-line features are used,
yielding in a 14-dimensional feature vector

~xt = (x1, x2, x3, x4, x5︸ ︷︷ ︸
on-line features

,

x6, x7, x8, x9, x10, x11, x12, x13, x14︸ ︷︷ ︸
off-line features

) (10)

for each spatial sample point t. Figure 3 shows typical
sample inputs from the tableau: Three different represen-
tations of a name, as well as the extracted on-line features
(α and ∆α) and the sliding window for the off-line fea-
tures.

As mentioned before, NNs are capable of involving
temporal context into recognition: To include time context
into the feature vector, the input vector is enhanced by
several future and past frames. Thus the final observation
vector yields

~st =
{
~xt−Np

~xt−Np+1, . . . , ~xt, . . . , ~xt+Nf

}
(11)

with Np the number of past and Nf the number of future
frames. In our system we typically use between four and
nine past and future frames. The number of input nodes
for the NN is then computed by

M = (Np + Nf + 1) · |~x| (12)

where |~x| denotes the number of features. This would not
be necessary for a pure HMM system, but helps to im-
prove the recognition rate of the NNs significantly.

4. Experiments
For training and evaluation purpose, a handwritten

database of German letters and words was used. In sum it
contains 64 different symbols, consisting of the 59 letters
of the German alphabet and 5 numbers. It was recorded

by 21 writers (left handed and right handed, both male
and female) and contains over 6000 words. We used 75 %
of the words in the database for training and the remain-
ing 25 % for evaluation purposes. All experiments were
performed in writer independent mode. The database has
already been used in various preceding works [17; 18].

Our novel methods are compared to both a standard
continuous and a discrete HMM baseline system. The
baseline HMMs consist of 12 states – each HMM repre-
sents one symbol. In the discrete case, vector quantization
is applied to derive discrete observations. The code book
is generated by a k-means algorithm. In all experiments a
2k dictionary is used for final word recognition.

To show the impact of the additional off-line features
all tests have been accomplished on both the full feature
vector (Eq. 10) and a reduced feature vector consisting
only of the on-line features. MLPs and RNNs are known
to show different performance due to the time varying se-
quences. Therefore the TP and the tandem approach have
been tested on both NN types. To train the NNs, the train-
ing data was aligned to the transcriptions with a Viterbi
alignment using a standard HMM system. Afterwards, the
NNs and HMMs were trained using the algorithms as ex-
plained in section 2. Temporal context is taken into ac-
count by enhancing the input vector by either Np = 3 and
Nf = 4 or Np = 9 and Nf = 9 frames. This results in
M1 = 40 and M2 = 95 input nodes for using only the on-
line, and M3 = 266 using both, on- and off-line features
(refer to Eq. 12).

Table 1 shows the recognition results for both the con-
tinuous and the discrete baseline HMMs, as well as the
proposed TP and tandem approach, both using either a
MLP NN or a RNN. All results are shown for both on- and
off-line features, as well as only on-line features. For the
hybrid methods Table 1 also shows different exemplary
configurations of past and future frames Nf and Np for
the neural net.

Table 1. Recognition rates for the baseline and the
proposed hybrid NN/HMM systems.

Method Features
on-line on- and off-line

Base cont. 83.3 % 84.2 %
disc. 90.2 % 91.3 %

Nf , Np 3, 4 9, 9 9, 9

TP RNN 82.5 % 88.7 % 93.3 %
MLP 83.4 % 89.2 % 94.1 %

tandem RNN 87.2 % 92.4 % 95.2 %
MLP 87.8 % 92.6 % 95.9 %

First consider only the baseline system: for both the
continuous and the discrete HMM, the enhancement of
the feature vector with off-line features has only a very
limited effect (around 1% absolute) on the baseline sys-
tem’s recognition rate. This matches the results in [19].
Furthermore it can be seen, that the discrete system outper-



forms the continuous HMM for both feature sets. Again
this agrees with the findings in [19]. The best baseline
recognition performance of 91.3% is reached with the dis-
crete HMM and on- and off-line features.

Now consider the novel TP and tandem approach. It
can be seen that these approaches depend on both the
feature set and the number of past and future frames for
the NN. For all four model combinations of the TP and
the tandem approach the choice of features influences the
recognition rate by at least 8% absolute recognition rate
between the best and the worst feature configuration for
the same model type. Thus all four hybrid models highly
benefit from adding off-line features, as well as past and
future frames. This can be explained by interpreting the
additional information as supervised input nodes which
then leads to better NNs. Thus, in contrast to standard
HMMs, the hybrid approaches benefit highly from enhanc-
ing the feature vector.

The proposed hybrid models with the right choice of
features generally perform significantly better compared
to the baseline systems. With on- and off-line features
all four model combinations are at least 2 % better than
the best baseline HMM model. The best result of 95.9 %
recognition rate is achieved with the tandem approach: In
the configuration with a MLP NN, 14 features, and nine
past and future frames this model increases the absolute
recognition performance by 4.6 % (52.9 % rel. error re-
duction) compared to the best baseline HMM. One reason
for this significant improvement in recognition rate is the
additional discrimination added to the features by the NNs,
which leads to more selective HMMs.

5. Conclusion
In this work we proposed two hybrid NN/HMM meth-

ods for handwriting recognition. We first introduced the
tied posterior approach, where the output probability func-
tion of an HMM is approximated with a neural net. This
adds neural network discrimination to the advantages of
HMMs. The second hybrid model – the tandem – uses a
neural net as part of the feature extraction. Thus all char-
acteristics of HMMs are kept, but a significant additional
feature discrimination is added to the overall system.

A disadvantage of the proposed hybrid systems is the
amount of training data required for the neural nets, which
can be higher than for pure HMM systems. Furthermore
both the TP and the tandem approach have the drawback
of a higher decoding complexity by applying a neural net
classification additionally to the Viterbi algorithm.

However in an experimental section we showed that
the significant gain in recognition rate is worth this effort:
Compared to the best baseline HMM system, the absolute
recognition rate was improved by 4.6 % (52.9 % rel. error
reduction) with the proposed hybrid tandem approach.

Furthermore in contrast to the baseline HMMs, both
hybrid approaches benefit highly from adding additional
off-line features. In future we therefore plan to further
extend this approach by adding more features for the NN
training and modifications of the HMM states in the case
of the tandem approach.
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