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Abstract

The on-line isolated character recognition problem is

in many respects a mature research area with several in-

dustrial applications. When it comes to on-line cursive

word recognition progress has been much slower. One

of the obstacles refraining simple extension of the val-

idated single character recognition methods to cursive

word recognition is the fact that most methods rely on

various forms of global normalization techniques which

makes it difficult to define a fair way of adding such match-

ing distances for sequences. This paper proposes a new

single character recognition method where focus lies on

ensuring the additive property such that it can easily be

extended to be used for on-line cursive character recogni-

tion in a well-defined way. Various experiments with the

new methodology have been conducted on the UNIPEN

database with promising results.

1 Introduction

The problem of recognizing on-line isolated single

characters is a mature research area which has also been

proven in industrial applications. An extensive survey and

an overview of different approaches to the problem can be

found in [8]. In recent years Neural Networks and statisti-

cal models based on Hidden Markov Models have been

popular strategies for character recognition but they do

not necessarily provide a higher recognition accuracy than

DP-based methods [1, 2, 6].

Extending the task to recognition of cursive words in-

troduces a difficult layer of complexity in the form of

segmentation. Some of the best results so far have been

attained by methods employing various kinds of Time-

Delay Neural Networks [4, 9]. A critical issue when con-

structing a cursive recognizer from a method originally

aimed for the single character problem is the problem of

how to add the single character recognition scores from

various segmentation paths so that the different word hy-

pothesis are treated fairly. Since most single character

recognition methods involve some kind of normalization

of the input and a set of shorter models would generally

be favored since the constituent parts would get a better

alignment. Many methods have treated this problem in ad

hoc manners by providing a summing procedure that pro-

vided good results [7], or by using extremely simplistic

additive matching methods [11].

This paper presents a new additive single character

recognition method. The method is based on the princi-

ples of Frame Deformation Energy as presented in [10],

where each stroke (the sequence of coordinate between a

pen-down and pen-up event) is subdivided into segments

according to a simple segmentation strategy based on the

direction orthogonal to the writing direction. The addi-

tivity property of the novel method is maintained by the

fact that each segment is compared to the database by nor-

malization strategies that are independent of the segmen-

tation. It will be shown that with this method a concate-

nation of database models matched to a longer input seg-

ment (i.e. a cursive word) differs from the matching of the

same models in a connected state to the same segment by

a simple operation. Thus the novel method possesses the

additivity property necessary to expand the method to on-

line cursive handwriting recognition. The theory has been

validated on the UNIPEN database with very promising

results.

2 Additive distance functions

The recognition methods developed for single char-

acter recognition (SCR) that exist today have been opti-

mized to maximize recognition accuracy in this idealized

recognition setting. The extension of such recognition

methods to counter the problem of on-line cursive hand-

writing recognition has however proven to be a very diffi-

cult task. This paper proposes a different strategy aiming

at ensuring the additive property, as defined below, of dis-

tance functions to facilitate the development of more pow-

erful recognition methods for cursive on-line handwriting

recognition.

In segmentation based cursive handwriting recogni-

tion a single character recognition method is used to find

the best interpretation of a segment of the cursive word.

Here the segmentation of a handwritten set of strokes

X = {xj} will be denoted by S(X) = {S(xj)} =

{{s
xj

i }
|S(xj)|
i=1 }n

j=1, where s
xj

1 is the first of the |S(xj)|
segments of stroke j. Segmentations of two different sets

of equal number of n strokes (X,Y ) are said to be sim-

ilar, S(X) ∼ S(Y ) if |S(xj)| = |S(yj)|, j = 1, . . . , n.

The space of all labeled sets of sampled strokes of on-line

handwriting is denoted by X.
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Figure 1: The difference between addition and concatena-

tion of two samples P1 and P2 with the resulting samples

and their class labels to the right.

To clarify the process of matching several prototypes

against one set of strokes two operations in sample space

X are introduced. The additive operator + is used for

adding two separate sample segments P,Q by letting the

first point of the second sample constitute the starting

point of a new stroke. The concatenation operator ∪ will

denote the connection of two sample segments P,Q by

attachment of the first point of the second segment to the

last point of the first. The difference between these op-

erations are illustrated in Figure 1. The placement of the

second segment resulting from the + operation is a para-

meter that can be specified by the implementor.

Definition 1 A distance function d(·, ·) : X × X → R

is additive if for any four samples P,Q,XP ,XQ ∈ X

such that S(P ) ∼ S(XP ) and S(Q) ∼ S(XQ) there

exist uniquely defined functions α(P,Q,XP ,XQ) and

β(P,Q,XP ,XQ) such that

d(P,XP ) + d(Q,XQ) + α(P,Q,XP ,XQ)

= d(P + Q,XP + XQ)
(1)

d(P,XP ) + d(Q,XQ) + β(P,Q,XP ,XQ)

= d(P ∪ Q,XP ∪ XQ).
(2)

3 Additive FDE

The segmentation strategy in this paper is identical to

that of [10]. This segmentation strategy assumes that the

writing direction is known (or calculated with some re-

liable method). Segmentation points are then placed on

the curve as the local extreme points that are deeper than

some fixed threshold. This crude strategy is actually all

that is needed to produce the segmentation S(X) referred

to in Section 2 and also called the frame of the sample.

Each such segment is then parameterized by the Djikstra

Curve Maximization (DCM) strategy with 3 intermittent

points. This technique chooses the chosen points on the

curve in such a way that the resulting curve length is max-

imized.

3.1 Segmental features

In this paper the original ideas of the Frame Deforma-

tion Energy (FDE) concept of segmental character recog-

nition have been adjusted to construct an additive distance

function. A novel curve distance function has also been

developed to improve recognition accuracy. The FDE sin-

gle character recognition method divides an input char-

acter into segments and applies both local and segmen-

tal feature extraction as input to the recognition process

[10]. In this paper these features have been somewhat re-

worked and some new features have been introduced. For

each segment s in a segmentation S(X) of a sample X the

normalized direction a(s) ∈ S1 is calculated. Each sub-

sequent pair of connected segments si, si+1 also generate

the features

• Normalized length ratio λ(si, si+1) ∈ (0, 2)

• Normalized connection angle φ(si, si+1) ∈ S1

Subsequent segments that are non-connected i.e. between

strokes also use the Normalized length ratio λ(si, si+1)
but also generate an additional separate set of features per-

taining to relative positioning of the next stroke.

• Normalized vertical position κ(si, si+1) ∈ [0, 1]

• Normalized segment gap δ(si, si+1) ∈ (−1, 1)

The different features are illustrated along with their nor-

malization procedures in Figure 2.

Normalized vector direction

aj = arg(~vj), aj ∈ [0, 2π)

Normalized length ratio

λ(sj , sj+1) =

{

lj
lj+1

, if lj+1 ≥ lj

2 −
lj+1

lj
, else.

Normalized connection angle

φ(sj , sj+1) = arg(~ϕj(j+1)) − arg(~ϕ(j+1)j) mod 2π

b

b

b

b
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l3

~v2

Normalized vertical position

κ(sj , sj+1) =











(hj+1+bj+1)/2−bj

hj−bj
, if

(hj+1+bj+1)/2−bj

hj−bj
∈ [0, 1]

0, if
(hj+1+bj+1)/2−bj

hj−bj
< 0

1, else.

Normalized segment gap

δ(sj , sj+1) =

{ dxj(j+1)

2(hj−bj)
, if hj − bj ≥ |dxj(j+1) |

sign(dxj(j+1)) −
hj−bj

2dxj(j+1)
, else.
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Figure 2: A graphic example of the segmental features

described in Section 3.1.

3.2 Distance function

The distance function presented in this paper is based

on the features of Section 3.1 in combination with a seg-

mental curve distance function acting on the transformed

segments resulting from translation, angle and length

transformation. This paper presents a new curve dis-

tance function DCM-DTW based on dynamic program-

ming constructed to deal with the specific issues of dis-

criminating between handwritten curves. Since transla-

tion, angle and length differences between the segments



have been removed this function measures the distance be-

tween two curve segments aligned so that they share start

and endpoints.

3.2.1 DCM-DTW

The curve distance function presented here is called

DCM-DTW since it is a Dynamic Time Warping (DTW)

influenced distance function developed to discriminate

well between curves parameterized according to the DCM

method presented in Section 3. Points placed with DCM

are spaced unevenly on the curve as this method focuses

on retaining the shape information and not on providing

a smooth parameterization. For this reason a dynamic

programming method matching two such point config-

urations need to allow Point-to-curve matching in addi-

tion to traditional Point-to-point matching. Furthermore

as the number of points are few compared to traditional

arclength parameterizations, the directional vector used in

many implementations [1, 6], is no longer a stable feature.

Instead DCM-DTW makes use of the intermittent angle

θp of a point p defined as θp = arg(pǫ+ − p) − arg(p −
pǫ−), θp ∈ [0, 2π), where pǫ+, pǫ− denote the next and

the previous points at a distance ǫ on the curve.

To accomplish the desired flexible Point-to-Curve

matching, the closest point on each line segment of the

opposing curve is calculated for each point. Let Lj(t) =
tpj−1 + (1 − t)pj , t ∈ [0, 1] denote the line segment be-

tween points pj−1, pj on curve P = {pk}. Let t
Lj
qi =

argmint∈[0,1] ‖Lj(t) − qi‖ for a line segment Lj(t) on P
and a point qi on Q. With this notation the pseudo points

xj,r on the curve P w.r.t. the curve Q, both with n points

are defined as xP,Q
j,r = Lj(t

Lj
qr ).

A basic distance function between points or pseudo

points (x, y) is introduced as g(x, y) = ‖x−y‖+kθ‖θx−
θy‖, where kθ is a normalization constant for balancing

angle distance with coordinate distance.

A dynamic programming distance function

based on this premise has an alignment func-

tion Φ(k) = (φp(k), φq(k)) and transitions

(1, 0), (1, ξ), (ξ, 1), (0, 1), (1, 1) where the novel

(1, ξ) and (ξ, 1) transitions mark the transition to

or from the pseudo points in P or Q respectively.

The alignment function has the requirements that

Φ(1) = (1, 1),Φ(m) = (n, n). When adding tran-

sitions to the alignment functions the addition of

two ξ is defined by ξ + ξ = 1. The alignment

state (φp(r), φq(r)) = (k + ξ, j) is defined as

(pφp(r), qφq(r)) = (pk+ξ, qj) = (xk+1,j , qj). The

distance function dDCM (·, ·) can now be formulated as

dDCM (P,Q) = min
Φ

m
∑

i=1

g(pφp(i), qφq(i)) (3)

where the transitions (1, ξ), (1, 1), (1, 0) are disallowed

from states (φp(r), φq(r)) = (k + ξ, j), k, j = 1, . . . , n
and similarly (ξ, 1), (1, 1), (0, 1) are disallowed from

states (φp(r), φq(r)) = (k, j + ξ), k, j = 1, . . . , n.

As pointed out in [6] conventional DP-algorithms for

matching handwritten characters suffer from over-fitting

the prototype to the sample, and to improve the situ-

ation the simple distance function g(·, ·) has been up-

dated with a weight function f(·) : R → R which also

considers the situation in which the points differ. The

over-fitting problem for conventional DTW arises from

the fact that samples of classes with very curved strokes

such as the digit ’3’ differ much more than classes with

straight strokes such as the digit ’1’. Here the special

setting in which dDCM is applied (e.g. the curves share

start and endpoints). In this paper the weight function

f(x) = 0.2x2 − 1.1x + 1, x ∈ [0, 1] has been tested

by applying it as according to the minimal Euclidean

distance of the point pair (x, y) to their common base-

line defined by the start and endpoints. Let the baseline

be the line b(t) = p1 + ~vt,~v = pn − p1 and define

νx,y = argminv∈{x,y} dL(b, v), where dL is the orthogo-

nal distance between the point v and the line b. The mod-

ified distance function gDCM then becomes

gDCM (x, y) = f(min(νx,y, ‖pn − p1‖))·

(‖x − y‖ + kθ‖θx − θy‖).
(4)

The complete algorithm between two segments P =
{pj}

n
j=1 and Q = {qj}

n
j=1 can now be formulated as in

Algorithm 1.

Algorithm 1 DCM-DTW

for i, j := 1, . . . , n do

if i < n then

d(iξ, j) := g(xP,Q
i,j , qj) + min











d(i, j − 1)

d(iξ, j − 1)

d(i, (j − 1)ξ)
end if

if j < n then

d(i, jξ) := g(pi, x
Q,P
j,i ) + min











d(i − 1, j)

d(i − 1, jξ)

d((i − 1)ξ, j)
end if

d(i, j) := min















































d(i − 1, j) + g(pi, qj)

d(i − 1, (j − 1)ξ) + 2g(pi, qj)

d(i, (j − 1)ξ) + g(pi, qj)

d(i, j − 1) + g(pi, qj)

d((i − 1)ξ, j − 1) + 2g(pi, qj)

d((i − 1)ξ, j) + g(pi, qj)

d(i − 1, j − 1) + 2g(pi, qj)
end for

dDCM (P,Q) := d(n, n)/2n

3.2.2 Additivity and FDE

Unlike most single character recognition methods the

FDE has an intrinsic additive property in that it treats seg-

ments in an additive way by utilizing a linear distance

function of feature components that are normalized inde-

pendently in sample and database. The components can

be subdivided into segmental dS and connective dC com-

ponents, where the segmental distance components com-

pares two segments and the connective components com-



pares the connection between two pairs of segments. In

this paper the segmental distance component between two

segments (s1, s2) has been defined as

dS(s1, s2) = wA|a(s1) − a(s2)|+

wP dDCM (A12(s1), A21(s2)),
(5)

where one of the operators A12, A21 is the identity opera-

tor and the other operator aligns the start and endpoint of

the smaller segment to the longer segment. Figure 3 shows

an example of where all segments of a database prototype

have been aligned by such transformations to the sample.

The distance component dA between two pairs of at-

tached segments (s11, s12), (s21, s22) is similarly defined

as

dA((s11, s12), (s21, s22)) =

wL|λ(s11, s12) − λ(s21, s22)|+

wC |φ(s11, s12) − φ(s21, s22)|. (6)

Finally there is a distance component for non-

connected segments derived from the Normalized length

ratio as well as the non-connected features Normalized

vertical position and the Normalized segment gap as spec-

ified in Section 3.1. This distance component is denoted

by dN and is defined as

dN ((s11, s12), (s21, s22)) =

wL|λ(s11, s12) − λ(s21, s22)|+

wV |κ(s11, s12) − κ(s21, s22)|+

wG|δ(s11, s12) − δ(s21, s22)|. (7)

The distance component dC((s11, s12), (s21, s22)) for

a connection between two segments can now be defined

by combining Eq. 6 and Eq. 7 as

dC(·, ·) =

{

dA(·, ·) if segments are connected,

dN (·, ·) else.
(8)

The total additive FDE distance function dFDE(X,Y )
between two samples with segmentations S(X) =

{sX
i }

|S(X)|
i=1 and S(Y ) = {sY

j }
|S(Y )|
j=1 such that S(X) ∼

S(Y ) can now be stated as

dFDE(X,Y ) =

|S(X)|
∑

i=1

dS(sX
i , sY

i )+

|S(X)|−1
∑

i=1

dC((sX
i , sX

i+1), (s
Y
i , sY

i+1)).

(9)

Obviously this distance function is dependent on the

weights (wA, wP , wL, wV , wG) in Eqs. (5), (6) and (7).

For the additivity discussion, however, it will temporarily

be assumed that these weights have been set to some pre-

defined value. A small discussion on the optimization of

these weights follows in Section 3.2.4.

∪

Figure 3: A plot of one of the samples of class ’2’(dashed)

that found a best match to a concatenation of a simple

noise prototype with a prototype for ’2’ in the additive ex-

periment of Section 4.4. The lower right shows the aligned

segments of the concatenated model to the sample.

3.2.3 Additivity

It follows almost immediately from the components of

Eq. 9 that the novel distance function is additive according

to Definition 1. Consider a sample X of points with n seg-

ments {sX
j }n

j=1 distributed over m strokes and two pro-

totypes (samples) P,Q such that S(P ) ∼ {sX
j }

jP Q

j=1 and

S(Q) ∼ {sX
j }n

j=jP Q+1 for some segment index jPQ. For

simplicity let XP = {sX
j }

jP Q

j=1 and XQ = {sX
j }n

j=jP Q+1.

If these segments are matched individually to each other

the sum dFDE(P,XP )+dFDE(Q,XQ) can be written as

dFDE(P,XP ) + dFDE(Q,XQ) =

jP Q
∑

i=1

dS(sP
i , sX

i ) +
n

∑

i=jP Q+1

dS(sQ
i−jP Q

, sX
i )

jP Q
∑

i=2

dC((sP
i−1, s

P
i ), (sX

i−1, s
X
i ))+

n−1
∑

i=jP Q+1

dC((sQ
i−jP Q

, sQ
1+i−jP Q

), (sX
i , sX

i+1)) (10)

It is easy to see that the right hand side of (10)

is very close to being the definition of the distance

function for a combined model of P,Q to the whole

sample X . In fact the only differing part is clearly

the distance between the actual connecting segments

dC((sP
jP Q

, sQ
1 ), (sX

jP Q
, sX

jP Q+1)). If these segments are

connected then clearly setting β(P,Q,XP ,XQ) =

dA((sP
jP Q

,TP (sQ
1 )), (sX

jP Q
, sX

jP Q+1)) assures property

specified by (2), where TP is the translation operator to

the last point of P . Similarly the property specified by

(2) is assured if the equivalent translation operator TP+ is

the same as the one used for placing Q when adding two

samples P + Q by the + operation.

3.2.4 Component Weights

A problem that arises when differentiating a distance

function into separate components is the issue of how to

balance the output of every component. This paper does

not focus on the optimal setting of the weights that appear



in Eqs. (5), (6) and (7) however a coarse and workable

estimation may be obtained by viewing the weights as a

hyperplane and determining this hyperplane by SVM. One

way of doing this which was done to obtain an initial value

for all weights is to produce one positive element and one

negative set of distance components for each sample in the

training set. The positive element was obtained as the set

of distance components between a sample and the clus-

ter center which the sample belonged to and correspond-

ingly the negative element was obtained as the distance

components between the sample and the cluster center of

a neighboring class. The initial estimation of the weights

was then obtained as the hyperplane obtained through Lin-

earSVC as implemented in the osu-svm package [5].

A further merit of using linear distance components

with weights is that it is very easy to define secondary

zoom functions to further differentiate in recognition be-

tween top candidates in the recognition output, this how-

ever has not been experimented with in this paper.

4 Experiments

The experimental part of this paper can be divided

into three separate experiments. The first part evaluates

the novel segmental distance function dDCM described in

Section 3.2.1. The second part is focused on the perfor-

mance of the FDE described here in a conventional single

character recognition context. Finally an experiment eval-

uating the additive property has been conducted in a single

character context.

4.1 Data set

The data set used in all experiments is the 1a part of

the UNIPEN database containing on-line handwritten dig-

its [3] since it has been a popular choice in recent publi-

cations [1, 2, 6]. The data set was divided into one third

test set and two-thirds training set using the same tools as

described in [6]. However, unlike the previous papers pre-

processing included removal of some samples (observed

by clustering) of the classes ’0’, ’4’ and ’8’ which were

mislabeled (due to erroneous stroke segmentation). The

motivation for this is that this paper does not present a

method that primarily is involved with automatic train-

ing where such samples might be present. However, no

samples were removed from the test set since any method

needs to deal with bad and good input in the recogni-

tion phase. The preprocessing also included segmentation

according to Section 3. Some extremely short segments

bound to be noise were also removed at this stage.

4.2 Evaluation of DCM-DTW

It is of course difficult to evaluate the performance of

the segmental curve matching method individually. Since

it should discriminate well between single segments all

samples consisting of single segments were extracted both

from the training set and the test set. A recognition test

was made using all allographs in the training set to con-

struct a 1-nn classifier. The novel DCM-DTW method

was compared to the conventional DTW presented in [1].

The methods were compared both using the DCM-style

normalization of aligned endpoints and with the mass-

center normalization customary for other DP-matching

methods. The experiments revealed that DCM-DTW per-

formed better in the DCM-normalization case but also that

the additive FDE on single segments actually performed

well even compared to the normal DTW based on 32

evenly spaced and mass center aligned points (results in

parenthesis in Table 1). This shows that the DCM-DTW is

a good choice for the segmental curve matching and that

it is probable that the DCM-parameterization techniques

contains sufficient shape information on each segment.

Table 1: Recognition results on the single segment sam-

ples of the UNIPEN/1a data set (includes 469 single seg-

ment test digits of ’1’,’2’,’3’,’5’, ’7’ and ’9’)

Method Top-1 Top-2

DCM-DTW 98.93% 100%

DTW (MC) 97.87% (99.57%) 99.79% (99.57%)

4.3 Conventional SCR

The intrinsic composition of the additive FDE distance

function makes it sensitive to noise in the form of extra

segments. The segmental features of such extra noisy seg-

ments is highly stochastic and is thus likely to cause large

distance variations of some samples of the same class.

Similar samples of different classes therefore also run the

risk of being erroneously determined by the matching of

the noisy parts instead of the parts belonging to the actual

character shapes. This property suggests that noise should

be treated in another way than including it in the database

models. The next section shows a simple but effective

remedy to the problem. A next step in this research is

therefore to develop methods for removing the noise seg-

ments from the training set. For completeness, however,

some automatic tests have been carried out and the results

are presented below. The tests were conducted by using

the clustering algorithm presented in (reference omitted

for anonymity reasons) which produces a clustering well

suited for recognition. Since the method is sensitive to

extra noise segments the method requires a large number

of clusters to approach the state-of-the-art DP-matching

methods accounted for in [1, 6]. On the other hand the de-

finition of the similarity for segmentations limits the max-

imal number of actually compared prototypes as seen in

Table 2. Furthermore the FDE-method presented here re-

quires less storage and is faster and for that reason a larger

number of prototypes may be acceptable.

Table 2: Recognition results by using the Additive FDE

as a conventional SCR

Prototypes Max Compared Top-1 Top-2

228 33 85.74% 93.33%

491 135 91.46% 96.58%



4.4 Additive SCR with noise model

In this experiment two additional simplistic noise

models consisting of a single straight segment were added.

The aim of this experiment was both to validate the ad-

ditive principles of the recognition method presented in

this paper as well as to show that the novel method im-

plemented in this way has potential also for top single

character recognition results. The recognition was imple-

mented using the recognition graph technique presented in

[11] where the dictionary only consisted of single digits.

Since the noise models were not given a class the valid-

ity checks assured that any final recognition results cor-

responded to exactly one digit prototype combined with

zero or more noise prototypes (via the +,∪ operations

explained in Section 2). The recognition test was con-

ducted on the initial clustering of the data described in

Section 4.3, since any clustering conducted on a train set

containing noise for the additive FDE is bound to form

new clusters based on the appearance of noise. As seen

in Table 3 the performance on this original clustering was

increased with approximately 5% when the noise models

were added, which equivalently removed about 25% of

the recognition errors. This is very promising and shows

the power of the additivity property of the method pre-

sented in this paper. By just adding two prototypes to the

database, a large part of the samples which corresponded

to digits with noise, were handled. A graphical example

of an recognition error corrected in this way is shown in

Figure 3.

Table 3: A comparison of FDE-SCR on original cluster-

ing (as in Section 4.3) with additive recognition with a

Recognition Graph (RG)

Method Prototypes Max Compared Top-1

RG 170 N/A 83.57%

FDE-SCR 168 24 78.47%

5 Conclusions

This paper presents a novel additive single character

recognition method. The additivity property as defined

in this paper ensures that the single character recognition

method can be easily extended to treat cursive word recog-

nition. However, the additivity property also poses a prob-

lem when comparing the novel method to existent meth-

ods since it does not perform very well if trained on noisy

data. Experiments with simplistic noise models has shown

that the method is bound to perform a lot better if noise is

treated independently and future research will focus on

finding methods to remove the noise from a training set

in such a way that the clustering and prototype extraction

can focus on the actual shapes of the recognition targets.

The paper also proposes a novel segmental curve

matching algorithm to employ in the additive recognition

method as presented here. The algorithm has been val-

idated on all single segment samples in the UNIPEN-1a

database with better results than conventional methods.
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