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Abstract

In the larger context of handwritten text recognition sys-
tems many natural language processing techniques can
potentially be applied to the output of such systems. How-
ever, these techniques often assume that the input is seg-
mented into meaningful units, such as sentences. This pa-
per investigates the use of hidden-event language mod-
els and a maximum entropy based method for sentence
boundary detection. While hidden-event language models
are simple to train, the maximum entropy framework al-
lows for an easy integration of various knowledge sources.
The segmentation performance of these two approaches
are evaluated on the IAM Database for handwritten En-
glish text and results on true words as well as recognized
words are provided. Finally, a combination of the two
techniques is shown to achieve superior performance over
both individual methods.

1 Introduction

Unconstrained handwritten text recognition has reached
word recognition rates between 50% and 80% for lexicons
of 10,000 or more words [23, 26]. Therefore, handwriting
recognition starts to become attractive for applications be-
yond mail sorting [5] or check reading [9]. The retrieval of
handwritten documents has already been shown to be fea-
sible at the document level even for relatively low word
recognition rates [23]. However, natural language pro-
cessing techniques typically require a segmentation of the
(recognized) text into sentences. Examples are tagging,
parsing, summarization or machine translation. The goal
of this paper is to overcome the assumption of segmented
input text that we made in our previous work on the inte-
gration of parsing [27] and more generally, to close the
gap between the output of todays handwritten text rec-
ognizers and the required input for the above mentioned
natural language processing techniques.

Sentence boundary detection consists in inserting sen-
tence boundary tokens<s> into a stream of words. This
task is not trivial even when the stream of words does
not contain any recognition errors. Although the end of
a sentences can almost always be found at a sentence final
word (., ...,!,?,:, or ” ) ambiguities result around abbrevi-
ations, quotation marks, etc. (see Fig.1 for an example).
In the presence of recognition errors sentence boundary
detection becomes significantly harder. We no longer can

1) The summonses say they are ” likely to persevere in such
unlawful conduct . ”<s> They ...

2) ” It comes at a bad time , ” said Ormston .<s> ” A
singularly bad time ...

Figure 1 . Typical ambiguity for the position of a sen-
tence boundary token <s> in the context of a period
followed by quotes.

rely on sentence final words, as the recognition process
can easily miss such words or hypothesize them in wrong
locations. In the context of speech recognition systems
the situation is even worse as sentence final words are
completely missing. To segment the output of automatic
speech recognition systems hidden-event language mod-
els are often used and it is that technique that is first in-
vestigated in this paper. Then, a different approach based
on maximum entropy is considered that has been reported
to perform well on printed text. Finally, the maximum en-
tropy based approach is integrated into the hidden-event
language model framework.

The rest of the paper is organized as follows. The fol-
lowing section presents related work. Section3 then intro-
duces the methodology of hidden-event language models
and the features used for the maximum entropy approach.
Experiments and results are presented in Section4 and
conclusions are drawn in Section5.

2 Related Work

To the knowledge of the author no prior work in the do-
main of handwritten text recognition exists. However,
the problem of sentence boundary detection has been ad-
dressed in various settings in the domain of speech and
language processing. For the segmentation of raw text
decision trees were used by [20, 18] where [18] also in-
vestigated neural networks. More recently, a maximum
entropy approach for the segmentation of printed text was
presented in [19] with the advantage that it achieves a
comparable performance to other state-of-the-art systems,
does not depend on syntactical part of speech (POS) tags,
and requires significantly less training data.

In the case of the segmentation of the output of speech
recognition systems the use of language models that also
model hidden events (e.g. sentence boundary tokens<s>)
has been proposed in [22]. Later, these word based



hidden-event language models have been extended by in-
tegrating prosodic cues (duration, pitch, and energy) mod-
eled by decision trees [21]. As shown in [28], the perfor-
mance can further be improved by replacing the decision
trees with maximum entropy models that more tightly in-
tegrate words and prosodic features.

3 Methodology

This section presents the techniques that are investigated
for the sentence boundary detection. The task is to find
the best sequence of boundary eventsT = (T1, . . . Tn)
for a given word input streamW = (W1, . . . Wn) where
Ti ∈ {<s>, ∅}.

The first two subsections cover the hidden-event lan-
guage model technique, the maximum entropy modeling,
and a motivation for the features used in the proposed ap-
proach. Then, the integration of maximum entropy mod-
els into the hidden-event language modeling technique is
explained. Finally, the handwritten text recognition sys-
tem is described.

3.1 Hidden-Event Language Models

Hidden-event language models for text segmentation were
introduced in [22]. They can be considered a variant of
the widely used statisticaln-gram language models [10].
The difference arises from the fact that during the train-
ing of the hidden-event language models the events to de-
tect (sentence boundary tokens<s> in our case) are ex-
plicitly present, while they are missing (or hidden) dur-
ing the recognition phase. For the segmentation of an in-
put word sequence with missing sentence boundaries, this
language model is then used in a hidden Markov model-
ing (HMM) framework. The states represent the presence
or absence of a sentence boundary event for each word
and the transition probabilities are given by then-gram
probabilities. For the generation of the final sequence of
boundary events and non-boundary events the forward-
backward algorithm [3] is used to compute the most likely
overall sequence of boundary eventsT ∗.

T ∗ = argmax
T

p(T |W ) (1)

For the experiments in this paper4-gram language
models with interpolated Kneser-Ney smoothing [8, 14]
are first trained from different text sources. The vari-
ous language models are then linearly interpolated where
the interpolation weights are computed using expectation
maximization according to [11].

3.2 Maximum Entropy

Maximum entropy models have been successfully used in
a wide variety of applications as they can easily handle
thousands of features and the model training procedure
is proved to be able to converge to the uniquely defined
global optimum. See [4] for an excellent introduction.
The model that is trained in the maximum entropy frame-
work is of the following exponential form:

. . . 12 tomorrow . Mr. Michael . . .
wi−2 wi−1 wi wi+1 wi+2

Feature Set Features at Positioni
Word wi−2(12), wi−1(tomorrow), wi(.),

wi+1(Mr.), wi+2(Michael)
Bigram bi−1(12 tomorrow), bi(tomorrow .),

bi+1(. Mr.), bi+2(Mr. Michael)
Capital c5(0a.AA), c3(a.A), cl(0a)

cr(AA)
Line Break l(none)

Figure 2 . The feature sets used for maximum entropy
modeling. The example corresponds to a sentence
boundary after word wi. Capital refers to the features
derived from capitalization of the words.

pλ(c|x) =
1

Zλ(x)
exp

∑
i

λifi(x, c) (2)

wherepλ(c|x) represents the posterior probability of class
c (c ∈ {<s>, ∅} in our case) given the contextx. The
fi(x, c) ∈ {1, 0} correspond to the binary features that
are derived from both the contextx and the class label
c. The feature weightsλi are estimated on the training
data. These weights represent the only free parameters of
a maximum entropy model for a given set of features. Fi-
nally, Zλ(x) normalizes the exponential part of the above
equation as follows

∑
c pλ(c|x) = 1. In its standard form,

all features in a maximum entropy model are of a binary
form indicating either the presence or absence of a feature.

For the maximum entropy model of this paper four dif-
ferent feature sets are used that are extracted from the con-
text of five consecutive words surrounding each potential
sentence boundary location (i.e. after every word of the
word input stream). See Fig.2 for an example. Please
note, that the features shown in Fig.2 follow the usual
convention where only those features are shown that have
a value of1. The simplest feature set directly uses the in-
dividual words in the window and the bigram feature set
consists of the four word bigrams that can be found in the
same context. The third feature set (’Capital’ in Fig.2)
maps all five words of a context into a single word. Each
word is represented as a single character ’A’ or ’a’ depend-
ing on the capitalization of the first character of each word.
Numbers are mapped to ’0’ and other words (such as sen-
tence final words ., ...,!,?,:, or ” ) are preserved as they
are. The previous feature set is motivated from the ob-
servation that the correct capitalization is often preserved
even in the case of misrecognized words. These features
can be particularly valuable when a sentence final word
has been deleted in the recognition process but they also
serve as backup features in the case of unknown words or
words that have been observed only very few times during
the training of the maximum entropy model. Finally, the
layout of the written text should also be represented in a
set of appropriate features. The presence and positions of



titles, paragraphs, lists etc. does not seem to be very hard
to detect but can provide very strong cues for the ending of
sentences. As a weak indication of the end of a paragraph
only the presence or absence of a line break after wordwi

is used as a feature in this paper.
The experimental setup used in this paper differs in a

number of ways of the methods described in [19]. Most
importantly, we have to segment recognized words (in-
stead of knowing the true words). As a result, sentence
boundaries can appear after each word and not only at sen-
tence final words. For the features we also include word
bigrams to take advantage of frequent sentence endings or
sentence starts. We also attempt to exploit the layout of
the document by taking into account the position of line
breaks.

3.3 Model Combination

For the combination of the hidden-event language model
with the maximum entropy based sentence boundary de-
tection system the integrated HMM scheme described
in [21] is used. The original task of finding the opti-
mal sequenceT ∗ for a given word sequenceW is ex-
tended to take into account additional informationX =
(X1, . . . Xn) related to the input word sequence.

T ∗ = argmax
T

p(T |W,X) (3)

In contrast to a HMM based hidden-event language
model the states of the integrated model do not only emit
words, but information gained from additional knowledge
sources in the form of likelihoodsp(Xi|Ti,W ) as well.
In [21] the required likelihoods are obtained from the out-
puts of decision trees computed from the prosodic fea-
tures extracted around word boundaries. In our case the
required likelihoods are derived from the posterior prob-
abilities estimated by the maximum entropy model. This
concept has also been successfully used for the joint seg-
mentation and classification of dialog acts [28].

3.4 Handwritten Text Recognizer

The recognizer for unconstrained handwritten English
texts used in the experiments reported below is based on
hidden Markov models (HMM). It is derived from a sys-
tem described in [16]. The main recognition step consists
in Viterbi decoding [24] supported by a word bigram lan-
guage model. For language model smoothing we use the
Good-Turing technique[7] together with Katz-backoff to
lower order models[13].

Substantial performance improvements over [16] were
achieved through the following extensions: We use mix-
tures of eight Gaussians instead of a single Gaussian and
optimize the number of model states individually per char-
acter [25] instead of using a single global number of states
per character model. In contrast to other works in the do-
main of handwritten text recognition, the integration of the
word bigram language model is optimized as described
in [26].

Table 1 . Cross validation set definition. All meta pa-
rameters will be optimized on one set and applied on
the other set and vice versa leading to average per-
formance measures over the 400 sentences.

Name Sentences Words Recognition Accuracy
Set 1 200 3995 70.5%
Set 2 200 3936 76.5%
Total 400 7931 73.5%

4 Experiments and Results

The description of the experimental setup in the first sub-
section covers the handwritten material and the metrics in-
volved in system optimization and evaluation. Section4.2
explains various optimization steps of the applied tech-
niques. The final Section4.3 reports cross-validated re-
sults of the best configuration of the hidden-event lan-
guage modeling technique, the maximum entropy ap-
proach, as well as the combined system.

4.1 Experimental Setup

For the text segmentation experiments the same 400 sen-
tences extracted from the offline IAM Database [17] have
been used as in previous work [26] . For this paper the
400 sentences are divided into two cross validation sets of
200 sentences each, written by two disjunct sets of per-
sons. As the recognizer has been trained on handwritten
text written by writers which are not present in the two
validation sets the experimental setup is writer indepen-
dent. By using both the transcriptions and the best rec-
ognizer output all experiments can be carried out for two
conditions. First, thetrue words conditionrefers to a setup
that assumes a recognition accuracy of 100% by using the
transcriptions of the sentences. When the 1-best output
of the handwritten text recognition system as described
in [26] is used, the experiments can be carried out under
the recognized words condition. See Table1 for details
of the cross validation sets and its corresponding word
recognition accuracies. For all segmentation experiments
the 200 sentences of each cross validation set (under both
true words conditions and recognized words conditions)
are concatenated to a single stream of words that is then
fed into the sentence boundary detection systems.

For the optimization and evaluation of sentence
boundary detection systems appropriate performance met-
rics have to be defined. As this paper concentrates on
the sentence boundary detection alone, and does not con-
sider a specific application for which the sentence seg-
mentation could be optimized, two different metrics will
be used to allow a more detailed analysis of the sys-
tems performance. The first metricNIST-SU[1] evaluates
the segmentation error based on the reference sentence
unit boundaries. It is defined as the number of missed
and inserted sentence boundaries (i.e. false alarms, or
FA) normalized by the number of reference boundaries.
The second metric is theF-Measurethat is widely used
in the domain of information retrieval. It is defined as



Reference w.w.w|w|w.w|w.w.w.w|
System w.w|w.w.w.w|w.w.w.w|
Counts ...F.M.M...C.......C

Metric Errors/Counts Reference Rate
NIST-SU 1 FA, 2 miss 4 boundaries 75%
Recall 2 correct 4 boundaries 50%
Precision 2 correct 3 boundaries 67%
F-Measure 57%

Figure 3 . Performance metrics used for the evalua-
tion of the sentence boundary detection systems. An
F corresponds to a false alarm (FA), while missed
sentence boundaries are indicated with an M. For cor-
rectly recognized boundaries the letter C is used.

Table 2 . Validation set perplexities for hidden-event
language models that have been trained on differ-
ent corpora. The perplexity values are computed un-
der both true words condition (True) and recognized
words condition (Rec.)

Cond. Rec. IAM LOB WC Brown Int.
True 152 276 299 322 175
Rec. 108 209 363 433 406 230

2×Recall×Precision
Recall+Precision whereRecall measures the percent-

age of the detected sentence boundaries andPrecisionis
computed as the percentage of the true sentence bound-
aries among all sentence boundaries hypothesized by the
segmentation system. See Fig.3 for an illustration of the
performance metrics defined above.

4.2 System Optimization

This section reports the system optimization steps that
have been carried out for both the hidden-event language
model based segmentation as well as the segmentation
system relying on the maximum entropy approach. For
the training of the hidden-event language models various
text sources were used. In addition to the transcriptions
of the IAM Database, the entire LOB corpus [12] is used
after all sentences contained in the cross validation sets
have been removed from both the transcriptions and the
LOB corpus. Furthermore, language models were also
trained on the Brown corpus [6] and the Wellington corpus
(WC) [2]. The perplexity of the corresponding hidden-
event language models was then measured on the first val-
idation set. Table2 reports the measured perplexity val-
ues under both true words condition (row ’True’) and rec-
ognized words condition (row ’Rec.’). As expected, the
perplexity values under the recognized words conditions
are substantially higher than the perplexity values under
the true words conditions1. The best hidden-event lan-

1 The very low perplexity of the language model trained on the recog-
nized words of the second validation set (column Rec. of Table2) does
not directly reflect the quality of that language model. It is the result
of not taking into account the out of vocabulary words found in the first

Table 3 . The Effect of adding feature sets for maxi-
mum entropy modeling using recognized words. The
first validation set was used for training and and the
second validation set for testing. W: Word features,
B: Bigram features, C: Capitalization features, and L:
Line break feature.

Features NIST-SU F-Measure
W 60.5% 71.3%
W + B 54.5% 72.3%
W + B + C 41.5% 74.8%
W + B + C + L 35.0% 80.1%

guage models are obtained through linear interpolation of
the individual4-gram language models (column ’Int.’ in
Table 2). For the true words condition the average in-
terpolation weights found by the optimization procedure
(see Section3.1) are 0.37 for the transcriptions of the IAM
database, 0.33 for the LOB corpus, 0.15 for the Welling-
ton corpus, and 0.15 for the Brown corpus. In the case
of the recognized word conditions the lowest perplexity
rates are obtained when the 1-best output of handwritten
text recognizer is also used for language model training.
The average interpolation weights are 0.08 for the recog-
nized texts, the Wellington corpus, and the Brown corpus.
Higher weights of 0.37 are assigned to both the transcrip-
tions and to the LOB corpus.

For the optimization of the maximum entropy based
segmentation system the use of the different feature sets
introduced in Section3.2 is measured and the resulting
NIST-SU error rates and F-Measure scores under rec-
ognized words condition are reported in Table3. The
simplest system relies on single word features only and
achieves a NIST-SU segmentation error of 60.5% and a
corresponding F-Measure of 71.3%. The results provided
in Table3 indicate how each feature set further improves
the segmentation performance. It is interesting to see that
a substantial improvement results from the addition of the
line break feature even in the presence of many line breaks
that do not correlate with the end of a sentence. This ob-
servation confirms the importance of features that repre-
sent the layout of a document for a sentence boundary de-
tection system.

4.3 Evaluation

The evaluation of the individual sentence boundary detec-
tion systems is carried out under the both true words con-
dition and recognized words condition. All performance
scores reported in Table4 are averaged over the two val-
idation sets as follows. In a first experiment the first val-
idation set is used to optimize parameters and the perfor-
mance of this system is measured on the second validation
set. The validation sets are then switched for the second
experiment.

For the system based on hidden-event language mod-
els only the final language models interpolated from all

validation set.



Table 4 . Final results for both true words and recog-
nized words. The first table reports the performance
under true words condition while the second table
provides the corresponding scores under the recog-
nized words condition. HE-LM, MaxEnt, and Comb.
refer to hidden-event language model, maximum en-
tropy, and combination.

True Words NIST F-Msr. Recall Prec.
HE-LM 4.5 97.8 97.3 98.3
MaxEnt 6.0 97.0 97.3 96.8
Comb. 2.5 98.8 99.0 98.5

Rec. Words NIST F-Msr. Recall Prec.
HE-LM 43.0 77.6 74.5 81.0
MaxEnt 41.3 76.9 69.3 86.9
Comb. 40.5 79.8 80.0 79.6

available text sources are used. The maximum entropy
system incorporates all investigated feature sets. Finally,
in the case of the sentence boundary detection system in-
tegrating the hidden-event language model and the maxi-
mum entropy based technique equal weights are used for
the two techniques. As no attempt was made to opti-
mize these weights, the reported performance of the com-
bined system can be interpreted as a conservative estimate.
The measured performance under true words condition
demonstrates the effectiveness of the techniques investi-
gated in this paper and confirms the very high accuracy
rates reported in the literature for this task.

The comparison of the performance of the hidden-
event language model with the maximum entropy based
approach under recognized word condition suggests that
the maximum entropy based approach might be more ro-
bust in handling recognition errors than the hidden-event
language model. This impression is further supported
by the fact that (due to resource constraints) the max-
imum entropy based method is only trained on recog-
nizer output, the transcriptions of the IAM database and
the LOB corpus (in contrast to the hidden-event language
model, that is also trained on the Wellington corpus and
the Brown corpus). The achieved performance of the com-
bined system under recognized words condition is very
encouraging. Even in the presence of a significant amount
of recognition errors it is possible to detect 80% of the sen-
tence boundaries without introducing an excessive amount
of false alarms.

5 Conclusions and Outlook

This paper addresses the problem of the detection of sen-
tence boundaries in the output of a state-of-the-art hand-
written text recognition system. Two sentence boundary
detection techniques depending on hidden-event language
models and maximum entropy are investigated. First, a
separate optimization of the two systems is performed
leading to encouraging segmentation rates under recog-
nized text condition. The integration of the output of
the maximum entropy approach into the hidden-event lan-

guage model framework is then shown to outperform both
individual models.

Future work will involve larger validation sets and
more text data to train the hidden-event language models.
Instead of integrating the output of the maximum entropy
approach into the hidden-event language model, an inte-
gration of the output of the hidden-event language model
into the maximum entropy framework should be investi-
gated as well. Finally, the use of conditional random fields
as suggested in [15] seems to be promising.
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