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Quelques résultats sur la commande optimale avec contraintes
d’inégalités sur I’état

Résumé : Dans cet article nous étudions la commande optimal quadratique avec contraintes d’inégalités
sur ’état. Les conditions nécéssaires sont formulées comme un systéme linéaire de complémentarité.
Quelques propriétés structurelles de ce systéme sont éxaminées. Nous montrons ensuite comment ce
probléme peut bénéficier d’une étude via lle processus de rafle d’ordre élevé, qui est une inclusion diffé-
rentielle & distribution. La théorie géométrique de ten Dam est ensuite utilisée pour étudier les propriétés
qualitatives des trajectoires optimales.

Mots-clés : Systémes de complémentarité, analyse convexe, inclusions différentielles & mesure, dyna-
mique zéro, algorithme & pas de temps, constraintes sur I’état, probléme & valeurs frontiéres, processus
de rafle de Moreau.
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1 Introduction

Optimal control with state constraints is a topic of major importance, and which has attracted the atten-
tion of researchers since a long time [57], see [34, 28, [T3], 26] to cite a few. Most of these works study the
first order necessary conditions stemming from Boltyanskii-Pontryagin’s maximum principle. Dynamic
programming under inequality state constraints is examined in [5l B8], and second order optimality con-
ditions are studied in [31]. The qualitative properties of optimal trajectories are studied in [28, B4 [25],
while their regularity properties are examined in [58]. Numerical studies have received attention in [42], 6]
and applications are presented in [9, 8, [7, Bl B5]. The optimal control of systems with inputs which are
measures has also received attention, without state constraints [51), 3|, B3], and with state constraints
[45, B5]. The theory of systems with distributional inputs is progressing significantly [I7, 43, 21], so that
it becomes possible to consider control problems involving inputs which are higher order distributions
basing on a solid ground. A further motivation for considering higher degree distributions, will be ex-
plained next. However as we shall see later, even problems with a continuous optimal controller, may
involve higher degree distributions in the costate differential equation.
The following Bolza problem is of interest

. IR T T 1 T
minimize,yco (1) = 5 /O [o(t)7 Qu(r) + w(t)” Ru(t))dt + (T3 Fa(Ty) (1)

subject to

z(t) = Az(t) + Bu(t), (0) = Zo, z(Th) = T1

(2)
w(t) =Czx(t)+ D >0

where A, B, Cand D are constant matrices, (A, B, C) is a minimal state space representation, Ty, Z; €
® = {z| Cx + D > 0}, U is the set of admissible inputs, w(t) € R™, u(t) € R"™, z(t) € R" and
Q=Q" >0, R=R" > 0 (the Legendre-Clebsch condition). This is a particular example of optimal
control of a dynamical system with state constraints. The least requirement for problem (l)-(®) to possess
a solution in U is that Z; belongs to the reachable set from Zy, 0 < T} < +00. A fundamental ingredient
is therefore U, as illustrated by example B This example shows that distributions can easily appear in
unilaterally constrained controlled systems. Clearly then the formulation of the optimal control problem
in (@)- (@) will have to be modified so that the integral action makes sense. This will be the object of the
first part of this paper and detailed in the next sections.

It is noteworthy the strong similarities between this optimal control problem, and the so-called con-
tinuous linear programming problem (CTLP) [3, 6], introduced by Bellman [6] to model some economic
processes

maximize / T (t)x(t)dt
[0,11]

subject to: H(t)z(t) + /Ot G(s,t)x(s)ds < a(t)

z(t) > 0,t €[0,Ty]

When the integrand of I(w) in (@) is linear in x(-) and u(-), then the linear optimal control problem
with both state and input constraints, is a particular case of the CTLP in ) [46]. The optimal control
problem ([I) @) and the dual problem of the CTLP in (B) share important features concerning the
presence of higher degree distributions in their solution [46] [3, §2.2], and the need for time-stepping
numerical algorithms to numerically solve them. Some macroeconomics models directly yield optimal
control problems with unilateral state constraints and optimal controllers with singular measures [21].
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4 Brogliato

This is why we will embed the optimization problem () () into a suitable framework which allows us
to rigorously take into account the possible presence of higher degree distributions.
The first order necessary conditions for the optimal control problem in () &) can be formulated as

[26, @7, 50, B8]
()= (6 "0 ) (G )+ (er o

2(0) = Z0,(Th) = F2(Ty) + CTy+ B = F21 + CTy+ B=m  (b) (4)

0<w(t)=Cx(t)+D LAt) >0 (c)

where n(t) € R", 0 < v € R™, yI(Cx(T1) + D) = 0, 3 € IR", and the optimal control is given on
intervals where 7(-) is a function by

u(t) = argmax, .y —%UTRU +nt)'Bu| = R7'BTy(t) (5)

An implicit assumption which allows one to write both (@) and (@) is that the multiplier ) is a measure.
If not then both () and (@) have to be generalized to be meaningful. This is the first objective of this
work. In this paper the optimal trajectory and optimal controller will not be given a special notation
in order to lighten the presentation. The values of the multipliers v and § can be calculated from some
boundary conditions [I3|, §2.8]. If «(71) is not specified and F' = 0 then n(71) = 0. We assume that the
Slater constraint qualification (3 = such that Cz + D > 0) is satisfied and that the problem () @) is
normal, a property that is related to the controllability of the constrained system (see e.g. [47, Propositon
4.1] in case A is a measure). We conjecture that reachability and normality hold for »** > 2 by taking
u(-) in an enlarged set of distributions that will be described later (see section BH). From a general
point of view however, the controllability problem for ) remains open and we will not tackle it here
(see Appendix [Cl for some preliminary hints). In the sequel we shall denote 77 = (27, nT), (A, B, C) the
triple associated to the system in @) (a) (c), which we shall often refer to in the sequel as the necessary
conditions system. It is clear that if A(¢) is a measure, then from @) (c)

~CTA() € Oa(a(t)) (6)
(using [23, Proposition 1.3.11] on differentiation of convex functions) and

supp(A) C {t| Cz(t) + D =0} (7

It is noteworthy that when X is not a function (e.g. a Dirac measure), then the meaning of the
inclusion in (@) has to be stated rigorously, see [}, Section 2] or [32, p.76]. Then the dynamical system in
@) (a) (c) may be viewed as a measure differential inclusion

&(t) — Az(t) € Oy (2(t) (®)

with ® = {Z|CZ 4+ D > 0}, and where a state reinitialisation mapping is missing in @) (let us notice
from () that the control input u(-) must be a continuous function of time (even analytic) everywhere
outside supp()\)). However as we shall see in section B, in general one has to resort to a more complex
formalism to correctly handle @#). Except if additional constraints are added to @) to assure that X is
a measure, then the formalism in (@) and especially the complementary slackness condition @) (c) are
meaningless. When m = 1, the relative degree r of the triple (4, B,C) in @) is twice the relative degree
% of the triple (4, B,C) in @) [52] (what we call the relative degree in this paper is often referred
to as the constraints order in the optimal control literature [28]). We will say that the triple (4, B, C)
has a uniform vector relative degree 7 if the matrix CA™" " ~1B € IR™*™ whose entries are the scalars
C;A™""~1B;, is full rank, and C;A*"'B; =0forall 1 <i<m, 1 <j<m,and k < r¥% —2.

INRIA
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. OH (x,n)
Remark 1 It is known [50, 58] that @) (a) (¢) is a Hamiltonian system of the form (t) = J ( o) )—i—
an

( Onxn > CTX, J= < Onxn In ), whose unconstrained part has the Hamiltonian function

—In _In Onxn
1o -Q AT -
H(l’ﬂl)—§$ <A BR-1BT )33 )
Notice that in [@) u(t) = argmax,cy H(z(t), u,n(t)) with
1 1
H(z,u,n) = —§xTQa: - iuTRu +n? (Az + Bu). (10)

Let us assume that \ is a measure. Defining the nonsmooth Hamiltonian function H,s(z,n) =
H(z,m) + Yo (x) (equivalently H,s(z,m) = H(z,n) — A\T(Cx + D) and X\ in ) c)), one sees that @)
can also be rewritten as (—n(t),&(t)) € OH,s(x(t),n(t)), where J is the subdifferential of convex analysis.

Remark 2 The support condition (@) is fundamental. It will also hold when X\ is a distribution of higher
degree. It implies that in the problem we are examining, the control u and costate n are allowed to have
a degree larger than 1, only at junction times.

In this paper we provide a framework that allows us to give a meaning to the dynamical system in
@) (a) (c) when X is not a measure; in particular new multipliers are introduced and it is shown that
this framework may be useful even if the optimal controller u(-) is a function (but the costate n may be
a distribution). This allows us to introduce a generalized action I(u) that handles distributional cases.
Then we provide a detailed study of what happens at the entry times, using the geometrical approach
of ten Dam. This allows us to generalize some results on the existence (or non-existence) of entry states
for odd relative degree systems, and to tackle the multivariable case. Finally a study of boundary arcs is
proposed using complementarity theory. All these tools are introduced for the first time in the context of
optimal control with inequality state constraints and are proved to significantly improve the qualitative
knowledge of the optimal trajectories. The approach also paves the way towards the design of time-
stepping numerical algorithms to solve the BVP in (#), thereby providing nice alternative to multiple
shooting schemes.

The paper is organised as follows: in section Bl some properties of the system in (@) (a) are proved. In
section Bla distributional differential inclusion is presented in which the system in @) (a) (c) is embedded;
the properties of its solutions are recalled. In section Hl the geometric approach of ten Dam [20, [T9] is
used to study the behaviour of the trajectories of ) at junction times. In section B the behaviour of
the system when trajectories of ) (a) evolve on the boundary of ®, is analysed. Some mathematical
definitions are recalled in Appendix[Al An example of a function that belongs to the considered space of
solutions is given in Appendix [Bl Preliminary results on controllability of @) are in Appendix

Notation and nomenclature: entry time and state (state on the boundary followed by a boundary
arc), exit time and state (state on the boundary followed by an interior arc), contact time and state (state
on the boundary coming from an interior arc), touch time and state (state coming from an interior arc
and followed by an interior arc), junction time and state (entry, contact, exit, touch time and state), CP
(complementarity problem), LCP (linear CP), ¢x (the indicator function of a set K [27, p.82]), 01k (the
subdifferential of the indicator of a convex set K [23], p.67]), supp(T") (the support of a distribution 7" [22]
p.142]), z > 0 (x is not zero and the first nonzero element of the vector z is positive) , = (the first nonzero
element of the vector z is positive), similarly for < and <, o¢(t) = f(¢t7) — f(¢7) the jump of the function
f () at time ¢, BV (bounded variation), RCLBV (right continuous of local bounded variation), RCSLBV
(right continuous of special local bounded variation), BVP (boundary value problem), IVP (initial value
problem), §; the Dirac mesure at t, 0™ = (0,...,0)" € R™, 0,, = (0™)T, I, is the n—identity matrix.
Contact times are denoted as 7 (when only one contact is analysed) or t; when a sequence of contact
times is examined, FEy(h) denotes the set of jumps of the function A(-). e; is the i—th unit vector of R";
a function in C§°(I) is infinitely differentiable and with compact support.

RR n° 5992



6 Brogliato

2 Some properties of the necessary conditions system

The next Lemma is important for the well-posedness of @) (a) seen as an IVP (2(07) = xo, n(07) = ),
and will also be useful for the qualitative analysis of the BVP solutions, see sectionsHland Bl We consider
R =1, and m =1 in Lemma[ll

Lemma 1 Ifr** =1, then the leading Markov parameter of the triple (fl B C’) is M2 = —CBBTCT <
0. More generally if the transfer function of the triple (A, B,C) in (&) has relative degree r** > 2,
the leading Markov parameter of the triple (A, B,C) is M )= = (=D)"""cAT T IB(CATT BT (=

CA= 1B)
Proof: Let us denote A = A BB! = A Ay and A" = AY) Agr) for somer > 1
' “\e —am )74 4 “Lap A =

The first assertion of the Lemma is a simple calculation with A = BBT and M(®) = —CA{’CT. The

leading Markov parameter we want to compute is M*+? = (C 0)A*+1(0 — )T = —C APV T,
If ¥ = o+ 1, then CA'B = 0 for all 0 < i < o — 1. Our objective is to show that M (2ot2) =
(-1t CA*BBT(AT)*CT, a > 1. By direct calculation we have for any integer i > 1

A9 = A AL A5V

(11)
A (i+1) _ A(l)BBT AS)AT
It follows that
N 2a—1 , . ' ~
AéQQ) _ Z (_1)1+1A§1)BBT(AT)20¢—1—1 N Agl)(AT)Qoz—l (a)
i=1

(12)

~ 2a .o~ . ~

A (2a+1) Z(—l)zAgl)BBT(AT)Qa_’L + Agl) (AT)Qa (b)

=1

This can be shown using () and then by induction. From () it follows by induction that Ag"‘)
A*+ L, (Q) where L, (Q) is some matrix depending on the matrix Q. Indeed let us assume that Aﬁ“” =
A1 4 L, 1(Q). Then AY = (A1 4+ L, 1(Q)A+ AY™VQ = A" + Li(Q) with Li(Q) = L;_1(Q)A +
flg*l)Q. Using (T and since A; = A and A§2) = A% 4+ BBTQ the proof is complete. From (Z) (b) one

2c

deduces that M (2+2) = Z(—1)”1021@BBT(AT)Q"‘_iCT—FCAgl) (AT)2>CT . Assume for the time being

=1
that CL;(Q)BBT(AT)?~iCT = 0forall 1 <i < « (the terms with a+1 < i < 2a need not be considered
2

as CA'B =0 for all 0 < i < o —1). Then we obtain M (22+2) = Z(—l)”lCAiBBT(AT)zO‘*iCT and
i=1
the only nonzero term in this sum is for i = a. Therefore M(2*+2) = (—1)+1CA*BBT(AT)*CT.
To end the proof, it can be shown again by induction using [I2) that L;(Q) is composed of terms of

the general form A7 By or % BT (A7), with 0 < j < i—2 and % is some matrix. Indeed one has L;(Q) =
i—3

L, 1(Q)A+ A(l 1)Q, as shown above. Assume that L;_1(Q) = ZA]B* + % BT (AT)7. Then L;(Q) =
=0

-3 ‘ » =

3" ATBxA + % BT(AT)H + ATV Q. One concludes from (). Thus CL;(Q)BB” (AT)**~iCT = 0

§=0

for all 1 <14 < « as required.

INRIA
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Lemma, [ continues to hold for systems with a uniform relative degree and m > 1 (recall that C' €
IR™ ™) since CA*B = 0 for all 0 < i < r“* — 2 in this multivariable case also. In such a case, having
M@ ¢ R™ ™ full-rank implies that the vectors C! are independent, where C; is the i—th row of C,
and B has rank m.

Example 1 Consider the system

{tl(t) = (El(t) + (Eg(t)

io(t) = x3(t)

{t3(t) = (E4(t) + (E3(t)

T4 (t) = xa(t) + x6(2) (13)
j35(t) = l‘5(t) + Jil(t)

a6 (1) = u(t)

w(t) =x1(t) >0

Then % =5, CA*B =1 and M0 = —1.

Let us introduce a canonical state space representation for the system ([l, B,C, D). This is a canonical
representation which makes the so-called zero-dynamics explicitly appear. It will be useful for some
subsequent developments (see also remark Bl iv)). For a triple (A, B,C), with input A € IR™, output
w € IR™, and uniform relative degree r > 1, it reads [48]:

21(t) = 22(2)
Zo(t) = 23(t)
Z3(t) = 2a(2)
51(t) = 2 (8) (14)

4(t) = CATW15(t) + CA™ ' BA(t)
£(t) = Agl(t) + Bez (1)

w(t) = z1(t) + D, z1(t) = Cx(t)
2(07) = zp.

We call it the Z—dynamics, and the full-rank state transformation matrix is W: z = W# (E) We
denote 7 = (z1,...,2,). In the sequel, the components of Z and of z will both be denoted as z;, except
if not clear from the context. Since the zero dynamics plays an important role in the systems we are
dealing with, the following is of interest.

Lemma 2 Let m = 1. Consider the z— and Z— canonical forms that correspond to the systems (A, B,C)
in @) and (A, B,C) in ), and let us denote the transitions matrices of their zero dynamics as A¢ and
1215 respectively. Then if o is an eigenvalue of A¢ with multiplicity m,, —o and o are both eigenvalues of
flg, both with multiplicities m,,.

Proof: Let Q > 0 and let L € IR™*™ be such that L”L = Q. The transfer function that corresponds
to the operator \ — w in @) is equal to Hyx(s) = C(sla, — A)™'B = G(s)G(—s)(1— H*(s)H(s))~" |52,
where G(s) is the transfer of the triple (A, B, C) in [@). H(s) is the transfer matrix of the triple (A, B, L),
H*(s) is the transfer matrix of the triple (—AT, LT BT), i.e. the adjoint system to (4, B, L) [54, p.280].
Consider now the two ZD canonical forms associated to the systems in ([#) and (@), respectively. From
Lemma [ one has £ € R"™"" and £ € R* ™" From the fact that Hyx(s) = G(s)G(—s)(1 —
H*(s)H(s))™"' and since the &-dynamics corresponds to the numerator B(s) of the transfer function
G(s), we deduce that the roots of the polynomial B(«)B(—«a) = 0 are modes of the matrix A¢. Since the
order of B(a)B(—«) is precisely 2(n — r*"), the result follows. [ |

IClearly a similar transformation can be applied to (A, B,C), and we then call the obtained representation the
z—dynamics.

RR n° 5992
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We therefore have a complete description of the triple (A4, B,C) in (@) in terms of its relative degree
and zero dynamics.

3 The higher order Moreau’s sweeping process

3.1 Presentation of the differential inclusion

Let us consider the system in @) (a) (c) and let us forget for the time being that it may represent the
necessary conditions of the maximum principle. An important point is first to understand the dynamics
of such a dynamical system involving complementary-slackness conditions. For instance, what is the
meaning of A > 0 if A\ is not a measure (distributional multipliers may easily be needed to integrate
@ (a) (c))? To this end let us recall some facts about the higher order sweeping process (HOSP) as
it is introduced in [I 2], which provides a rigorous framework to study the dynamics in @) (a) (c),
and extends the well-known first and second order sweeping process (see references in [I]] and [T}, §5.3]
for a non-mathematical introduction). Roughly speaking, the HOSP is a specific differential inclusion,
whose solutions are distributions, and which permits to give a meaning to the system (@) (especially
the positiveness of A when it is not a measure). We denote as 7,,(I) the set of distributions of degree
n + 1 [22] which are generated by RCSLBYV functions on I, whose successive derivatives possess an
absolutely continuous part (denoted as [-]) that is also RCSLBV on I. The right derivative of [h] is
denoted as h(V) = %(t) = lim,_, o+ M The set of such functions is denoted as Foo(I;R) =
NkenFi(I;R), with Fi(I;R) = {h € Fi_1(L;R) : % = & [h(=D] € ROSLBV(I;R)}. In particular
Fo(I;IR) = RCSLBV(I;IR). If T € 7,(I) and is generated by a function F € F..([;R), it has a
“function” part denoted as {T'}(-) = [F)](.), and a “measure” part denoted as < T >> such that
(KT >, p) = f:r;o @ d[F("=1], ¥ ¢ € C°(I). D denotes the distributional derivative, and dz denotes
the Stieltjes or differential measure generated by a function z of local bounded variation [32]. Thus 7, (I)
denotes the set of all Schwartz’ distributions such that there exists a function F' € Foo(I;IR) such that
T = D"F. Let n be the smallest integer such that T' € 7, (I), we set

n+1lif n>1
deg(T)=< 1 if n=0 and Eo({T}) #0 (15)
0if n=0 and Eo({T})=10

The Dirac measure §p has degree 2, its derivative 5o has degree 3, etc. Continuous functions have degree
0, and discontinuous functions have degree 1. The fact that the distributions we work with originate
from LBV functions, is crucial for the characterization of their support. Since the notion of a solution
for the formalism in which we shall embed (@) is crucial, an example is provided in detail in appendix
[Bl We insist here on the fact that that the solutions that will be considered next, are of special bounded
variation. In another words, their derivatives do not contain any singular Lebesgue integrable part. See
Definition [[l and equation (B2).

The core of the HOSP lies in the definition of the following set of tangent cones. Let ® be a nonempty
closed convex subset of IR. We denote by Ts(x) the tangent cone of ® at x € IR defined by

Ty (z) = cone(® — {z}) (16)

where cone(® — {x}) denotes the cone generated by ® — {z}, defined as in [37] to take into account
constraint violations, and cone(® — {z}) is its closure. Given a closed nonempty convex set @, we set

To(z1) = @, Tg(z1) = Ta(z1), Ti(z1,22) = Tryay)(22),

Té,(zl, ceey Zl) = TTéfl(zh...,zi_l)(zi)’ ) Z 0.

INRIA
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Remark 3 If m > 2 and ® = (R1)™ then

Ti(z1, .y 2zi) = XM T (2, .. 20).
Note that

and

Remark 4 i) The subdifferential of the indicatriz function of the cone Té_l(zl, ey Zi—1) 18 given by 23,
§1.8.1] |
awTé_l(z17...7zi,1)(Zi) ={weR": (w,v—2) >0, € Th "(21,..,2i-1)}

and is the outward normal cone to T;;l(zl, vy Zie1) Gt 2.
i1) It can be shown that

T;;l(zh wnzic1) =R = 6¢Té71(21 ..... Zi—l)(Zi) =10},
Ti (21,0 2i1) =RY and 2, >0 = 51/’T§,_1(z1,...,Z¢71)(Zi) = {0}

Téfl(zl, wnzic1)=R" and z, <0 = al/JT;—l (zi) =R".

(21,--,2i—-1)

Let us introduce now two mathematical formalisms of the HOSP. For this we rely upon the special state
space representation in (I, the reason for this particular choice being explained in [IJ.

Distributional Formalism. Find z,...,2, € 7,_1(R") and &, € 7, _1(RY) (1 <i < n—7)
satisfying the distributional equations

DZl — 22 = 0
DZQ — Z3 = 0
DZg — 24 = 0
(17)
Dz 22 =0
Dz, —CA W12 =CA""'BA
D¢ = Ag€ + Bezy
A= (CA'B) D" Y « D2y —{zm} > +...+
+D < Dz 1 — {2} >+ < Dz, — CA"W {2} > (18)

RR n° 5992



10 Brogliato

and

d{z1} — {z2}(t)dt € —0¢po ({z1}(tT))

.....

.....

(CA™1B)Md{z,} — CAW{z}(t)dt] € —OVrr=1 () (o y - (20 1))

More compactly ([7) is rewritten as Dz — WAW 'z — WBA = 0 or D — A% — B\ = 0. The relations
given in ([T have to be interpreted in the following sense: Find nonnegative real-valued Radon measures

du; (1 < i < r) relative to which the Lebesgue measure dt and the Stieltjes measure d{z;} possess
dt d{z;}

densities e and e respectively such that:
d Z3 dt
1) ~ Lo O (0 € ~rgsayoy, ey (HED)
du; —ae. teR (I1<i<r-—1) (20)
and a2 ”
SAIB) T I () - CATW T ) (¢ t
(CAT B (0~ CAT = (=) 0) g (1)
€ _ang_l({zl}(t—),...,{zr,l}(t—))({ZT}(tJr))’ dp, —ae. t € 1R. (21)

The solutions of the distributional formalism will be shown to be distributions of degree possibly
larger than 1. Let us now introduce a second formalism whose solutions are functions, independently of

the relative degree r*. This will be quite useful when the optimal control problem is embedded into the
HOSP, see sections B3, B.6l

Measure Differential Formalism. Find z; € Foo(RT;R) (1 <i <7) and & € Foo (RT;R)(1 <
i < 2n —r) such that ()

dz; — Zprl(t)dt S _awT&;_l(zl(t—)7...7zi,1(t—))(Zi(tJr)) (1 <t<7r-— 1) (22)
(CA™1B) dz, — CATWt2(t)dt] € ~ ety (=)o (- (2 () (23)

and . R 5
£(t) — Ac€(t) — Bezi(t) =0, dt —ae. t € R (24)

The system in Z2) and 3) has to be interpreted in the following sense: Find nonnegative real-valued
Radon measure du; relative to which the Lebesgue measure dt and the Stieltjes measure dz; possess

densities dd—L and 5—51 respectively such that
dz; dt 4 )
s (t) — Zi+1(t)d_i(t) € —0Upi-1 (1) (- (2i(ET)), dpi —ae teR (1<i<r—1) (25)
and e de o dt
(CAT_lB)_l[d—N:(t) - CATW_lZ(t)d—MT(t)]

2In this formalism, {2;} = z; because z; is a function and dz; is a Stieltjes measure.
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€ =0pr—(y -y ea -y (2 (1)), dpr —ae. tETR. (26)

.....

Another, more intuitive way to see the measure differential formalism, is to consider the following;:
Find 21, ..., 20, &1, oy énr € Foo(IRT;IR) and measures dvy, .. ., dv, such that

dz1 = 29 (t)dt + diq
dzo = 23 (t)dt + dvo
dzs = z4(t)dt + dvs

dZi = Z¢+1(t)dt + dl/i (27)

dzy_1 = {r(f)dt +dv,_1q o )
dz, = CATW=1z(t)dt + CA" " Bdy,

£(t) = Ae&(t) + Bez (t)

with the inclusions

dvi € =01 (213(e-)
and \ is in ([I8):

oy {2 () forall 1<i<r (28)

.....

A= (C’AT*IB)*I[D(T*I)M +...+Dvpq]+ v (29)

In other words A is a distribution whose measure part is dv, and its positivity is understood as the
positivity of dv,.. The measures dy; are multipliers whose meaning in the context of optimality will be
made clear later (see Corollaries Bl and [ and remark B). From 1) and £8) it follows that

dvi({t}) = {z:}(t7) = {2} (7) € =0ri oy tmyon ((230ET)), (A <i<r—1)  (30)

and
dve({t}) = {2} (t7) = {2 }(t7) € =CA' B 0oy (6, ooy -y (L2 HED)) (31)

We recall that given a closed convex nonempty set K and M = MT > 0, prox;/[K; ?] is the closest
point to Z in K, in the metric defined by M. To better understand ([BI) and @) it is useful to recall
here the equivalences for two vectors of appropriate dimension, M = M” > 0 and K a closed convex set:
r—y€—MT10)k(x) < x = proxy [K,y] <= x = proj (K;y) <= z = argmin,c g 5(z — y) T M(z —
y) <= (x —y,v—2a) >0 for all v € K. As we shall see, the measure differential formalism is useful in
the context of optimal control, see section Indeed it is a formalism which retains only the “measure
part” of the distributional formalism, i.e. the states discontinuities. Most importantly its solutions are
functions of time independently of the degree of A\. Both formalisms are related through the following.

Proposition 1 [1] i) Let (21, ..., zr,f) (7, (IR+))" be a solution of Problem (I[2) (I8) (I9), with
{z}(07) = 20 € R". Then 1 = {z1} € .7-' (RT;R), z € T1(RT)(2 < i < 7),& = {€ €
(Foo(RT;R))™" and ({21}, ..., {2}, &) is a solution of Problem (28) (Z3) (BA), with {2}(07) = 2o € R".

i) Let (w1, ...,wy, &) € (Fao(IRT;IR))™ be a solution of Problem ([Z3) (23) (B4), with {z}(07) = zp € R".
Then (21, ..., 2, €) € (T,_1(R1))", where z, := wy and

a—wﬁZ( ST (i) w7 TY) @<i<n),

j=1 tkEEo('wJ)

RR n° 5992



12 Brogliato

is a solution of Problem (I[4) {I8) (9), with {z}(0~) = zo € R". [ |

An example is treated in detail in section EEZ which helps understanding how (I7)-([I3) is integrated
in time and how the state jump mappings @I) @B0) work. Notice that Proposition [l applies to the
solutions of the BVP as well. It is noteworthy that if the distribution Z is a solution of the distributional
problem in ([{) [[8) () and if the function ((-) is a solution of the measure problem £2) @3) @4), then
{Z}(*) = ¢(-) almost everywhere on [0, T1]. It is also clear that if X is a measure, then both formalisms are
equivalent one to each other. From a Control engineer point of view, the “real” solution is the solution of
the distributional formalism. However the measure differential formalism will prove to be quite useful to
formulate an extended optimal control problem.

Definition 1 Let 0 < a < b € R U {+oc} be given. We say that a solution z € (Z,_1(IRT))" of
@@ ([@D)), with {z}(07) = zo € R", is regular on [a,b) if for each t € [a,b), there exists a right
neighborhood [t,o) (o > 0) such that the restriction of {z} to [t,0) is analytic.

Regular solutions may possess accumulations of jumps, but only on the left of any ¢ € [a,b), as right
accumulations cannot exist by definition. They encompass right-analytic solutions [46]. The following is
proved in [I] and concerns the IVP in (1) (I8) ([I3).

Theorem 1 Suppose that CA""'B > 0 and m = 1. For each 2o € R", the system in (3) {I3) [IJ),
with {z}(07) = 2o € R™ has at least one regular solution.

Moreover:

i) 1) ={z1}()>00nR"

i) {2}(0%) = %

iii) [[{Z}(t)]| < Vel||Z|l, Yt e R", for some c >0,

iv) If z and Z* are two regular solutions of (I4) ([I8) (@), with {z}(07) = Zop € R" then (z',p) =
(Z2,0), Yo € C(RY;R™); where 7} is uniquely defined by

2’671- = prox [Té;l(ZQ,l, veey ZO,i—l); 20)1} ,V 1 <i1<r— 1,

Z(/J,r = Pro%é Ar-15)-1 [Tqr,*l(zo,l, e zO,r—l); Zo,r}

and
2y =200, (r+1<1<2n).

It is proved that uniqueness holds in the class of regular solutions only. A crucial step is to understand
the relationship between U and the class of solutions of the HOSP. Indeed it is possible that reachability
of Z; from Zy in @), holds for a u which belongs to a set U of distributions. However is there a
correspondance between this U and 7,_1([0,71])? An element of answer will be given in section An
important property which helps understanding how the HOSP works is the following. Notice first that

we may write dv; in 7)) @28) as

dy; = gi (t)dt +dJ;, (32)

where g; € Foo(IRT;IR) and dJ; is an atomic measure with countable and orderable set of atoms
generated by the right continuous jump function 7;. The following holds.

Proposition 2 [1 Let z(-) be a solution of (Z0)-(Z1). We have

gi(t) =0, dt —ae. teR", (1<i<r—1), (33)

INRIA
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9r(t) € =0%rr=1 (31,3 {2} (EF)), dt —ae. t€ R, (34)

and
0<z(tT) Ldy.(t") >0, for eachtc IR (35)
0<z(t") Lg(th) >0, dt —ae. tc€RT. (36)

Ty ({2} (), e {2im1} (7)) 3 {2 () L ~dTi{)) € g (anymyoor ooy {2 D) (3D)
forall1<i<randalltec R".

Thus, the complementarity in @) (c¢) is given a meaning with (&6) and @@). The cone CP in &) shows
what CP the measures dy; satisfy (the rigorous meaning of the inclusion in the right-hand-side of &) is
explained in [T, Proposition 1] or [32, p.76]). It is important to notice that given {z1}(t7), ..., {zi—1}(t7),
the measure value depends on {z;}(t*). We shall come back on (B7) in section From B3) it
follows that the non-atomic parts of the Lagrange multipliers are zero almost everywhere except for g,.(-).
Consequently the Lagrange multipliers associated to additional constraints to be imposed on the problem,
are purely atomic. This may explain why they have been ignored in the literature since the condition
that A\ be a measure has always been imposed.

Remark 5 i) Theorem [0 remains true if m > 2 and CA™ B is a nonsingular symmetric M-matriz
J18).

it) The HOSP is implementable with the knowledge of A, B, C, D, and x(-). The canonical Z—dynamics
in (I4) is introduced only for the sake of clarity of the presentation of the differential inclusion.

iti) The sets supp(\) and supp(dv;) are countable and orderable sets.

w) If CTo+ D > 0, then along solutions of the HOSP IVP one has deg(w(-)) =0 on [0,T7].

Another important tool is the following LCP which holds on time intervals [T — €, 7), € > 0, on which
z1(t) is identically zero:

0<At) LCA W Lz(tT) + CA™'BA(t) > 0 (38)

In B8) one could write equivalently g,(t) instead of A(¢). This LCP monitors the evolution of the
multiplier \(-) for ¢ € [T — ¢, 7). The matrix of this LCP is the leading Markov parameter M (™""). We
therefore have at our disposal a complete dynamical system which allows us to give a meaning to the
system in (@), for any initial data and for all ¢ > 0. This is a first crucial step for the understanding of
the necessary conditions of optimality.

Corollary 1 Along trajectories of (I3) [I8) @) one has & H({z}(t),{n}(t)) = 0 almost everywhere.

Proof: follows from easy calculations and the fact that the support of the measures dv; is a zero
Lebesgue measure on [0,71]. [
However along the optimal trajectory the Hamiltonian undergoes jumps at atoms of A\ (see Corollary

o).
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14 Brogliato

3.2 Solutions of the necessary conditions IVP

From now on we will choose to embed the system in @) (a) (c) in the HOSP. In particular, the degree
of distributions refers to the degree of distributions in spaces 7,,([0,71]) for some n. The following is
going to be useful subsequently and follows from the state variable change z = Wz and ([[@)—(d) and

22)-@3).

Costate equation distributional formalism

Or—l
Dy —Qx+ ATy = [0pxn LW MO (39)
02n7r72
Costate equation measure formalism
dl/1
= Qu(t)dt + A0t = Onen LW | : (40)
Vr—1
M dy,

Both z(-) and 7(-) are Fuo([0,T1], IR)-functions in (@), while in (BJ) = and 7 are distributions in
7,-1([0,T1]). We also denote dvy, = [Onxn L)W (dv1 ... dv,—1 M"dy,)T. In a first step, it is
necessary to give a meaning to #) (a) (c), as a well-posed dynamical system.

Lemma 3 Let us embed the system in {@)) (a) (c) in the framework of the HOSP. Assume that " = 2k,

k> 1 and m = 1. Then there exists a global solution starting from any initial data (x(07),n(07)) which
is regular in the sense of Definition [, and uniqueness holds in the set of reqular solutions.

Proof : From Lemmal[l, the leading Markov parameter M ™) = CA2*“~1B > 0. Apply Theorem
[ and the fact that the solution # of @) (a) (c) is regular on IR for any initial data. |

The condition Z(7~) = 0 at an entry time 7 is sufficient to obtain a bounded u(7) that keeps the
state inside ®. Thus A is an analytic function of time and from @) (a) and @) we deduce that u(-) is
also an analytic function of time. If Z2(77) < 0 then from (B0) @) a state jump occurs and deg(\) > 2.
However the condition Z(77) = 0 is not necessary to get a bounded u(-): if 2;(77) = ... =2,_1(77) =0
and z.(77) < 0, deg(\) = 2 and u(7) may be a (discontinuous) function of time, provided 7(-) jumps at
7 while z(-) remains continuous at 7, see Proposition @ below.

It is crucial to realise that Lemma Bl neither states uniqueness of solutions of the BVP @) (a) (b)
(c) when r" is even, nor says that when »** is odd, the BVP @) (a) (b) (c) has no solution. The
well-posedness of the IVP @) (a) (c) and of the BVP @) (a) (b) (c), are two very distinct notions (as said
above, it could even be that the BVP is well-posed when elastic jumps are introduced). However studying
a good formalism for the IVP, will allow us to better understand the BVP. In particular the study of
local properties of the optimal solution can take advantage of the IVP study, as well as for numerical
integration. As pointed out in the introduction, the existence of solutions to the minimization problem
(@ @, is a reachability problem. Concerning the BVP in @) (a) (b) (c), we make the choice to embed it
into the HOSP, i.e. we allow for its solutions to be regular in the sense of Definition[[l The consequences
of such a choice are important, as it may imply to extend the integral action I(u) in () since z, n and u
may no longer be functions at contact times. Actually the central question is: let us allow the solutions
of the BVP in (@) to be regular. Then how should one extend the minimization problem in ([{Il) @) so
that the set of equations/conditions in (I7) (IX) (TP represent the necessary optimality conditions?

3.3 Motivation example

The first question that comes to one’s mind is: apart from getting a better understanding of the dynamical
behaviour of the system in @) (a) (c), what do we gain by embedding the necessary conditions system in
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) into the HOSP? In order to get a preliminary answer, let us examine the simple case where the system
@ is given in the z—dynamics representation, @ = I,, and R = I,,,. Let us rewrite I(u) as the sum

T
of a regular part 3 /0 {23 )T {2}(t) + %{u}(t)TR{u}(t)]dt and an algebraic part 3 Z oy (th)ogz (t)

which takes into account the norm of the state vector jump. We notice that in addition t%e minimisation of
the algebraic part has to take into account some constraints on {z}(¢"), due to the unilateral constraints.
In other words, we disregard what happens at instants t; and retain only the right and left-limits of
the function part of the state: we choose to work with the measure differential formalism 22) 24) or
@3) @8). Assume now that {z1}(¢t) = 0 and {z}(¢t) < 0, for some ¢ € [0,73] and all 2 < ¢ < r.
Thus from @) @) a jump in {z;}(-), 2 < i < r, occurs at ¢ while the other variables are continuous.
Then we have {2;}(t") — {2 }(t7) = argmin, ..y 4—)>0 102, The HOSP jump rule therefore minimizes

z Z Z(a{zi}(tk))2, over the admissible values of the post-impact state.
ki

3.4 Meaning of the costate 7(-) jump condition

In this subsection we rely on the embedding of the system (@) (a)-(c) in the HOSP formalism to char-
acterize both x and 7 as distributions. The condition n(7+) = n(r~) — CTA\; with A\; > 0 is usually
given in the set of the necessary conditions. It is also sometimes indicated that if the optimal controller
u is discontinuous, then a jump in 7(-) occurs. In the light of the HOSP distributional and measure
differential formalisms in ([7)- (1) and 22)-@8) respectively, one may wonder what this jump condition
really means (): is A a measure at 7 (i.e., A; is the magnitude of the atom of dJ, at 7, see (&), or is
it {n}(rT) = {n}(7—) — CT\1? This is not at all equivalent.

Proposition 3 The degree of A at a time t is < 2 if and only if all the z;(-), 1 <i < r—1, are continuous
at t, while z.(-) is a possibly discontinuous function at t. Moreover in such a case z(-) = {z}(-) is a
continuous function at t while n(-) = {n}(-) jumps at t.

Proof: The first assertion comes from the Z—dynamics. Now if z(-) is a function and has a jump,
necessarily from @) deg(n) > 2. Thus necessarily deg(\) > 3 which is a contradiction. Finally Z = Wi
and the transformation matrix W is square full rank. Thus if 7(-) is continuous at t, so is Z(-). So
necessarily 7(-) has to be discontinuous if z,(-) is. The second part of the Proposition is proved. [ |

Proposition [ says nothing on the definition of the jump: clearly if M (") < 0 and if we admit that the
system in (@) is embedded in the HOSP, then the post-jump state is not well defined. Finally the jump
in n(-) = {n}(-) has to satisfy stringent conditions to assure that only z,(-) jumps while the lower order
variables z;(-) remain continuous.

Proposition 4 Let m = n, = 1. All the 2;(-), 1 < i < r — 1, are continuous at t, while z,(-) is a
discontinuous function at t, if and only if (AT) 0, (t) € Ker(BT) for 0 < j < rw* —1.

Proof: Let us consider (@) and the state transformation in (). It is easy to see that ;(t) =
zig1(t) = CA'%z(t) for all 1 < ¢ < r** — 1 when r** > 2. Let us assume that 2;(t) = M;z(t) +

1—r

Z * BT (AT)in(t), for some 7" < i < r — 1, where % generically denotes some constant scalar and

j=0
M; € IR**™ is a row vector. Then %, (t) = M;(Az(t)+ BBTn(t)) + Z * BT (AT) (Qxz(t) — ATn(t)) =
j=0
i—rWt 41 ] WY ‘
Mi12(t) + Z * BT (AT)in(t), where M; q = M;A + Z * BT (AT)7Q (notice that M;B € IR).
§=0 j=0

Since z.wu(t) = CA™ " z(t) + CA™""~'BBTy(t) the proof is complete by induction with M""" = CA™"

3We say that a vector jumps if at least one of its components jumps.
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wu

and % = CA"""~'B. From Proposition Bl z(-) is continuous. The “if” part of the proof thus follows by
letting j vary from 0 to ¢ — 7% and " < i < r — 1. The “only if” part follows from the fact that the
pair (A, B) is controllable. Therefore the rows B?(AT)7 are independent for all 0 < j < n — 1. Since M;
is an n—row and ¥ is a scalar, and since r** < n, the proof follows. [ ]

Corollary 2 Let 1(-) have a jump o,(t) at t and (AT) 0, (t) € Ker(BT) for 0 < j < r** —1. Then
u(""" =1 (.) is the lowest order derivative of u(-) which is discontinuous at t.

Proof: From Proposition H it follows that deg()\) < 2 so that () does represent the optimality
conditions for (@) @) and (&) holds [47]. Since u(-) = BTn(-), we deduce that o, (t) = BT 0, (t) = 0. Since
a(-) = BTi(-) = BT(Qux(t) — ATn(t)) (@), we deduce that o, (t) = —BT AT 0, (t) = 0. The reasoning can
be continued until one attains u™"" 1), recalling that z\" " () = z,() depends on u("""~(.). [ ]

One notices from Corollary B that the sum of the lowest derivative of u(-) that is discontinuous and
of the relative degree are always equal to 2r** — 1 whenever there is a jump in 7n(-) at ¢ (i.e. Ay > 0)
and ) is a measure at ¢. This is in agreement with [28, Theorem 6] which states that A\; # 0 if and only
if w("""~1D(.) is discontinuous at t, at an entry time. However our proof completely differs from that in
[28].

Corollary 3 Let A\ be a measure and consider the Hamiltonian function in [@) evaluated along the solu-
tions of the HOSP in ([)-(L3) (equivalently along the solutions of (ZA)-(24)). Then H(t*) = H(t™) at
t € [0,T1] if and only if (n(t*) —n(t™))T Ax(t) = 0.

Proof: One finds from PropositionBlthat H(t*")—H(t™) = = (n(tT)—n(t™))TBBT (n(t*)—n(t™))+
(n(t*) —n(t™))T Az(t). Thus from Proposition @l H(t") — H(t™) = (n(t*) —n(t™))T Az(t). [

Therefore requiring the continuity of the Hamiltonian at contact states usually implies that deg(\) < 1.
It is of interest to investigate whether or not conditions exist such that the Hamiltonian function, the
optimal trajectory and the optimal control are functions of time (so that I(u) in () and (@) have a
meaning), while X is a distribution of degree > 3. In a sense, the costate 1 should “incorporate” all the
higher degree distributions. Let us denote the transformation matrix z = Wz as W = ( %; 0{}[;3 " >a

where Wj cR™™, 1<j<3.

Proposition 5 Let m = n, = 1 and " = n. Then (a) deg(\) < 2 & (b)Z and T are functions
& (c)BTn and ATy are functions. Also deg(\) > 3 < deg(BTn) > 2 or deg(ATn) > 2.

Proof: We first notice that under the stated contidions T indeed possesses the above structure, and
since it is full rank then necessarily W5 and W, are full rank [29, p.38]. Let us denote ¢/ = (z;,..., 2,),
i > r** 4+ 1. We first prove that (c) = (a). If z;(-), n+1 < j < i — 1 are functions and z;_(-) is
discontinuous, then deg(\) = r 4+ 2 — 4, and reciprocally. We notice that deg(A\) =r+2—4,i < r —1,
implies that deg(\) > 3. The vector {; may be considered as a (n — 1)-vector of distributions of degrees

Zn+1
> 2. Since n = — (W5 "WoW; )z + W, E , then BTy and A" are time functions if and only
Zi—1
G
o i—n+1
if W3 L0 G belongs to Ker(BT) and to Ker(AT). However since the pair (A, B) is controllable,
the Kalman controllability matrix K and its transpose are square full rank (n x n) matrices. Since
BT
BT AT
KT = BT (AT)? , one sees that IR" > v € Ker(B”)N Ker(AT) implies that KTv = 0. Hence
BT(AT)n—l

4We can safely differentiate BT 7(t) as BT%(t), as we know that the function BT7(-) is continuous at t.
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v = 0 and we deduce that ¢; = 0 which is a contradiction. Therefore deg(BTn) < 1 and deg(ATn) < 1
implies that deg(\) < 2. The other implications/equivalences follow from the Z—dynamics. The last
equivalence is just a rewriting of (a) < (c). |

Consequently one sees that the only case where BT and AT are functions, is when all z;(-), r“%+1 <
1 < r, are functions. In this latter case z,(-) may be time discontinuous, so that X is a measure. However
there may exist cases when deg()\) > 3, deg(BTn) <1 and deg(A”n) > 2.

Proposition 6 Let m = n, =1 and r** = n. Let us embed the necessary condition system in () in
the HOSP in (A)-(Z1). Let a trajectory of {fl) make contact with 0P att = 7. Assume that Z(7—) = 0.
Then deg(\) < n and x(-) is a continuous function at T while deg(BTn) < 1. Finally deg(ATn) <n —1
at t.

Proof: We notice first that z(77) = 0 (= z(71) from (28)-B1)) is equivalent to having z(-) is contin-
uous at 7, because of the minimality of (A4, B,C) and consequently the structure of the transformation
matrix W (since r* = n, the matrix W is the Kalman observability matrix, see Proposition [). Using
the Z—dynamics it is easily deduced that deg()\) < r** at 7 and that deg(B7n) < 1. The last statement
is a consequence of the structure of A in (@). [ |

It is worth recalling that all the distributions which appear in the problem, have a atomic part
whose support is of zero Lebesgue measure, see remark B v). As a consequence of Proposition [l when
Z(77) = 0 at all entry times 7, the state jumps are jumps of {n}(-), i.e. {n}(t}) # {n}(¢; ). But imposing
the constraint Z(7~) = 0 at all entry times 7 does not imply that A is a measure.

01 0 0
0 01 O
. Lo . - 0 0 0 O
Example 2 Let us consider a triple integrator x® (t) = u(t) with z,(t) > 0. We have A = 100 o0
01 0 —1
0 01 0
1 0 0 0 0 O
0O 1 0 0 0 O
W= 8 8 (1)8 8 (1) ,BT=(0 00 =1 0 0),BTyp=ns, ATp=(0 m n)".
0O 0 1 0 -1 0
0O -1 01 0 1

Assume that \ = &,, which happens if z5(+) jumps at t while z6(-) is continuous (for instance if z1(t™) =
2o(t7) = z3(t7) = 2z4(t7) =0, z5(t7) < 0, z6(t~) > 0). From the HOSP dynamics, this implies that
21(+), 22(+), 23(+), z4(-) and z6(-) are continuous at t, while z5(t*) = 0. Thus deg(m ) = 0, deg(n2) = 2
and deg(n3) = 0. This is a case where deg(B™n) = 0 while deg(ATn) = 2, and deg(\) = 3. This is in
agreement with Proposition [: if deg(\) = 3, necessarily either deg(B™n) > 2 or deg(ATn) > 2. Since
deg(BTn) < 1 necessarily deg(ATn) > 2.

The preceeding analysis suggests that there are two basic situations concerning the system in ) (a)

():
(1) Xis a measure, i.e. A\ = g,.(t)dt + dJ,,
(2) deg()) > 3 and

(2.1) BTn(-) and x(-) are time functions on [0,7}], deg(ATn) > 2,
(2.2) deg()\) > 3, deg(BTn) > 2.

Quantum electronics and laser control, portfolio optimisation, optimisation of the loan policy of a
company, are problems which do involve optimal controls with deg(u(-)) = 2 [21I]. Considering optimal
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18 Brogliato

inputs which are not functions therefore makes sense from the physical point of view. There are several
basic ingredients in the optimality conditions, among which: i) the value of the optimal control in (&)
which comes from %—f(x,u, n) = 0, ii) the costate equation 7(t) = Qz(t) — ATn(t) — CT\ which comes
from calculus of variations and Kuhn-Tucker conditions stating that Z(t) = J aHgig(i)(t) (see @ and
paragraph after), iii) the expression of the integral action (or cost) in ().

In case (1) the three ingredients have a meaning and the BVP in (@) represents the optimality
necessary conditions with I(u) in (0) [4, Theorem 1] [8][47, (4.1)-(4.5)]. From [47, Proposition 4.1]
normal extremals are minimizers of () (@) in such a case. Also we note that z = {z}, v = {u}, and

n={n} on [0, Th].

Corollary 4 Assume the conditions of Proposition[d are satisfied and that U is a set of functions of time.

Let 7 € [0, Ty] be an entry time. Let us consider the solution T = W12 of the distributional formalism
in (2) @8) (@3) and the function H(x,u,n) in {Id). Then the control which satisfies %—Z(x,u, n) =0 at

7 is given in (@) if and only if (0.,,,(T),..., 0. (7))W;5 " € Ker(A). In this case deg(\) < 2.

Proof: From Proposition B, one sees that deg(A”7n) < r““—1 at 7. One may rewrite the Hamiltonian
as H(z,u,n) = —327Qz — JuT Ru+ n" Bu+ (ATn, z) since ATy € T,,_, is a distribution. At T we may

n—3 Zn+1
write p as g = Z n:6%. We know that n = —W TWoW 2+ Wt : . Since z(-) is a continuous
=0
Zr
Or—i—l
function at 7, we deduce that 7; = Wy '3;, with §; = 72i(7) (from @B @) either 5; = 0 or
02n7r+i

Bi = —zp—i(t7) > 0). The result follows because deg(ATn) < 1 if and only if (8,_1,...,50)T € Ker(AT)
(otherwise the product (A7, z) necessarily involves u(-) and its derivatives). The last result follows from
Propositions Bl and B [ |
In other words, the optimal input computed along the solution of the distributional problem () (IX)
(@ is given by (H) at a tangential contact if and only if deg(A) < 2. When deg(A\) > 3 one will have to
resort to the measure differential problem whose solutions are time functions in F., to characterize the
optimality, see sections and Let us note that the constraints that are imposed in Corollary Bl and
in Proposition @ at time 7, are of the same nature as the usual constraint zZ(7~) = 0 at an entry time.

3.5 An extended integral action /(u)

Let us deal now with case (2), i.e. deg(\) > 3. The case (2.1) is of particular interest because it shows
that the optimal controller may be a function of time, while the costate 7 is a distribution of degree > 3.
Thus decreasing the “regularity” of u(-) while keeping deg(u) < 1 may create serious difficulties in the
analysis of this optimisation problem, the costate equation being a distributional differential equation
as (B3). On the sets supp(dJ;), the dynamics of the system in @) (a) (c) becomes algebraic, see (B
B0). Consequently when deg()\) > 3 it is necessary that the optimal control problem in ([{Il) @), involves
an algebraic action in addition to an integral action. One path is the following: u? has no meaning
if u = do. However (do,¢(t))> = ¢(0)* has a meaning for any continuous test function ¢(:). Also
(100 + a200, p)* = ai(do, p)* — 2a1a2(do, ¢ + d) + a3(do, p)* = a7 ?(0) — 2a1a2(p(0) + (0)) + a3*(0).
This way of introducing the singular distributions contributions in the quadratic cost, is different from
that considered in [16]. Let {67 (-)} be a fundamental sequence for the Dirac measure ¢y [I1, Appendix
A]. In [I6] it is argued that since f0+°°(53)2(t)dt — 400 as n — 400, then the cost to be associated to the
distributional parts is +o0o. It is concluded in [I6] that only those optimal control problems involving no
distributions of degree > 2 make sense. Our approach of considering the cost function (or action) when
higher degree distributions are present in the optimal control problem, rather follows Moreau’s results
in [36]. An important tool in the developments which follow is the measure differential formalism of the

HOSP in £2)-E5).
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Let us denote dvs = (dvy ... dv,)T € IR". Similarly for dJ; which denotes the atomic part of
r—1
the vector measure dvz = g:(t)dt + dJ: (see B2)). Let us define M = ( éril 2/[@ ) € R™", and
r—1
M = ( M Orx(2n-r) ) € R* " From {0) we have dZ = A3(t)dt + M ( dvz
0(2n—r)><r 0(2n—r)><(2n—r) O2pp—r
dvsz

Thus dvz = Wﬁl./\;l > = gj(t)dt + dJz.

0277,—7’
Lemma 4 Let r** =2k, k > 0, and m = 1. The HOSP jump rule in (Zd) (Z) minimizes the quadratic
term 1(dJs, 0)T M(dJz, ) for any test function ¢(-) € C°[IR, IR] with support containing [0, T}, under
the constraints in (38) and (T4).

Proof: One has dv;({t}) = {z:}(t") — {z:}(t7) for all t € [0,T]. If t is not an atom of dv; then
dvi({t}) = dJ;({t}) = 0. If t is an atom of dv; this implies that all the tangent cones T ({z1}(t7), ..., {zk}(t7))
satisfy TE({z1}(t7),...,{zk}(t7)) = RT for 0 < k <i—1. Then dv;({t}) = dJ;({t}) = argmin, | c..4(¢-)>0 507
Indeed from (B0) it follows that {z;}(t) =prox[Ty "(21(t7),...,{zi—1}(t7)); {z:}(t7)]. We deduce that
{z:i}(tT) = TGN, pivt ) () Ly} (t-)) L(o—{z:}(t7))?% Incase {z}(t7) < 0and Tp '(z1(t7), ..., {zim1}(t7)) =
IR" (which are the conditions required so that dJ; possesses an atom at t) the result follows. We have
(dTz, )T M(dTz, 0) = SI-HdTs, )2 + MM (dT,, )2, and from Lemma [ M) > 0. The result is
proved. [ ]

Let us illustrate the second argument of the proof. If {2;}(t7) < 0 then argmin, . 1-)>0 j0? =
—{zi}(t7). Since dv;({t}) = {z:}(t1) — {z:}(t7) we deduce that {z}(t") = 0 (a plastic jump). The
parallel with unilateral Mechanics and Moreau’s second order sweeping process can be done, where the
post-impact velocity satisfies ¢(t*) = argmin,cr, (4(1)) (w—q(t7)"M(q(t))(w — ¢(t~) when the impacts
are plastic [11, Remark 5.11].

LemmaM extends to odd-r** systems, provided d.7,, = 0. We shall find again the specificity of odd-r**
systems in sections and Bl Let us propose the following extended action to be minimized:

=

T
minimise,yeo Hde ) WMV (@700 + 4 [ {07 QPO + ()0 (u} 0 "

+3 {2} () F{z}(Th)
for any test function ¢(-) € CY[IR, IR], with support containing [0, 74],

Definition 2 Let U be a set of distributions in T,w([0,T1]) such that the atoms and points of non-
analyticity of any u € U are in the set | J;_, supp(dT;). We denote it as Uf;u.

The definition of U}M is motivated by the fact that the HOSP solutions are constrained to exist
in the set 7,_1([0,71]). In particular deg(z1) < 1. Having u € U, means that deg(u) < r"" + 1,
while along solutions of the HOSP deg(\) < r + 1 = 2r** 4 1. The inspection of the z—dynamics shows
that deg(z1) < 1 = deg(u) < r** + 1. It is consequently useless to look for a larger set (in the set of
distributions as defined in section Bl of inputs for this optimal control problem. As example [l shows
it is easy to construct cases where Z; is not reachable from Z; in the set Uf;w. This is therefore an
important issue. o

Let us notice that (dJz, ¢)T WT MW (dJz, ) contains terms of the form (?(t,) for all ), € supp(dJz),
since dJ; is an atomic measure generated by a right continuous jump function Jz(-). Let us recall that
in ) the state jump times are totally free and are not a priori fixed. The only thing that we impose
through the HOSP formalism is that the supports of the atomic measures d7; are orderable and countable
sets. It is noteworthy that even in case (2.1), the addition of an algebraic action is necessary. At a time
t € supp(dv;) where (2.1) holds, then the value of {u}(-) = BT{n}(-) = BTn is irrelevant (and this is
the case on the set of all atoms of )\ as this set is of zero Lebesgue measure). The optimisation is done
at such a t on the costate 7.
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Remark 6 It is important to notice that problem ([)-@3) is not the same as the optimal control problem
(without state constraints) where the control u may contain a singular distribution [51, [{3]. The major
discrepancy is that the support of the atomic part satisfies [@A). For instance in example[d, jumps in x1 ()
are allowed only on the line x4 = 0 according to our framework. It is also quite different from [£9] who
studies optimal control of a system which undergoes state jumps. One may argue that when deg(u) > 2
then distributional inputs could be applied without the support condition [@), as in [{J]. But as seen above
an important case is when deg(u) < 1 and deg(n) > 2. The impulsive optimal control problem presented
in [Z4)] is also of a different nature, despite it shares some common features with what will be presented
in the next two sections (especially the splitting of the intergral action into a “continuous” and a “jump”
actions). The idea of separating functions and distributions in the action is not new, see e.g. [{0] and [3,
equ.(2.5)]. Also in [13, §3.7] I(u) is split into an integral part and an algebraic part taking into account
state jumps. However the works [L3, [{0] do not apply to the problem considered in this paper as they do
not involve state unilateral constraints.

Proposition 7 Suppose that T, is reachable from Ty in a finite time T1 > 0, with u € U}M. Let r*
be even. Then the HOSP measure differential inclusion in (Z2)-(24) represents the optimality necessary
conditions for the extended integral action I(u) in ({J)), with u = BTn for all t € [0,T1] and subject to
the constraints in (38) and (). If r™“ is odd, then the result holds provided the additional constraint
dJr = 0 holds along the optimal trajectory.

Proof: In view of the material of sections B1] and B4l one sees that if deg(A) > 2 an algebraic
action has to be added to I({u}) in (@), taking into account the state {z}(-) and/or costate {n}(-) jumps.
From the measure differential formalism @), u = BT for all ¢ € [0,7}] means that

u(t) = BTn(t) + BT/ dvy, (42)
[07t)

where dv,, is defined after @) and 7(-) in ([#2) is to be understood as the “unconstrained” solution of the

ODE 7(t) — Qz(t) + ATn(t) = 0 with @(¢) — Az(t) — BR~'BTn(t) = 0. In other words (@) stems from

u(t) = argmax, ey H (x(t) + /[ , dresnlt) + / v, u(t)) (43)

[0.,%)

and it is worthwhile noting that the arguments in the Hamiltonian function in ({3)), are functions
of time (the fundamental role played by the measure differential formalism @2)-@2) and Proposi-
tion [ is clear in this context). Let us recall that solutions of the measure differential formalism
are F,, functions, and so is u(-) in @J). From the distributional formalism @) v = BTy means
that (u,p) = (BTn, ) for all ¢ € C§°([0,T1]). Therefore, if the necessary condition system (@)
embedded in the distributional HOSP ([@)-([d), possesses a distributional solution in 7,_1([0,71]),
the corresponding solution of the measure HOSP in (2)-24) decomposed as in (@) into an uncon-
strained and a constrained parts, satisfies (@2) and [#3) (by Proposition [ there is a bijective correspon-
dance between solutions of the distributional and the measure formalisms of the HOSP). The Hamil-
tonian function H({z}, {u}, {n}) evaluated along the optimal trajectory (and optimal control) satisfies
H({z} {u}, {n}) = suppyeur, —5{z}" Q{z} — 5{v}" R{v} + {n}" (A{z} + B{v}) Lebesgue almost ev-
erywhere (equivalently {u}(-) = BT{n}(-) almost everywhere on [0,7}]). Also the costate equation is
L(nH(th) = Q{z}(tt) — AT{n}(t+) — CT(02n—1 g-(t*))" on intervals (tj,t)1] since the solutions are
right-continuous. We recall that the values of the functions {z}(-), {u}(-), {n}(:) are irrelevant at the
atoms ¢ty of the distribution A. Let us now deal with the algebraic action in ({I)). One has z = Wi, and
consequently (dJz, o) M(dTz, ) = (dTL, 0)M(dTz, @) = (dTz, 0)"WEMW (d Tz, ¢). The solutions
are distributions in 7,_1([0, T1]), solutions of the HOSP in (I)-([I3). From Proposition [[l we can consider
equivalently the solutions of the measure formalism in (22)-(24). From Lemma[] the solution of (Z2)- ()
minimizes the quadratic term 1 (d 7z, )" W7 MW (dJz, ¢). From the definition of dvs, it follows that if
contact states are forced to be hypertangential (see Definition Bl below), then d 7z = 0 and the action is
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purely integral. All the above applies to even %, and to odd r** provided the constraint d7. = 0 is
added. ]

In case u(-) is a function, its derivatives may be distributions. This is taken into account by the
algebraic action which is a function of 7, hence implicitly of u(-) and its derivatives. Consider example
One has at the considered time u(t) = n3(¢t). From (IZ) the distributional equality Du = Dns =
x3 — 12 = z3 — 12 shows that deg(Du) = 2 since deg(r2) = 2. This is the consequence of a jump in z5(-)
at ¢ which is the optimal jump according to the action in #I). Most importantly, when X is a measure,
E2) and @I coincide with [B8, equ. (11.42)] and [58, equ. (11.41)], respectively. We note however that
the solution and optimal controller regularity conditions as studied in [58, §9,810, §11] are not relevant
in our framework since the data in ([{l) and @) are analytic and the solution we are looking for is regular
(Definition ). It is worthwhile pointing out that in case (2.1) the integral term of the action I(u) is

T
1
equal to / [2()T Q(t) + u(t)Tu(t))dt + §xT (Th)Fxz(T1). However from Corollary B one does not have

0
%—IZ = 0 at atoms of dv;, 1 < i < r—1, but only almost everywhere on [0, 73] (see also @2)). The algebraic

action is then equal to 2((0, dJ,1), Q)W T MW ((0, dT)T, ).

Example 3 Following [13, §3.11] let us consider the system with relative degree r™* = 2,1 >0,
i1 (t) = w2(t)

g (t) = u(t) (44)
w(t)=1—x1(t) >0

with Q =0 and R = 1. Then () becomes in the Z— canonical representation

21(t) = 22(t) (= —2a(t))

Z(t) = z3(t) (= —n2(t))

z3(t) = 24(t) (=m(?)) (45)
Z4(t) = A(t)

Let us consider the end-point conditions 21(07) = 21 (T}") = —1 and 22(07) = 22(T}") < 0. Then the
optimal solution is Z(t) = 0 for all t € (0,11) (so that u(t) =0 for all t € (0,T1) and the integral action
is zero along the optimal path), and z5(-) jumps at t = 0 and t = Ty (here z2(-) is to be considered as a
solution of the measure differential formalism (Z4) (23) (Z4)). Thus dvas > 0 and dv1 = dvs = dvy = 0.
The algebraic action is equal to (dva, ©)2. Along the solutions of the distributional formalism (I2) (I3)
3) one has u = n2 = —z3 as an equality of distributions, and deg(u) = 2. The optimal solution that
is presented in [13, §3.11] is such that z4(t7) < 0 at an entry time t1, so that deg(\) = 2. An open
issue is to find whether or not admitting jumps in z3(-) = —n2(-) (solutions of (Z3) (Z3) (24)), hence a
discontinuous optimal controller, would allow one to decrease the action value compared to the case when
A is constrained to be a measure. In this case the distributional formalism solution yields deg(\) = 3. In
this simple example, the test merely amounts to varying the entry and exit time, allowing for deg(\) > 3.

3.6 Hamilton’s principle of Mechanics

Let us briefly expose here some facts about Hamilton’s principle of Mechanics for Lagrangian systems
subjected to complementarity relations and impact laws. As recalled in [T, §3.5], the addition of a
unilateral constraint and of an impact law, implies that Hamilton’s principle has to be modified in order
to keep its meaning (otherwise it cannot represent the nonsmooth feature of the dynamics). The position
is supposed to be constrained in ® = {q| h(q(t)) > 0} with h : R" — IR, and we take 77 = 1. The
Lagrangian dynamics is embedded into Moreau’s second order sweeping process. Let us first consider the
following minimization problem with e € [0, 1].

L 1 ' .
minimize =g eo 5o M@)ot + [ Lia®).d(o)i )
a)=q e 0

Q(tT) +ed(t™) € To(q(t))
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The solution of the sweeping process on [0, 1] which satisfies ¢(0) = ¢o and ¢(1) = ¢1, minimizes
the action f) as it satisfies the smooth Euler-Lagrange dynamics outside impacts, and minimizes the
quadratic term at impacts. However the writing in (#8) is not satisfactory because it explicitly resorts
to impact times in the formulation of the algebraic term of the action (notice that if ¢ is not an impact
time then the corresponding algebraic action becomes trivial). Let us define the Stieltjes measure dv
associated to the acceleration, whose atoms are the impact times so that d7,({t}) = ¢(t*) —¢(¢~). Then
one may rewrite (Bl as

minimize q(0) = qo € ®
q)=q €@
Q") +eq(t™) € Ta(a(t))

(@700 M) AT0 )+ [ La®.d0N

N =

with ¢(-) € C° a test function whose support contains [0,1]. As shown in [I4] for the case e = 1, the
extremal of the functional

/0 (L(q(t), 4(6))dt + h(a(t)N) (48)

under the constraints h(g(t)) > 0 for all ¢ € [0,1], some initial data and no kinetic energy loss, is a

solution to the bounce problem, i.e. < (%‘gq)) (t) — %‘;q)(t) = Vh(q(t))A on [0,1], and vice-versa.
The multiplier A in (@) is a measure whose support is in the set {¢t € [0,1] | h(g(t)) = 0}.

The great advantage of the formulation of the BVP as in (&) compared to (@8) and ), is that it
allows one to perform a time-stepping discretization of the integrand in one shot, using the fact that A is
a Stieltjes measure. One then considers the time-discretization of the augmented minimization problem
which can be treated as a quadratic programme, thereby extending the direct methods as described
in [B6]. One sees that in @) the Lagrangian function is augmented to cope with the unilaterality,
and the multiplier is a measure. Mimicking [T4] the basic idea is to augment the Lagrangian function
L(z,u) = %xTQ;v + %uTRu, taking into account the specific features of the problem. Let us recall that

dvs = (dvy ... dv,)T, dvy = WM < dvs ), and di — AZ(t)dt — dvz = 0 from [22)-@4). We define

02n77‘
the augmented Lagrangian as

L({z},{u},dvz,dt) = L({x}, {u})dt + {#}(t )" dvz

The product {7} (t*)7dv; is written here with a strong abuse of notation and requires some care. The
function {Z}(.) is right-continuous and dv; is a measure with possible atoms at times ¢y, k > 0. The
space of functions which are dvz-integrable contains functions continuous at tx, and also the functions
which are dvz-almost everywhere equal to an integrable and continuous function g¢(.). Since the supports
of the atoms are the singletons {tx}, it is sufficient that {Z}(¢x) = g(tx). Then, denoting the atoms of
dv;z as 0, one has

/ (#)ds,, = / gy, = glty) = {7} (1) = {F}1F) (49)

Equality ([@9) shows that [ L({z}, {u},dvz, dt) is meaningful. We therefore propose an alternative to
Proposition [@

Proposition 8 The HOSP measure differential formalism in (22)-(Z4) represents the necessary optimal-
ity conditions for the optimal control problem

T 1
minimize, )y I(u) = /0 L({z}, {u},dvz, dt) + §{$}(T1)TF{95}(T1) (50)

subject to (@) and where the measures dv; satisfy the inclusions (Z8) and v = BTr.
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Proof: Let us consider the augmented Hamiltonian measure H ({z}, {u}, dvz, dt) = —L({z},{u}, dvz, dt)+
{n}T (A{z} + B{u})dt. It is noteworthy that in the framework of (Z2)-4) one can drop all brackets as
{z}() = x(-), because the solution is considered as a function in F([0,71]; IR). Since the set of con-
trollers is U, and u = B”n (whose meaning is as in (@2)), the support of the measure dv; is orderable
and countable. Mimicking [T4] remark 1.1] we deduce that the extremals of the functional I(u) satisfy

de = 2 (=1L x,u)) (t)dt — dv, + Az(t)dt + Budt
2

on
dn = -2 (=3L(x,u)) (t)dt — dv, — ATn(t)dt (51)
u= BTy

as an equality of differential measures for the first two lines of (&Il). The third equality has the meaning
explained in the proof of Proposition [ and allows one to calculate the optimal input using Proposition [l
One therefore has along solutions of the measure differential inclusion 1)) u(t) = argmax, ¢ »_ H(z,u, dvz, dt)
Lebesgue almost everywhere (notice that if u € U, then {u}(-) € Fwo)- [

We have therefore extended the measure differential inclusion necessary conditions in (@) (@) to the
following

—dE + AZ(t)dt + dvz = 0

de = W_l./\;l ( dl/z: )

02n77‘

dvs = (dvy ... dv,)T
dy; € _awT(ffl({zl}(t*),...,{zi,l}(t*))({Zi}(tJr)) forall 1<i<r

2(0) = Zo,n(Ty) = Fo(Th) + CTy+ 8= Fz, + CTy+ B =m

which reduces to @) (B) when ) is a measure (see [Bf)). As said above, the objective is to perform a
so-called direct approach to discretize the extended action (B) with a specific numerical algorithm that
is able to approximate measures. Such a time-stepping algorithm is proposed in [I] for the integration of
IVPs.

4 Behaviour of the optimal trajectories at junctions with 0

There are two major points: what happens at an entry time, and what happens after an entry time. In
this section we use the partitioning of 9® as proposed in [19} [20]. More precisely, we study the qualitative
behaviour of optimal solutions which attain 0®, and possibly leave it or remain on it. The control input
u(-) in (@) is assumed to be piecewise smooth (a piecewise C*°([0, 7], IR) time function). Roughly, the
process consists of subdivising 0® into subsets and especially trying to select that portion of 0® such
that no input u(-) exists that can keep an entry state z(7) inside ®. Then surely an optimal trajectory
which possesses a boundary arc, cannot pass through this (7).

4.1 The admissible domain boundary partitioning

The following assumptions are in order:

e i) The pair (4, B) is controllable,
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e ii) Im(B) C Ker(C),
e iii) D=0,C #0 and m = 1,
o iv) & £ (.

One sees that ii) implies that CB = 0, i.e. r** > 2. The case r** = 1 will be treated but deserves
special attention. We restrict ourselves to the case D = 0, because as shown in [19, §VII] it is always
possible to transform the dynamics to recover this case. The subsets of P are invariant under linear
state feedback. Three sets are of interest here: .., the subset of 0® at which trajectories coming from
Int(®) can make contact with 9P, x,..; the subset of 0P at which trajectories starting on 9P can leave 0P
and stay on a positive time interval in ®, and I/* the subset of 9® such that there exists one u(-) = u*(+)
that can keep (locally) the trajectory on 9® (I/* is the largest controlled invariant subspace in 0®).
Trajectories that make contact with 0® in x.on \ V¥, leave ®. Let

r(z,u) : 0® x U — IN U {+o0}

and

r(x,u) = min{i € IN | w (z,u) # 0}

with 7(z,u) = +oo if w® (z,u) = 0 for all i € IN, where U is the set of piecewise smooth (infinitely
differentiable) inputs.

The results of [T9] hold for a piecewise smooth wu(-). According to the framework developed in section
B we are looking for a solution that is regular in the sense of definition [ Thus z(-) is analytic on
[0,71] \ {¢tx} and so is the optimal control u(-). Moreover the times at which the solution is not analytic
are the jump times t;, € supp(\) and are entry times. But left accumulations of state Z jumps may occur.
As a consequence, to derive most of the results on the qualitative behaviour of optimal trajectories at
an entry time 7, one has to make the additional assumption that there is no left accumulation at 7. In
view of Proposition [, this is equivalent to assuming that the set of admissible controls is restricted to
piecewise analytic functions {u}(-) (i.e. the support of the atomic part of A is finite) and that reachability
holds within this set. See also Proposition [[3 for some more details on this point. Such an assumption
is made for instance in [34] Theorem 1] (in a different context, though), where junction states are then
called analytic junctions. Finally most of the results stated below hold for m > 2 but assuming that
there is only one constraint that is active at the considered time.

Lemma 5 [19] The following holds.

® Xeon = {x € 0% | 3 u € U such that {r(z,u) < +oo and even, and w" @) > 0}, or {r(z,u) <
+00 and odd, and w™®) < 0},

e Xre1 = {x € 0P | Ju € U such that r(z,u) < +00 and wr@w) 5 0}

e V*={x€dP|Iuec U such that r(x,u) = +oo}.

With some abuse of notation © may mean that the involved functions depend also on the derivatives
of u. It is noteworthy that as long as u(-) is smooth in right and left neighborhoods of the considered
times of contact with 0® and (f) holds, then we can consider the three above sets calculated for ) or
for @) (a) (c) as being the same sets. It is therefore not worth using different notations for the states of
the z—dynamics and of the Z—dynamics. The following result is obvious from the definition of the three
subsets of 0®.

Proposition 9 Boundary arcs of optimal trajectories exist only in the subset V* of 0®. Contact states
exist only in Xcon, and exit states exist only in Xre-
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This shows that an entry time may exist in Xcon \ V* only if w(-) is not smooth. As the following
example shows it may even be necessary to apply a distributional input.

0 1
Xrel = {z|z1 = 0,22 > 0}, and V* = {z|x1 = x2 = 0}. Ifu(-) is restricted to be a function, all trajectories
entering 0D in Ycon \ V* leave ®. All trajectories initialised in X1 \ V* enter Int(®). Thus boundary
arcs are restricted to V* and u* = 0. If an entry time T exists in Xcon \ V*, then it is necessary to apply
a Dirac measure u. to keep the state in ® and make it jump in Xrel-
Let us notice that the case x2(-) > 0 does not satisfy assumption ). In such a case V* = 00 [ZI],
Lemma 6.7.1] [19, lemma VII;1].

Example 4 Let us choose A = ( 8 1 ), B = < 0 ), C = (10). Then Xcon = {z|z1 = 0,22 < 0},

Algorithms exist [T9, Algorithm A.8] [20, Algorithm A.1.6] which allow one to compute these three
subsets in a finite number of steps. For instance the sequence **! =Ker(C) N A~ (V*+Im(B)) = {z €
V¥| CAFx = 0} converges towards I/* in at most 7 steps (). This is extremely important in view of
the development of a numerical analysis of the problem of interest here.

4.2 Entry and contact times and states

In this subsection we essentially focus on the qualitative analysis of optimal trajectories and control at
entry and contact times, when m = n, = 1. We denote u* the control inside 1/*.

Proposition 10 Let assumptions i)-iv) stand. (i) Let r** = n. Then V* = {0} and u*(-) € Ker(B).
If the optimal trajectory has a boundary arc on (1,7 +¢€), € > 0, then u*(t) = 0 on (7,7 +¢). (ii)

I rvv < o then U* = {a*(t) = WL ( %T(t) )} — (1) 2 = 0}, £(t) = AcL(t), and u*(t) =

wu wu Orwu
—(CcA™" Iy locATT Wl )
( ) ( £(t) )

Proof: (i) From the definition of I/*, given a state trajectory z(t) such that Cz(t) = 0 on a positive
time interval, one has to look for a control «*(-) that makes w(*(-) equal to 0 for all integers i > 1. On
(1,7 + €) one has zy) = w® = 0. Since 7" = n, Z = z and thus z* = 0 since z = Wz with W full
rank. Since w¥ (t) = CAz(t) + Z;Zl C A1 Bu*(=9)(¢t), for all i > 1, we deduce that on (7,7 + €) one

has 0 = Y°_ | CA7' Bu*(=9)(t) for all i > 1, from which one deduces that 4u(.) € Ker(B) for all
i > 0. From Proposition @ and since R > 0, the optimal control is obviously u* = 0 on [r, T + €) since
otherwise the integral action I(u) strictly increases. (ii) is proved from the z—dynamics and the fact
that V* = limy_,wu V¥, with VE*! = {2 € V*| CA*z = 0} [19). |

When assumption ii) is not satisfied, " = 1 and it is obvious that V* = {z| z; = 0} = 99. Point
(ii) of Proposition [[d holds for any 1 < r** < n.

Corollary 5 Let v = n and the above assumptions hold. If the unconstrained optimal trajectory x.,,(+)
(the solution of @) (a) (b) with C = 0) satisfies Tyn (t) € Int(P®) for all t € [0,T1] \ {tx }1<r<i, | < +00,
and Ty (ty) € V*, then the solution x(-) of @) is equal to Xy (-) if u(-) is restricted to be a smooth time
function on [0,T1].

Proof: We know from Proposition @ that boundary arcs and contact states belong to /*, and from
Proposition [[ that on boundary arcs and contact states x = 0 and v = 0. Any other state trajectory
linking Zo to Z; in ® with a smooth input «’, will yield an integral action I(u') > I(u). [

If D # 0, one may recover the previous case by a simple transformation, however the new pair (4, B)
is never controllable. The subset I/* can nevertheless be computed [20), §6.7] [T9, §VII], as the following
example shows.

SA=1V = {z € R"| Az € I/}. 1t is not required that A be full rank.
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Example 5 Let A = ( 8 (1) ), B= < (1) ), and w(t) = —x1(t) + 1. Then V* = {(1,0)}, and u* = 0.

Proposition 11 If assumption ) does not hold, i.e. ™% = 1, then a (possibly discontinuous) time

function u(-) is sufficient to keep x(-) inside ® at entry times. At such instants 2 >deg()).

Proof: Since * = 0@ = {z; = 0}, it is obvious from the z—dynamics of (4, B,C) that a discon-
tinuous u(-) is sufficient to keep z(-) in ®. From (I), which is the Z-dynamics of (A, B, C), we deduce
that A is a Dirac measure. Indeed r = 2 and z;(-) = {z1}(-) is a function, and its derivative may be
discontinuous at an entry time 7. Thus Dz, is a Dirac measure at 7, and so is A. We note also that z(-)
is continuous at 7, so that n(-) (which is a function) “concentrates” all the state & jumps. ]

Proposition [[1] will be refined when we examine what happens along optimal trajectories for odd-r**
systems, see corollary [l Proposition [l suggests that if assumption ii) is true (i.e. r** > 2) then at
entry times in X.on \ * a distributional input with degree > 2 will be needed to keep z(+) inside ®. This
is a bit more subtle. The following results show that trajectories attain 0® in a specific way.

The sets inside xcon \ V* such that the first nonzero derivative of w(-) = z1(-) is of order 2k + 1 are
denoted as ‘

X2 — {2 € R"| zy) = 0for all 0 < i < 2k, w@+Y = zi%ﬂ) < 0}.

In the same way
X2k ={ze R"| zii) =0forall0<i<2k—1, w? = z?k) > 0}.

and
XA = {z e R" 2 = 0for all 0 < i < 2k, 2T > 0.

From 2\ (t) = CAiz(t) + 30! .., CA*Buli-1=F)(t) one sees that these sets may depend on u(-)
and its derivatives. A trajectory which attains 0® in x2*  detaches immediately from O® if the control
u(+) is smooth, since the first nonzero derivative will keep its positive sign in a right-neighborhood of the

contact time. It is noteworthy that a trajectory which comes from Int(®) and enters x2*+1 at 7 satisfies

zfj)(r_) > 0 and Z§2j71)(T_) < 0 for all 0 < j < k. There is a sign inversion at each differentiation
order due to the left analyticity in the neighborhood of 7 and the fact that all derivatives are zero at 7
up to the order 2k. An illustrative example with 7" = 3 can be found in [T, Example 1.8]. A trajectory
that leaves 0P at 7 after a boundary arc has to do it with a non-analytic z;(-) (otherwise by a simple
Taylor expansion it follows that the trajectory remains in /*) and such that the first non-zero derivative
of z(+) is positive, i.e. in a set 25!

rel

Corollary 6 Let a contact time T € [0,T}] be such that x(7) € x**1 and 2(-) € ® in a right neighborhood
of . Then if 2k +2 < r*™, k > 0, u has to be a distribution of degree 2 + r** — 2k with an atom at 7. If
2k +2 > r*" then u(-) is a function of time in a neighborhood of T, with its first nonzero derivative that
is of order 2k + 1 — r™" and is discontinuous at T.

Proof: Follows from the decomposition of x.o, and the z—dynamics, from which zirwkl)(-) =

zpwu(+) depends explicitly on u(-). In particular sz“)(-) = Zog+1(+) = zop42(-) and is a function of

u(FF1=m"") () which has then to be discontinuous to keep the trajectory inside ®. [

The result of Corollary B will be refined next depending on r**. In most of the studies (see e.g.
[25, 28, |8, [13]) the constraint that the contact with 0® occurs “tangentially” is added. This means simply
that at a time 7 at which the optimal trajectory attains 0®, then z(7~) = 0, where we take the left limit
as it could be that jumps occur (see Proposition [Hl).

Definition 3 A contact state at time T € [0,T1] is said tangential if Z(t—) = 0, and hypertangential if
Z(r7) =0.
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The meaning of the overbar is given after (Id). If the contact is hypertangential, it follows from (G0
@) that zZ(r+) = 0 (which does not mean that Z(7+) € IV*). An hypertangential contact necessarily
occurs in a set = with 7 > r.

—con

Proposition 12 Let r** =2k, k > l,ydeg'()\) <2, and i > 0. Then all optimal trajectories which make
contact with 0P at t = 7 in the set X%, t2' are touch states if u>)(-) is a continuous function att = 7.

. wu . . . . ; . . .
If contact occurs in X", T2+ then necessarily i > k— 1 and necessarily u>+1)(.) is discontinuous at 7.

Proof: If contact occurs in x'or +2, then 2" 2 > 0. If u()(.) is a continuous function at
t = 7, s0 are all u0)(-) with 0 < j < 2i — 1. Therefore from 2" 29 = CA™"+2pWw—1, 4
2 AT —1-k+2i By(K) we deduce that 2\ "2"(.) is a continuous function at 7. From the defi-
nition of x7, *+? it results that in an open right neighborhood of 7, z;(t) > 0. If contact occurs in
X241 then erwu+2i+1) < 0. If u)(-), 0 < j < 2i + 1, are continuous at 7, then in an open right
neighborhood of 7, 2 (t) < 0. Also deg()\) < 2 implies that deg(u("™"")) < 2. If i < k — 2, then the trajec-
tory escapes from ® in an open right neighborhood of 7, because the lower order derivatives of u(-) must
be continuous at 7, and so is zYmHiH) (). If i > k — 1, the degree condition on A can be respected even
if «(?**t1)(.) is discontinuous at 7. Moreover if u(?*+1)(.) is continuous at 7 then the trajectory escapes
from & in an open right neighborhood of 7. ]
It is noteworthy that u(?*+1)(.) be discontinuous at 7 when i > k — 1 is not only a necessary condition,
but this is also sufficient. Indeed the conditions secure that (@) does represent the optimal conditions for
@ @), and the positivity of M ™) (Lemma [l assures that Lemma [ holds. The case r** = 2k + 1
can be analysed similarly. However it requires more care as Propositions [3 and Corollary [ show. The
case " = 1 is treated in Proposition [ (since then /* = 9® we get that xcon \ V* = () so that the
condition of Proposition [[A degenerates).
The next step is to study optimal trajectories which make contact with 9® in y.on \ V*, and then are
sent into /* (where possibly a boundary arc exists).

Proposition 13 Let m = n, = 1. Let an optimal trajectory make contact with 09 at t = 7, in the subset

gy wu_q

X201, and be such that 2(7+) € V*. Then necessarily r*" is even. The same holds if z(t+) € X/,

Proof: From the Z-dynamics and Lemma [, it follows that if A is a measure at a time ¢, then d7,
has an atom A\, = (=1)"""(CA™" ~1B)~2(2,.(t) — z.(77))d,. If z(r1) € V*, then z.(r7) = 0. Now
since contact is made in x27"~! we have that z\" " (r7)(= z,(r7)) < 0, whereas z(r") € I/* implies
that zy_l)(T*) = 0. Therefore if »** = 2k + 1 for some k > 0, A cannot be a positive measure. The last
point can be proved similarly since then z,.(r%) > 0. The proof is complete. [ |

Let us notice that under the conditions of Proposition [[3 a jump in z.(-) is equivalent to a jump in
u(""" =1 (), since the derivatives of smaller order of u(-) are time-continuous functions. Proposition [
says that under the stated conditions (which in particular imply that deg()\) = 2), only systems with
even relative degree possess entry states, which is in accordance with the result of [28]. The second
point of Proposition [[3 implies in particular that odd-r** systems do not even possess touch points with
z(r7)ex2 "~ Tand 2(r71) € nglmfl. Consequently when deg(\) = 2 it is excluded to get an entry time
that is the accumulation of touch points. Proposition [[3 concerns conditions under which ) is a singular
measure. If the contact occurs in a set x’,, with i > r, then Z(77) = 0 and the problem of existence
of a boundary arc is equivalent to the well-posedness of a LCP (see section B). The next Corollary is a
consequence of Proposition [[3

Corollary 7 Let m = 1, \ be a measure and {n}(t+) — {n}(v7) = —=CT 1. If \ > 0, then r*“ is an
even integer.

Compiling Corollary [ and Proposition [}, one deduces that if #** = 1 and if u(-) has a discontinuity
at an entry time 7, then necessarily \; = 0, i.e. the costate n(-) is continuous at 7. Hence we retrieve
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the result of [8, Lemma 2.4 (2)]. Also from Proposition Hl and Corollaries B and [0, it follows that if
(AT) o, (1) € Ker(BT) for 0 < j < r** —2 and v"""~'(-) jumps at 7, then r** is even. Notice that
if deg(\) = 2, then contact cannot occur in a set x2¥ with k < r%%, since r is even. If Z(77) € x2£,,
k <r* and Z(7) € V*, then deg()\) > 3.

Proposition 14 Let m = n, = 1, and r** = 2k + 1, k > 0. Then Z2(77) is an entry state, only if
deg()\) <1 or deg(\) > 3.

Proof: One has z(71) € IV*, hence zii) (7) =0 for all 4 > 0. The fact that Z(7~) is an entry state
means that Z(77) € Xcon, 80 that z1(7) = 0, and the first nonzero ziz)(T*) is either > 0 or < 0. The

higher order derivatives satisfy zigk) (t7) >0 and 252“1)(7'_) < 0. It follows that at ¢ = 7 the measures
dJ; in B2) satsify dJor > 0 and dJor+1 = 0. Proposition [ says that if deg(\) = 2 at 7 (i.e. dJ, > 0),
then r* is even. A first situation is when zy) (t7) # 0 for some i < r — 1. Depending on the values
of the derivatives it is possible that dJ2; > 0 for k£ < r** and that dJ, = 0 and deg()\) > 3. A second
situation is when the contact is hypertangential (see definition B, so that d7; = 0 for all 1 < i < r (in

this last case the trajectory may either detach from the constraint, or stay on it with g,.(¢) > 0 on some

wu

nonzero time interval, where g,(-) is in 82)). Then deg()A) < 1, i.e. A is a function. [ |
As an example, let us consider 7% = 3. If z1(77) = 0, 22(77) < 0, and 23(77) = 23(77) =
23(17) = 23(77) > 0, i.e. Z(77) € x%,,, then dJo = 22(7F) — 22(77) = —22(7~) > 0 while all other

dJ; have no atom at 7. Thus deg(A) = 6. Another type of approach is detailed in example Bl where
this time deg(\) = 3. It immediately follows from Proposition [[4 that if \ is restricted to be a measure,
then systems with r* = 2k + 1 possess optimal trajectories such that z and consequently Z are time
continuous, because deg(A) < 1. It is important to recall that there may exist trajectories of ) with
z(-) and BTn(-) continuous functions, and with deg()\) > 3, see Proposition Bl and example Bl Once
Z(TT) € V*, then the existence of a boundary arc relies upon the well-posedness of a LCP whose solution
is A(t), t > 7, see section B But if r** = 2k, k > 1, nothing hampers an optimal trajectory to possess
left accumulations of state jumps when A is a measure. In any case, left accumulations at an entry state
can exist in the state variables {z;}(:) with ¢ <r — 1.

Proposition 15 Let r*“ =1, n, = m = 1. Assume that T, is reachable from Ty with U = U?7. Then
the optimal trajectory and controller are time-continuous functions on [0, T}].

Proof: The reachability assumption is fundamental, as example Bl shows. Since it holds one can
search for optimal inputs which are functions, see ([[H). From Proposition [ it follows that deg()) is
either <1 or > 3. From ([d) it follows that deg(\) > 3 = deg(z2) > 2. This is in contradiction with the
choice of admissible inputs U. Thus deg()) < 1 so that both z(-) and 7(-) are time-continuous on [0, T3].
|

This result is consistent with the fact that the HOSP solutions are in 77 ([0, 71]) for r = 2, which implies
that deg(2) < 2, hence deg()\) < 3. As example [l demonstrates, a necessary condition for the framework
that is developed in this paper around the HOSP, is that the zero dynamics £(t) = Ag£(t) + Bezi(t) be
reachable from &, to & with z; a function of time.

In [28, 2] it is stated that if at a contact time u™" ~!(7F) # u™""~!(r~) with all the smaller order
derivatives continuous, then odd-relative degree systems do not have a boundary arc. This optimal input
jump condition implies that deg()\) = 2, as can be easily seen from the Z—dynamics. From Proposition
it follows that deg()\) < 1. However the conclusion that there is no boundary arc is premature, see
section B

Remark 7 The above results can be extended to monlinear systems as ten Dam’s framework extends

nonlinear systems which possess a relative degree { Z((?)::J;(é((tt))))—kg (())u(t) 20, with f(-), g(-),

h(-) smooth functions of x. Once the HOSP is extended to this nonlinear case, then all the material in
this paper readily extends. These results are of the same nature as results in [25, [28, [54)]. For instance
compiling Corollary @ and Proposition [I3 one finds that the sum of the order of the first discontinuous
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deriwative of u(-) and of the relative degree r*, is always odd at an entry time when deg()\) < 2 (see
[33, Theorem 5.1,Corollary 5.2] for similar results). However our study is more general as it relies on a
systematic and intrinsic to (A, B,C) (or (A, B,C)) partitioning of 0P as well as structural properties of
the system ({@). In contrast the condition which allows to prove a similar result as Proposition L3, namely
28, equ.(81)], does not involve the Markov parameter M ("), but is based on suitable Taylor expansions of
%—Z and w(-). The partitioning of 0P also contains constraint qualifications of the form: there exist x and
u such that (Az+ Bu)TCT < 0 for all z € 0P (which is nothing else but z; € X, ). Interestingly enough,
the work in [25] already defined sets similar to those in Lemma[8, but the developments remained at an
embryonic stage. It is sometimes argued that boundary (or constrained) arcs are impossible for odd r**
2. Proposition[L3, Corollay[@ and Proposition[I]], and the material in section B show that this is more
subtle. Notice that |34 study the problem with input constraints, so that the necessary conditions are not
as in (@) since u(t) = —Ksgn(BTn(t)) for some K. The necessary conditions can still be written under
a complementarity framework since the sign function lends itself to a complementarity formulation:

Gt )= ) (i )+ (o o (0" ) (300)

~~

w(t) = Cx(t)+ D At) (52)
0< wi () 1 A1(t) >0
w9 (t )\2 (t)

A(t) +A2(t) =1

where w1(-) and —ws(-) are the positive and negative parts of BTn(-), respectively. System (E3)
possesse a non uniform vector relative degree since relay systems lend themselves to a description as
relative degree 0 system [15]. The HOSP is presented in [1 for r > 1, and should be extended to r =0 in
order to encompass systems as (ZA). It is finally noteworthy that when input constraints are considered,
then the material in section [T is meaningless, unless these constraints are considered almost everywhere
except at contact or entry times.

The following concerns the complementarity conditions of Proposition B for an entry state.

Corollary 8 Let (77) € 2Kt and 2(77) e V*, k < 5L, Then 0 < {z}(7T) L dv;({r}) > 0 for all

con

1 <i<2k+2. Moreover dJap+2 > 0 if K < r*™ —1 and " must be even if k = r* — 1.

Proof: Using the tangent cones definition in section Bl the definition of the sets x2%+1 and /¥, and

the material of remark it follows that T ({z1}(t7), ..., {z: }(t7)) = RT and awTé_l({z1}(t_)w{z,ifl}(t_))({zi}(ﬁ)) =
IR~ for all 1 < i < 2k + 2 (recall that z§2k+1)(-) = zop42(+)). The first result follows from (B7). The
second statement follows from (B) and BI), and using Lemma [ and Proposition [ |

4.3 Exit times and states

Since the results which can be obtained for exit times are similar to those obtained for entry times, only
one Proposition is given in this section.

Proposition 16 Let deg(\) < 2. Then the connection between a boundary arc and an interior arc has

to occur at an exit state in 25 with k > rvv — 1.

We omit the proof which relies on the same arguments as proofs above. Similar results concerning
costate and input regularity conditions can be derived for the exit times, and are not given here for the
sake of brievity. The following result applies to a contact state that is not an entry state, but a grazing
state, and is a direct consequence of Proposition &
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Corollary 9 Let () € X2 and 2(77) e 25, k < L. Then the following CP is satisfied:

con rel

0 < {zok1 }(77) L —dvart1 ({73) € O%rar (213 (r- ), oy () ({22643 (7)) -

Corollaries B @ and Proposition B show that the additional constraints which may be imposed at
contact times, are taken care of with the multipliers dv; which in turn satisfy a special set of complemen-
tarity conditions, not present in (). It is worth noting that the complementarity conditions satisfied by
the multipliers dv; depend both on the pre and post-contact states. This generalizes Mechanics in the
framework of which the percussion value (i.e. the magnitude of the Dirac measure at an impact) depends
on both the pre and post-impact velocities. To the best of our knowledge this is introduced for the first
time in the context of optimal control with state inequalities.

Remark 8 The introduction of the measure multipliers dv;, 1 < i < r, generalizes the case r'* =1
treated in [5, [30] where a multiplier associated to z2(t) is introduced (denoted as [i(t) in these papers,
and which corresponds in our framework to the function g2(t)). The conditions given for instance in [,
equ.(11b) (12b)] are a particular case of conditions in Proposition @ and especially (3)) with r = 2. The
inclusion [34) also includes [31, equ.(25)] which is stated directly along boundary intervals (t,tr41) and
{tr} is assumed to be a finite set in [31)].

4.4 Multivariable systems
4.4.1 Extension of Proposition

If m > 2, some care has to be taken. Indeed as noted in [I9], contact can occur on a portion of 9P such
that for instance z(77) € xszn,l N V5. Then the optimal trajectory has a contact time with 0®; but
may have an entry time with 0®,. Let n, = m. If z(77) € X?f:ﬁ N xifﬁ“g and 2k + 1 < r** < 2k + 5,
one optimal input will be distributional while the other one will be a function of time at 7. It may also
happen that Xi% ; & 0% for some constraint j and some i > 1 (see e.g. [20, Example 6.6.1]). An optimal
trajectory with a boundary arc on the constraint j will possess an exit state with an optimal controller
with reduced regularity, depending on i. Thus the qualitative behaviour of the optimal trajectory that
is made above is still possible, but is more involved. It is however noteworthy that the HOSP state
reinitialization mapping in @) &) still works, and brings an answer to the questioning about the
collision map definition in [T9, §VI|. In the multivariable case (m > 2, uniform relative degree r, definite

Markov parameter M ("), the conclusions of Proposition [J need to be refined. For instance, if contact
occurs in x27 "1 = U;’;lxwhfl, which means that all 2, ;(77) <0, and if z(77) € V* =N, V¥, then
" does not necessarily have to be even. It has to be even if the leading Markov parameter M (") is
diagonal. But in general if M (") is negative definite (without being diagonal), then the reasoning in the
proof of Proposition [@ may fail as M) (—z,(7~)) may have positive components despite M (") < 0 and
all components of —z,(77) are positive. Let us recall that a m x m strictly semimonotone matrix [I8,
Definition 3.3.9] (or E-matrix) satisfies [v € (IR")™,v # 0] = [v; > 0 and (M(v); > 0 for some 4].
This allows us to propose an extension of Proposition

Proposition 17 Let m > 2 and the triple (fl, B, C') have a uniform relative degree r. Let M) be an
E-matriz. Then it is possible that contact occurs in the set x>0 "', and with z(t+) € V*. If —-M(") s
an E-matriz, this is impossible.

Proof: From [I8, Theorem 3.10.7 (b) (f)], we get that if M(") is an E-matrix, then [v > 0] =
[M(y > 0]. The rest of the proof is similar to the proof of Proposition [ |

Proposition [[7 generalizes Proposition [[3, since when M (") is a scalar, semi strict monotonicity simply
means positivity. Many other generalizations would be possible, like the one indicated above when the
leading Markov parameter is diagonal. We do not tackle them here for the sake of briefness.
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4.4.2 Continuous dependence of BVP solutions

It is well known from Mechanics that solutions of differential inclusions like the sweeping process, may
be discontinuous with respect to initial conditions when m > 2 [32, 44]. This creates a fundamental
problem for optimal control with unilateral state constraints and m > 2. If ones embeds (@) into the
HOSP and proves that the solution is optimal with respect to an extended integral action, then the
optimal pair (z(-),u(-)) may be very sensitive to the BVP data. It is noteworthy that this phenomenon
may already exist when )\ is a measure, i.e. when the HOSP is a measure differential inclusion, and
should therefore be considered as an important feature. We shall say that the BVP in (@) is continuous
with respect to data if small perturbations on the data (%o, Z1, T1), result in a small perturbation of the
solution Z. More formally, let the sequences {Zo,}, {Z1,n}, and {71, } converge in IR towards Ty, Z1,
and T; respectively. Let us consider the solutions of the BVP () as being elements in Fo.([0,T1], IR),
and solutions of the measure differential formalism in 22) E3) @) (or E3) @6)). Let us denote them
as Z,(-) for the corresponding data. Then weak (resp. uniform) continuity in the data holds if and only
if {Z,(-)}n>0 converges weakly (resp. uniformly) towards Z(-). The analysis which follows is essentially
qualitative and illustrates why continuity w.r.t. the data may fail.

01 0 0 0
. loooo B /(100 0 B B
Let us consider A = 000 1 , B = 0 ’C_(l 0 1 0),R—IQ,Q—I4.Then
0 0 0 O 1
r = (2 2)7 and the leading Markov parameter of (A, B,C) is M®*) = < 1 ; > 0. The z—dynamics
is (in the Z coordinates, one has z; = (w1 wy)? = (v; =1 +23)7)
210 = 240 300) = 00
2'21 (t)= Z:{(t) Z%(t) = Z%(t)
Z3(t) = 24 (1) 3(t) = z3(t) (53)
Z1() =m2(t) + 21(t) + A1+ A2 23(t) = na(t) — 23(t) + malt) — 21 (t) + A1+ 2Xo
wi(t) = 21 (t) wa(t) = 21(t)
with 21 = (21, 23, 23, 2D)7T, 22 = (22, 22, 22, 22)T (these two vectors are needed to define the tangent

cone as a product, see remark[), z; = (2} 2?)7, 1 < < 4. Let us now consider a solution #(-) of the BVP
@), with initial condition (Z,n(07)) (point A on figure ). Let us assume that Z(-) hits the boundary
wy = 0 at a time ¢y < T in a neighborhood of the origin (point B on figure [l), with the following data:
(1 (tg ), 21 (tg)) = (21,0), 271 > 0, wa(ty) = 23(ty) = da(ty) + @3(ty) < 0, 1(ty) < 0, @3(ty) < 0
and i1 (ty;) = 43(tg) (a normal contact), 253(t5) < 0, 23(t5) = 0, 2%(tg) < 0, whereas z1(t;) € R,
z3(ty) € IR, z;(t; ) € IR. This way we assume that the contact is made in the set x.,, . The tangent
cones can be computed as indicated in section Bl (see in particular remarks Bl and H), and we find
TY = @ = R x R, Th(x1(t5) = Tally) = R x R, T2(21(t5), (65 ) = Tr(zb(t5)) x Tr(z3(t5)) =
R x RY, T3(21(ty), 22ty ), 22(ty)) = R x IRT. Tt follows from @) and @) that 2} (tf) = zi(ty),
2Zt8) =23 (ty), 23(td) =0, 25 (td) = z4(ty), 2a(td) = 23(ty), 23(tg) = 0. Though M® doesn’t satisfy
the condition in remark [ 1), there are two possibilities: 2}(t7) € IR and z%(tJ) = 0 or z}(¢{) € IR and
22(td) > 0. Since it is assumed that B is in a neighborhood of the origin, and since the trajectory is
analytic in a right neighborhood of ¢y, there exists a junction time ¢; > ¢ty with contact either at the
origin (the trajectory “slides” on the boundary wy = 0) or with the boundary w; = 0 at some point C
that is also in a neighborhood of the origin. In any case the trajectory will either continue to evolve along
the boundary w; = 0, or hit it and leave it with a large tangential velocity. If the optimal trajectory
detaches at B and hits the boundary w; = 0 at t; at some point C, then the “velocity” is reinitialized to
#1(t7) = 0 and @3(t]) = @1(t]) + 43(¢; ). Since we can assume that the trajectory evolves arbitrarily
close to the corner at the origin, it follows that i3(¢]") has a magnitude that is of the same order as that
of &1(t) = @1(ty) (because 23(t5) = 23(ty)). Therefore given any € > 0, it is possible to initialize the
trajectory in A with a large enough |1 (¢y )|, so that at a time t1 + 61 > t1 > to, it enters the domain
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D. = {0 < 21 < €,x3 > €}. The same reasoning for the trajectory starting at A + dA can be done to
conclude that it enters D, = {z; > ¢,0 < 21 + 23 < €} after a finite time. It is noteworthy that 7, may
be arbitrarily small while € in D, and D, keeps its value. Whatever the behaviour at the corner may be,
the continuous dependence on data as defined above cannot hold.

We conclude that provided the initial data satisfies some magnitude constraint, the unperturbed
optimal trajectory starting at (Zo,7(0)) reaches an end-point (Z1,7;) in a time T3, but the perturbed
trajectory will not reach a neighborhood of (Z1,71) in a time Ty + 671. In order that it does, the BVP
solution starting at Zo + 0Zo has to be initialized with a costate that is not a small perturbation of 7(0).
Therefore the discontinuous dependence behaviour of the IVP solution, may create a jump in the initial
condition of the BVP solution. Consequently, the optimal controller will also suffer from a “discontinuity”.

3(07) +82(07)
T3 A+ SA
wy =0 ’
/ B+ 6B 507)
A
W (1), &3t
i 0 ’ z1
i B )
[#1(tg ), 3(t)]

wg =0

Figure 1: Sensitivity of the BVP solutions w.r.t. initial data z¢.

5 Boundary arcs, relative degree v =2k+ 1, k> 0

In the previous section nothing has been said about the influence of the sign of the leading Markov
parameter on the behaviour of optimal trajectories on 0® (i.e. on boundary arcs in /*). We study
this aspect now, i.e. we study what happens when a solution of the system in (@) has a boundary
arc. From Lemma [l one sees that systems in () with 7% = 2k + 1, k > 0 yield (A, B,C) with a
leading Markov parameter that is always (semi) negative definite. Let us investigate the consequences
on the well-posedness of the dynamics on boundary arcs, i.e. those portions of optimal trajectories that
satisfy Cz(t) + D = 0 for t € (r,7 +¢€) C [0,71], € > 0. On (7,7 + €) one has u(t) = R~*BTn(t)
and 7(t) = Qu(t) — ATn(t) — CTA(t), with \(¢) the solution of the LCP in (BR) (equal to g.(t) in
this case, where ¢,(-) is in (B2) and proposition B). One notices that the complementarity relations
0 <{z}(t") L gi(t) > 0 are trivially satisfied for all 1 <i <7 —1 (see [E3)).

Remark 9 Following [13, §3.10, 3.11] let us define the Hamiltonian function H(x,u,n,«) = H(z,u,n)+
T zpwu 1. On a boundary arc one has zywuy1(t) = Zpwu(t) = CA™ "2(t) + CA™"~'Bu(t) = 0. Thus we
deduce that u(t) = —(CA™" " 'B)"1CA™ " z(t ) (and consequently BTn(t) = —BT(CATW_lB)_lCATW (1))
Let us now compute the multiplier a(-) from ZE = 0. One finds a(t) = (—1)""" LMD" CA™ " 2(t) +

CA™"~'BBTy(t). Inserting the value for BT n(t) one finds that a(t) = 0 which is consistent with (Z3)
since o) = grwug1(-), the multiplier associated with the coordinate zywuyi.

Let us examine the case r** = 1. On boundary arcs one has w(t) (t) + D = 0 and w(t) =

=C#
CAZ(t) = 0, since r = 2, and w(t) = CA2Z(t) + M@ X(t) = 0. The fact that :ch~e trajectory keeps on
evolving on 9% or detaches from 9® is monitored by the LCP 0 < A(t) L 1i(t) = CA2&(t) + MP\(t) > 0.

INRIA



Example of RR.sty 33

The fact that the dynamics on boundary arcs is well-posed or not is closely linked to the well-posedness
of this LCP, which holds on the interval (7,7 + €). The following is true since M < 0:

Lemma 6 Let m = 1. Consider the LCP 0 < \(t) L CA2E(t) + M@ \(t) > 0. Then:
e If CA%i(t) <0, the LCP has no solution,
o If CA2i(t) = 0, the LCP has one solution \(t) =0,
o If CA2i(t) > 0, the LCP has two solutions \(t) = 0 and \(t) = —(M @)~ 1CA2%(t).

Let the state satisfy C A2Z(7) > 0 at an entry time 7 € [0,7}). The last item shows that there may
not be uniqueness of the solution to the optimal control problem, if the optimal trajectory grazes the
constraint boundary 0®. Either the trajectory “detaches” from 0% (A(t) = 0 = w(t) > 0), or remains on
0P (A(t) > 0 = w(t) = 0). This is not surprising since the leading Markov parameter is negative. The
problem loses its convexity and the system in (@) is no longer well-posed as an IVP. It seems that little
attention has been paid in the literature to the fact that the multiplier A is the solution of a LCP on
boundary arcs. The boundary arcs input satisfy w(t) = C Az(t) + CBu(t), however this may not be the
optimal controller. We shall see later what may happen when C’A%(T) < 0 at an entry time 7. Lemma
can be extended to the general case r** = 2k + 1 and m > 1, where the LCP in (BR) has to be studied.
In view of Propositions [[3 and [[4 and Corollary[d, there are severe restrictions for the existence of entry
times for systems with odd »**. The problem of interest here is to investigate what may happen after a
contact time.

Proposition 18 Let r** =2k + 1, k>0, and let m = 1. Let z(v7) € 9. Then:

o If C'AT;%(TJr) < 0, the trajectory leaves ® in a right neighborhood of .

o If C'AT;%(TJr) =0, 7 may be an entry time followed by a grazing trajectory.

o If CA"2(7) > 0, 7 may be either a touch time (\(7T) = 0) or an entry time (A\(77) > 0).
Consequently, optimal trajectories satisfy C'flrx(T*) > 0.

Proof : First let us notice that it is possible that Z(7—) = 0, which implies from @) &I that
Z(rT) = 0, but that CA"z(7+) < 0, because of the value of the zero-dynamics state £(7). In other words,
odd-r** systems can possess entry times with deg(\) < 1 (see Proposition [[dl). However £(7) has to be
such that CA™z(7+) > 0 for a boundary arc to exist on the right of 7. Clearly for an even-r** system,
the trajectory can be kept in ® as there always exists a multiplier g.(71) solution of the LCP B8). =

Proposition [[8 suggests that the zero dynamics plays a major role in the well-posedness of the LCP
and whether or not odd-r** systems possess boundary arcs. For instance if 7" = n, the first item of
Proposition [@becomes irrelevant at an hypertangential contact state, because necessarily C’A%(Tﬂ =0.

Corollary 10 Let r** = m = n,, = 1. If an entry time 7 exists on [0,T1], then uniqueness of the
solution of the necessary conditions system holds if and only if the trajectory along the boundary arc is
grazing, that is (CA? + CBBTQ)x(t) + (CABBT — CBBT AT)n(t) = 0 for all t € 7,7 + €] where T + ¢
is the exit time.

Proof : Follows from Proposition [[8 and the calculation of C'A2.

Definition 4 A boundary arc with entry time T and exit time T+ € is well-posed if the LCP 0 < w(™ (t) L
A(t) > 0 possesses at least one solution for all t € (7,7 +¢€).

On a boundary arc 27" = (21, 29,...,2,) = (0,...,0). Definition H applies to systems with m > 1.

The next Corollary concerns scalar systems as &(t) = ax(t) + bu(t), w(t) = cx(t) + d, @ = R = 1. Then
. 2

the Hamiltonian dynamics is ( x(t) ) = < @ b ) ( z(t) ) + < 0 ) A. The LCP to be solved on
(1) 1 —a n(t) -1

boundary arcs is 0 < A L —b%c2\ — d(a? + b%) > 0.
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Corollary 11 i) If r** =n =1 and cxg + d > 0, cx1 +d = 0, then dynamics on boundary arcs is
well-posed if and only if d < 0. Moreover 0P = {x = —%} is attained only at t = Ty on the optimal
trajectory. ii) Let us now consider n > 2, D =0 and m = 1 in [@). If r** < n, then the well-posedness

of the dynamics along boundary arcs implies that C A2W ! ( §?t) ) >0,Vte (r,7+e¢).

Proof : Since ii) is an easy consequence of Lemma [l we just prove i). Integrating the dynamics
without constraint one finds the optimal trajectory on [0, T4 ]:

o zo exp(—VaZ+b2T1)—x1 2 2
2() = VTP —em(VatE ) SP(Va? +b%)

(54)

z1—x0 exp(v/a2+b2Ty) /A2 2
+exp(— a2+b2T1 ) —exp( a2+b2T1)eXp( a* + %)

The optimal control can be calculated with 7(t) = 7 (&(t) —axz(t)) and u(t) = bn(t). It can be checked
that z(t) > —< for all t € [0,T}). Consequently the boundary 0® is attained only at ¢t = T}, and T} is
a contact time. The LCP for A on 9@ is given by 0 < A L —d(a® + b?) — c®b*\ > 0. We deduce that
if —d < 0 the LCP has no solution, if d = 0 then A = 0 and if —d > 0 then two solutions A = 0 and
A=— d(‘i;bz) are possible. However the behaviour on the boundary has no consequence on the value of
the action integral I(u) since the optimal control and state trajectory are Lebesgue measurable functions.
|

0
§(7) exp(Ae(t — 7))
matrix [15 is characterized from the zero dynamics of (A4, B,C), see Lemma [ In case i) one sees that
v = {—%} and u* = %. From Proposition @ boundary arcs and contact times belong to I*, which is
consistent with Corollary [[T]1).

The last condition in Corollary [Tl can be written also as C A2V 1 < ) > 0. The

Let us now consider the planar system A = < 2 ll) ), B = ( (1) ), C = (c d), D =e. This

system has transfer function G(s) = - ctds _ and relative degree 7% = 1 and CB = d # 0. Therefore

(s—b)—a
M® = —d? < 0. Let us take Q =diag(q1,¢2). To this system we associate its optimality conditions as
in @) and we check that CAB = —d2. We get Hy(s) = T (itgii)(cbsd?) -

Lemma 7 Assume that —ad? + ¢ + bed # 0 and that ¢ # 0. The above planar system has a well-posed
boundary arc on the time interval [T, + €) C [0,T1] if and only if

mgt) =ana(t) —em(t) + 0

n2(t) = (1 + d)ni(t) + Bn2(t)
€ It ~
ot = ( G ) ewtina) (55)
yne(t) —dn(t) +€>0 forall t € [7,7 +¢€)
d?>+a?d®>—ac®—abed bd> —cd? b2 4¢3 —qade+abd?® —bc? —b% cd+abd® —cd? b2)+c?
where a = & ir;dQJrC;ﬁbcda < - ga ac(12£(i22tlzz_d e ) 6 =2 cta . 7adc2:ca?+bcdc (gatatb”)te , Y=

abd® —cd? (g2 +a+b2)+c3
—ad?2+c2+bed H

€ = —e2(c+bd)[ad*(—ad® + ¢® + bed) + 1], § = —qlad adc(—ad® 4 ¢ + bed) — q1 <.

Proof : On the boundary arc one has Ci(t) + D = 0 and CAZ(t) = 0, which respectively yield
cx1(t)+dxa(t)+e = 0 and adx (t)+ (c+bd)za(t) +dna(t) = 0. We deduce that zo(t) = #ccdubcdn?(t)*'

ade(—ad® + ¢* + bed), and xq(t) = #;H,Cdnz(t) — ad® adc(—qd? + ¢ + bed) — <. Moreover from the
values of A and C' we get that

m(t) = qri(t) — ana(t) — cA(t)
n2(t) = qaa2(t) — nu(t) — bna(t) — dA(t) (56)

0<cxi(t)+daa(t) +e L A(t) >0

INRIA



Example of RR.sty 35

Along the boundary arc we have from Lemma B, \(t) = 5CA%3(t) provided CA%i(t) > 0. Now
CA2E(t) = a(c+bd)x1 (t) + (cb+d(g2 + a+b2))x2(t) — dny (t) + enz(t).
that A(t) = “bdfgff;ggz_tgjfj;jcs n2(t) — $m (t). Injecting all the calculated values for @1 (t), z2(t) and A(t)
into (BH), the result follows. The conditions are sufficient but also necessary for if yne(t) — dmn (t) +€ < 0
the boundary arc does not exist at time ¢. ]
Since the system in (BH) is linear of order two, it is quite possible in practice to test whether or not
BA) holds. This provides conditions on the entry values 7 (7) and 72(7) such that a boundary arc is
well-posed or not. Clearly Lemma [ does not answer the question whether or not the optimal trajectory
possesses boundary arcs. Notice that Z(0) is not known as 7(0) is an unknown of the BVP.

Combining the above values we get

6 Numerical solution of the BVP

Contrary to the unconstrained case [54, Lemma 8.2.9], it is not clear here which IVP corresponds to the
BVP in @). The time-stepping scheme proposed in [I] to integrate the IVP may be used in a multiple-
shooting algorithm (at least in brute-force algorithms). However when facing a minimisation problem
as in ([[)-@) (which is a BVP), one doesn’t know a priori how many times the optimal trajectory will
reach the boundary 0®, how many times it will detach from 9®, and how the derivatives of w(-) will
evolve along the optimal path. In particular whether or not distributional inputs and costate will be
needed is also an unknown of the minimisation problem. From a numerical point of view, this is exactly
the difference between time-stepping schemes and event-driven schemes [T2]. One could say that time-
stepping discretisations are time-discretisations of the measure differential formalism (because measures
are approximated numerically), whereas event-driven algorithms are time-discretisations of systems of
the form @(t) = f(x,t) if t # tg, x(t{) = Fla(t;)] for t = t,. Time-stepping schemes do not require
the knowledge of state jump times but work with constant time steps. Moreover they accomodate to
accumulations of events (thus regular solutions as in definition MA can be approximated), which event-
driven and multiple shooting schemes do not [42]. When solving a BVP with a time-stepping scheme, one
does not need to guess the jump state times (or more generally the existence of any junction time), but
runs the simulation in one shot. This is thought to be a great advantage over event-driven and multiple
shooting algorithms A time-stepping algorithm solving the BVP in (@), starting from the extended action
in &) and using the IVP solver presented in [I], will be the object of a future work. This belongs to the
class of so-called direct methods [56] in which the optimal control problem is transformed into a nonlinear
programming problem [I3, §7.11]. However the crucial point is to take into account possible state {z}(-)
and costate {n}(-) jumps in the time discretization algorithm, without a priori assumption on the number
of junction times.

7 Conclusions

This paper concerns the optimal control of linear invariant systems, with inequality (or unilateral) con-
straints on the state. This is a major topic which has continuously attracted the interest of researchers
since more than 70 years. The main contributions are the following. The Bolyantskii-Pontryagin nec-
essary conditions are embedded into a distributional differential inclusion framework (the higher order
Moreau’s sweeping process) which allows us to clearly understand their dynamics and provides a clear
formalism for the derivation of an extended action to be minimized (allowing for costate and/or inputs
and/or system’s state, to belong to a specific set of Schwarz’ distributions). The powerful geometric
tools introduced by ten Dam in the context of unilaterally constrained controlled dynamical systems, are
used to improve the qualitative analysis of optimal trajectories and controllers. They allow us to gener-
alize results concerning the specificity of odd relative degree systems (one of the results being that odd
relative degree systems can possess boundary arcs with entry times such that the multiplier associated
to the unilateral constraint is a distribution of degree > 3; then the action to be minimized has to be
extended to incorporate the state and/or costate jumps). The theory of complementarity problems is
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shown to be quite useful in order to better understand the behaviour of optimal path on the boundary
of the admissible domain. Most of the tools which are used in this paper (distributional inclusion, ten
Dam’s geometrical study, complementarity problems) have never been introduced before in the context
of optimal control with unilateral state constraints. The proposed framework paves the way to many
extensions, and towards the design of time-stepping algorithms which may constitute a nice alternative
to multiple shooting algorithms to solve the boundary value problem.

A Some mathematical definitions

Given A € R"*™ and B € IR", the problem of finding x € IR" and y € IR" satisfying

y=Azx+B>0,2>0, 27y=0 (57)

is called a Linear Complementarity Problem (LCP). It can be equivalently written as
0<zly=Az+B>0 (58)

Roughly the LCP has a unique solution z* whatever B if and only if A satisfies some positivity conditions,
see [I8]. Positive definiteness of A is sufficient. The so-called P-property of matrices is necessary and
sufficient for the LCP to have a unique solution for any B.

The next notions may be found in [T, B8, 32| Let I denote a non-degenerate real interval (not empty
nor reduced to a singleton).

e By z € BV(I;IR") it is meant that z is a IR"-valued function of bounded variation if there exists a
constant C' > 0 such that for all finite sequences ¢y < t; < .... < ty (IV arbitrary) of points of I, we have

N
> llz(ti) — 2(tioa)| < C.
i=1
Let J be a subinterval of I. The real number
N
var(z, J) == supz l2(t;) — z(ti—1)]l,
i=1

where the supremum is taken with respect to all the finite sequences tg < t; < ... <ty (N arbitrary) of
points of J, is called the variation of z in J.

Any BV function has a countable set of discontinuity points and is almost everywhere differentiable. A
BV function defined on [a,b] C I possesses left-limits in |a,b] and right-limits in [a,b]. Moreover, the
functions t — z(t") := lims_t s>+ 2(s) and ¢ — 2z(¢7) := lims_¢ <+ 2(s) are both BV functions.

e We denote by LBV (I; IR™) the space of functions of locally bounded variation, i.e. of bounded variation
on every compact subinterval of I.

e We denote by RCLBV (I;IR") the space of right-continuous functions of locally bounded variation.
It is known that if = € RCLBV(I;IR") and [a,b] denotes a compact subinterval of I, then z can be
represented in the form:

2(t) = To(t) + [2](t) + C:(8), Vt € [a, b],

where 7, is a jump function, [z] is an absolutely continuous function and ¢, is a singular function. Here
J. is a jump function in the sense that 7, is right-continuous and given any ¢ > 0, there exist finitely
many points of discontinuity ¢1, ...,tx of J, such that Zfil | T:(t:) — T-(t)|| + € > var(Ts, [a, b)), [2]
is an absolutely continuous function in the sense that for every € > 0, there exists § > 0 such that
Zf;l 11z](8:) — [2)(ew)]l < €, for any collection of disjoint subintervals Jo;, 3;] C [a,b](1 < i < N) such

INRIA



Example of RR.sty 37

that Zfil(ﬂi — ;) < 0, and ¢, is a singular function in the sense that ¢, is a continuous and bounded
variation function on [a,b] such that {, = 0 almost everywhere on [a, b].

e By z € RCSLBV(I;R") it is meant that z is a right-continuous function of special locally bounded
variation, i.e. z is of bounded variation and can be written as the sum of a jump function and an
absolutely continuous function on every compact subinterval of I. So, if z € RCSLBV (I; IR™) then

z=[z]+ J; (59)

where [z] is a locally absolutely continuous function called the absolutely continuous component of z and
J- is uniquely defined up to a constant by

Tot) =) 2(ty) —2(t) = Y 2(ta) — 2(t;) (60)

t>tn t>tn,
where t1,t2, ..., ty,, ... denote the countably many points of discontinuity of z in I.

Stieltjes measure. Let z € LBV (I; IR") be given. We denote by du the Stieltjes measure generated by
z. Recall that for a < b, a,b € I:

dz([a,b]) = z(b") — z(a™),
dz([a,b]) = 2(b”) — z(a™),
dz(la,b]) = 2(b*) — 2(a™),
dz(Ja,b]) = z(b™) — z(a™).

In particular, we have

B Example of a function in F,, and distributions in 7,

This is taken from [T]. Set I = (0, +0c) and let z : I — IR be the function given by
z(t) = |sin(t)|, Vt >0.

It is clear that ~
20 .= 2 € ROSLBV(I;R)

since z(-) is Lipschitz-continuous. Then we obtain

+
20(1) = L0 )

v

= (t) = cos(t — km) i ¢ € [k, (k+ 1)), (k € N).

We see that Ey(:2()) = {kr; k € N\{0}} and

20() = V)0 + ),

where
W) () = =2k + cos(t — k) if t € [kn, (k+ 1)7], (k € IN)
and
J(t) =2k if t € [kn,(k+ 1)7], (k € IN).
Thus }
:M(.) e RCSLBV(I;IR)
Then
d+
2t = E[é(”](t) = —|sin(t)|
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so that 5
@ () e ROSLBV(I;R).

And so on, we see that

_1)m3(0) . N
Sk - ) (D)MEV(E) ik =2m
z (t) { (_1)m2(1)(t) if k=2m4+1 " (m c ]N)7
so that 2(%) € RCSLBV(I;R), Yk € IN, and thus

Let us now consider the distribution 7" defined by

T | " Jsin(lp(t)de, ¥ o € O (D).

— 00

Then for a given function ¢ € C§°(I), we see that:

00 (k+1)m
(DT, ) = / fDMetydt = > / cos(t — km)p(t)dt,

o keINNsupp{p} k

(DT, ) = / PWewdi+ Y EO k) = 20 (k) Bk, ) =
—o0 kEIN\{0}Nsupp{¢}
:‘/ sin(Ole()dt +2 > (Fkm ),
—00 E€IN\{0}Nsupp{e}

and so on. We have:
T={T} =29 = |sin())|, deg(T) =0,

DT ={TW} ={DT} = 2 = cos(. — kn) on [kn,(k+1)7) (k€ N), deg(DT)=1,
D*T =< D*T = —[sin(.)|+2 > ks, deg(DT) =
keIN\{0}
{T@} = (D*T} = 2@ = —|sin(.)],

and
d < D*T >=dzWV.

C Hints on the controllability of (2]

Example 6 Let us consider the system
L1 (t) = 2
g (t) = u(
X2 (t) Z 0

Clearly if U is restricted to the set of bounded functions of time, then (A, B) is not controllable in the
set ® = {x| x2 > 0}. However if distributions of degree 3 (derivatives of Dirac measures in the sense of
Schwartz’ distributions) are allowed in U, then controllability holds (but, the quadratic term in v in ()
is meaningless for such inputs). Indeed negative jumps in x1(-) are then possible to reach a state x(T})
from x(0) with x1(Th) < x1(0), Ty > 0. In particular z(T1) = 0 belongs to the reachable space from
xz(07) > 0. If the constraint is replaced by x1(t) +d > 0, d € IR, then controllability holds in ® with U a
set of functions.

)

(t
t) (61)
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Let us consider the triple (A4, B,C) in @) with D = 0, and its z—dynamics. Let us consider u(t) =

wu wu

(CA™ " ~1B)"Y—CA™ "Wz(t) + v(t)]. We obtain
A7 () = (1)
§(t) = Ae(t) + Bez (1) (62)

w(t) =2z1(t) >0

Let us consider that all variables in (62) are functions (i.e. we exclude inputs v(-) with degree > 2).
Complete controllability of @) in ® means that for all Z, Z; in ®, there exists u(-) which steers x(-) from
x(0) = To to z(T1) = Ty for some T} > 0. One sees from (B2) that the system is completely controllable
in ® = {z| z1 > 0} only if the pair (A¢, Be) is completely controllable with positive inputs. From [I0),
Corollary 3.7] the following holds:

Lemma 8 The system in (@) is completely controllable only if the pair (Ae, Be) is controllable (< the
associated Kalman matriz has rank n—r*") and there is no real eigenvector p of Ag satisfying T Bez < 0
for all z; > 0.

It is easy to see that the system in (&Il fails to satisfy the necessary condition as A¢ = 0 and Be = 1.
Lemma B can be used to determine which systems may necessitate distributional inputs to reach z; from
Zo (of course there may also be a large set of boundary conditions such that a function of time input is
sufficient, as (@Il shows: we are dealing here with controllability in ®).

Corollary 12 Let the system in (@) be given by xgn)(t) = u(t), scgk*l)(t) =xp(t) > 0. If 2 < k <n the
system is not completely controllable in ® with u(-) a function.

Proof: Since k > 2 the 2—dynamics reads zirwu)(t) = u(t), €M) (t) = 21 (t), with 7% =n—k+ 1.
A real eigenvector p of Ag with eigenvalue « satisfies Agu = ap. It can be computed that this equality

0 1
is m =a H2 . Also uTBez1 = pjp—121. It follows that either @ # 0 and p = 0F~1, or
HEk—2 HEk—1

a=0and y; = 0for 1 < i < k— 2, whereas uip—1 € IR. In any case the inequality pur_121 > 0 for
all z; > 0 cannot be satisfied. From Lemma B the system cannot be completely controllable in ® with
function-of-time inputs. [ ]

Another necessary condition for complete controllability of @) stemming from [I0), Corollary 3.7] is
that A possesses only purely imaginary eigenvalues. Otherwise controllablity of {(¢) = A¢&(t) + Bez1(t)
with z1(¢) > 0 fails. These necessary conditions may be considered as caution flags when formulating the
optimal control problem ({Il) @). In the framework of the HOSP one always has deg(z1) < 1 so Corollary
and Lemma B continue to hold if (62) is embedded into () (IX)({T).
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