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Abstra
t: In this paper we study the problem of quadrati
 optimal 
ontrol with state variables unilat-eral 
onstraints, for linear time-invariant systems. The ne
essary 
onditions are formulated as a linearinvariant system with 
omplementary sla
kness 
onditions. Some stru
tural properties of this system areexamined. Then it is shown that the problem 
an bene�t from the higher order Moreau's sweeping pro-
ess, that is a spe
i�
 distributional di�erential in
lusion, and from ten Dam's geometri
 theory for thepartitioning of the admissible domain boundary. In fa
t the �rst step may be also seen as follows: doesthe higher order Moreau's sweeping pro
ess (developed in [1, 2℄) 
orrespond to the ne
essary 
onditionsof some optimal 
ontrol problem with an adapted integral a
tion? The knowledge of the qualitative be-haviour of optimal traje
tories is improved with the approa
h, whi
h also paves the way towards e�
ienttime-stepping numeri
al algorithms to solve the optimal 
ontrol boundary value problem.Key-words: Complementarity systems, Convex analysis, Measure di�erential in
lusions, Zero dynam-i
s, Time-stepping algorithm, Optimal 
ontrol, State 
onstraints, Boundary Value Problem, Moreau'ssweeping pro
ess.
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Quelques résultats sur la 
ommande optimale ave
 
ontraintesd'inégalités sur l'étatRésumé : Dans 
et arti
le nous étudions la 
ommande optimal quadratique ave
 
ontraintes d'inégalitéssur l'état. Les 
onditions né
éssaires sont formulées 
omme un système linéaire de 
omplémentarité.Quelques propriétés stru
turelles de 
e système sont éxaminées. Nous montrons ensuite 
omment 
eproblème peut béné�
ier d'une étude via lle pro
essus de ra�e d'ordre élevé, qui est une in
lusion di�é-rentielle à distribution. La théorie géométrique de ten Dam est ensuite utilisée pour étudier les propriétésqualitatives des traje
toires optimales.Mots-
lés : Systèmes de 
omplémentarité, analyse 
onvexe, in
lusions di�érentielles à mesure, dyna-mique zéro, algorithme à pas de temps, 
onstraintes sur l'état, problème à valeurs frontières, pro
essusde ra�e de Moreau.



Example of RR.sty 31 Introdu
tionOptimal 
ontrol with state 
onstraints is a topi
 of major importan
e, and whi
h has attra
ted the atten-tion of resear
hers sin
e a long time [57℄, see [34, 28, 13, 26℄ to 
ite a few. Most of these works study the�rst order ne
essary 
onditions stemming from Boltyanskii-Pontryagin's maximum prin
iple. Dynami
programming under inequality state 
onstraints is examined in [5, 58℄, and se
ond order optimality 
on-ditions are studied in [31℄. The qualitative properties of optimal traje
tories are studied in [28, 34, 25℄,while their regularity properties are examined in [58℄. Numeri
al studies have re
eived attention in [42, 56℄and appli
ations are presented in [9, 8, 7, 5, 55℄. The optimal 
ontrol of systems with inputs whi
h aremeasures has also re
eived attention, without state 
onstraints [51, 43, 53℄, and with state 
onstraints[45, 35℄. The theory of systems with distributional inputs is progressing signi�
antly [17, 43, 21℄, so thatit be
omes possible to 
onsider 
ontrol problems involving inputs whi
h are higher order distributionsbasing on a solid ground. A further motivation for 
onsidering higher degree distributions, will be ex-plained next. However as we shall see later, even problems with a 
ontinuous optimal 
ontroller, mayinvolve higher degree distributions in the 
ostate di�erential equation.The following Bolza problem is of interest
minimizeu(·)∈U I(u) =

1

2

∫ T1

0

[x(t)TQx(t) + u(t)TRu(t)]dt+
1

2
x(T1)

TFx(T1) (1)subje
t to






ẋ(t) = Ax(t) +Bu(t), x(0) = x̄0, x(T1) = x̄1

w(t) = Cx(t) +D ≥ 0
(2)where A, B, Cand D are 
onstant matri
es, (A,B,C) is a minimal state spa
e representation, x̄0, x̄1 ∈

Φ = {x| Cx + D ≥ 0}, U is the set of admissible inputs, w(t) ∈ IRm, u(t) ∈ IRnu , x(t) ∈ IRn and
Q = QT ≥ 0, R = RT > 0 (the Legendre-Clebs
h 
ondition). This is a parti
ular example of optimal
ontrol of a dynami
al system with state 
onstraints. The least requirement for problem (1)-(2) to possessa solution in U is that x̄1 belongs to the rea
hable set from x̄0, 0 ≤ T1 < +∞. A fundamental ingredientis therefore U, as illustrated by example 6. This example shows that distributions 
an easily appear inunilaterally 
onstrained 
ontrolled systems. Clearly then the formulation of the optimal 
ontrol problemin (1)-(2) will have to be modi�ed so that the integral a
tion makes sense. This will be the obje
t of the�rst part of this paper and detailed in the next se
tions.It is noteworthy the strong similarities between this optimal 
ontrol problem, and the so-
alled 
on-tinuous linear programming problem (CTLP) [3, 46℄, introdu
ed by Bellman [6℄ to model some e
onomi
pro
esses







































maximize ∫

[0,T1]

cT (t)x(t)dtsubje
t to: H(t)x(t) +

∫ t

0

G(s, t)x(s)ds ≤ a(t)

x(t) ≥ 0, t ∈ [0, T1]

(3)When the integrand of I(u) in (1) is linear in x(·) and u(·), then the linear optimal 
ontrol problemwith both state and input 
onstraints, is a parti
ular 
ase of the CTLP in (3) [46℄. The optimal 
ontrolproblem (1) (2) and the dual problem of the CTLP in (3) share important features 
on
erning thepresen
e of higher degree distributions in their solution [46℄ [3, �2.2℄, and the need for time-steppingnumeri
al algorithms to numeri
ally solve them. Some ma
roe
onomi
s models dire
tly yield optimal
ontrol problems with unilateral state 
onstraints and optimal 
ontrollers with singular measures [21℄.
RR n° 0123456789



4 BrogliatoThis is why we will embed the optimization problem (1) (2) into a suitable framework whi
h allows usto rigorously take into a

ount the possible presen
e of higher degree distributions.The �rst order ne
essary 
onditions for the optimal 
ontrol problem in (1) (2) 
an be formulated as[26, 47, 50, 58℄






























(

ẋ(t)
η̇(t)

)

=

(

A BR−1BT

Q −AT

)(

x(t)
η(t)

)

+

(

0
−CT

)

λ(t) (a)
x(0) = x̄0, η(T1) = Fx(T1) + CTγ + β = F x̄1 + CTγ + β = η1 (b)
0 ≤ w(t) = Cx(t) +D ⊥ λ(t) ≥ 0 (
) (4)where η(t) ∈ IRn, 0 ≤ γ ∈ IRm, γT (Cx(T1) + D) = 0, β ∈ IRn, and the optimal 
ontrol is given onintervals where η(·) is a fun
tion by

u(t) = argmaxu∈U

[

−1

2
uTRu+ η(t)TBu

]

= R−1BT η(t) (5)An impli
it assumption whi
h allows one to write both (1) and (4) is that the multiplier λ is a measure.If not then both (1) and (4) have to be generalized to be meaningful. This is the �rst obje
tive of thiswork. In this paper the optimal traje
tory and optimal 
ontroller will not be given a spe
ial notationin order to lighten the presentation. The values of the multipliers γ and β 
an be 
al
ulated from someboundary 
onditions [13, �2.8℄. If x(T1) is not spe
i�ed and F = 0 then η(T1) = 0. We assume that theSlater 
onstraint quali�
ation (∃ x su
h that Cx + D > 0) is satis�ed and that the problem (1) (2) isnormal, a property that is related to the 
ontrollability of the 
onstrained system (see e.g. [47, Propositon4.1℄ in 
ase λ is a measure). We 
onje
ture that rea
hability and normality hold for rwu ≥ 2 by taking
u(·) in an enlarged set of distributions that will be des
ribed later (see se
tion 3.5). From a generalpoint of view however, the 
ontrollability problem for (2) remains open and we will not ta
kle it here(see Appendix C for some preliminary hints). In the sequel we shall denote x̃T = (xT , ηT ), (Ã, B̃, C̃) thetriple asso
iated to the system in (4) (a) (
), whi
h we shall often refer to in the sequel as the ne
essary
onditions system. It is 
lear that if λ(t) is a measure, then from (4) (
)

−CTλ(t) ∈ ∂ψΦ(x(t)) (6)(using [23, Proposition 1.3.11℄ on di�erentiation of 
onvex fun
tions) andsupp(λ) ⊂ {t| Cx(t) +D = 0} (7)It is noteworthy that when λ is not a fun
tion (e.g. a Dira
 measure), then the meaning of thein
lusion in (6) has to be stated rigorously, see [1, Se
tion 2℄ or [32, p.76℄. Then the dynami
al system in(4) (a) (
) may be viewed as a measure di�erential in
lusion
˙̃x(t) − Ãx̃(t) ∈ ∂ψΦ̃(x̃(t)) (8)with Φ̃ = {x̃|C̃x̃+D ≥ 0}, and where a state reinitialisation mapping is missing in (8) (let us noti
efrom (7) that the 
ontrol input u(·) must be a 
ontinuous fun
tion of time (even analyti
) everywhereoutside supp(λ)). However as we shall see in se
tion 3, in general one has to resort to a more 
omplexformalism to 
orre
tly handle (4). Ex
ept if additional 
onstraints are added to (4) to assure that λ isa measure, then the formalism in (4) and espe
ially the 
omplementary sla
kness 
ondition (4) (
) aremeaningless. When m = 1, the relative degree r of the triple (Ã, B̃, C̃) in (4) is twi
e the relative degree

rwu of the triple (A,B,C) in (2) [52℄ (what we 
all the relative degree in this paper is often referredto as the 
onstraints order in the optimal 
ontrol literature [28℄). We will say that the triple (A,B,C)has a uniform ve
tor relative degree rwu if the matrix CArwu−1B ∈ IRm×m whose entries are the s
alars
CiA

rwu−1Bj , is full rank, and CiA
k−1Bj = 0 for all 1 ≤ i ≤ m, 1 ≤ j ≤ m, and k ≤ rwu − 2.

INRIA



Example of RR.sty 5Remark 1 It is known [50, 58℄ that (4) (a) (
) is a Hamiltonian system of the form ˙̃x(t) = J

(

∂H(x,η)
∂x

∂H(x,η)
∂η

)

+

(

0n×n

−In

)

CTλ, J =

(

0n×n In
−In 0n×n

), whose un
onstrained part has the Hamiltonian fun
tion
H(x, η) =

1

2
x̃T

(

−Q AT

A BR−1BT

)

x̃ (9)Noti
e that in (5) u(t) = argmaxu∈UH(x(t), u, η(t)) with
H(x, u, η) = −1

2
xTQx− 1

2
uTRu+ ηT (Ax +Bu). (10)Let us assume that λ is a measure. De�ning the nonsmooth Hamiltonian fun
tion Hns(x, η) =

H(x, η) + ψΦ(x) (equivalently Hns(x, η) = H(x, η) − λT (Cx + D) and λ in (4) 
)), one sees that (8)
an also be rewritten as (−η̇(t), ẋ(t)) ∈ ∂Hns(x(t), η(t)), where ∂ is the subdi�erential of 
onvex analysis.Remark 2 The support 
ondition (7) is fundamental. It will also hold when λ is a distribution of higherdegree. It implies that in the problem we are examining, the 
ontrol u and 
ostate η are allowed to havea degree larger than 1, only at jun
tion times.In this paper we provide a framework that allows us to give a meaning to the dynami
al system in(4) (a) (
) when λ is not a measure; in parti
ular new multipliers are introdu
ed and it is shown thatthis framework may be useful even if the optimal 
ontroller u(·) is a fun
tion (but the 
ostate η may bea distribution). This allows us to introdu
e a generalized a
tion I(u) that handles distributional 
ases.Then we provide a detailed study of what happens at the entry times, using the geometri
al approa
hof ten Dam. This allows us to generalize some results on the existen
e (or non-existen
e) of entry statesfor odd relative degree systems, and to ta
kle the multivariable 
ase. Finally a study of boundary ar
s isproposed using 
omplementarity theory. All these tools are introdu
ed for the �rst time in the 
ontext ofoptimal 
ontrol with inequality state 
onstraints and are proved to signi�
antly improve the qualitativeknowledge of the optimal traje
tories. The approa
h also paves the way towards the design of time-stepping numeri
al algorithms to solve the BVP in (4), thereby providing ni
e alternative to multipleshooting s
hemes.The paper is organised as follows: in se
tion 2 some properties of the system in (4) (a) are proved. Inse
tion 3 a distributional di�erential in
lusion is presented in whi
h the system in (4) (a) (
) is embedded;the properties of its solutions are re
alled. In se
tion 4 the geometri
 approa
h of ten Dam [20, 19℄ isused to study the behaviour of the traje
tories of (2) at jun
tion times. In se
tion 5 the behaviour ofthe system when traje
tories of (4) (a) evolve on the boundary of Φ, is analysed. Some mathemati
alde�nitions are re
alled in Appendix A. An example of a fun
tion that belongs to the 
onsidered spa
e ofsolutions is given in Appendix B. Preliminary results on 
ontrollability of (2) are in Appendix C.Notation and nomen
lature: entry time and state (state on the boundary followed by a boundaryar
), exit time and state (state on the boundary followed by an interior ar
), 
onta
t time and state (stateon the boundary 
oming from an interior ar
), tou
h time and state (state 
oming from an interior ar
and followed by an interior ar
), jun
tion time and state (entry, 
onta
t, exit, tou
h time and state), CP(
omplementarity problem), LCP (linear CP), ψK (the indi
ator fun
tion of a set K [27, p.82℄), ∂ψK (thesubdi�erential of the indi
ator of a 
onvex set K [23, p.67℄), supp(T ) (the support of a distribution T [22,p.142℄), x ≻ 0 (x is not zero and the �rst nonzero element of the ve
tor x is positive) , < (the �rst nonzeroelement of the ve
tor x is positive), similarly for ≺ and 4, σf (t) = f(t+)−f(t−) the jump of the fun
tion
f(·) at time t, BV (bounded variation), RCLBV (right 
ontinuous of lo
al bounded variation), RCSLBV(right 
ontinuous of spe
ial lo
al bounded variation), BVP (boundary value problem), IVP (initial valueproblem), δt the Dira
 mesure at t, 0m = (0, . . . , 0)T ∈ IRm, 0m = (0m)T , In is the n−identity matrix.Conta
t times are denoted as τ (when only one 
onta
t is analysed) or tk when a sequen
e of 
onta
ttimes is examined, E0(h) denotes the set of jumps of the fun
tion h(·). ei is the i−th unit ve
tor of IRn;a fun
tion in C∞

0 (I) is in�nitely di�erentiable and with 
ompa
t support.RR n° 0123456789



6 Brogliato2 Some properties of the ne
essary 
onditions systemThe next Lemma is important for the well-posedness of (4) (a) seen as an IVP (x(0−) = x0, η(0−) = η0),and will also be useful for the qualitative analysis of the BVP solutions, see se
tions 4 and 5. We 
onsider
R = In and m = 1 in Lemma 1.Lemma 1 If rwu = 1, then the leading Markov parameter of the triple (Ã, B̃, C̃) isM (2) = −CBBTCT <

0. More generally if the transfer fun
tion of the triple (A,B,C) in (2) has relative degree rwu ≥ 2,the leading Markov parameter of the triple (Ã, B̃, C̃) is M (2rwu) = (−1)rwu

CArwu−1B(CArwu−1B)T (=
C̃Ãr−1B̃).Proof: Let us denote Ã =

(

A BBT

Q −AT

)

=

(

Ã1 Ã2

Ã3 Ã4

) and Ãr =

(

Ã
(r)
1 Ã

(r)
2

Ã
(r)
3 Ã

(r)
4

) for some r ≥ 1.The �rst assertion of the Lemma is a simple 
al
ulation with Ã(1)
2 = BBT and M (1) = −CÃ(1)

2 CT . Theleading Markov parameter we want to 
ompute is M (2r+2) = (C 0)Ã2r+1(0 − C)T = −CÃ(2r+1)
2 CT .If rwu = α + 1, then CAiB = 0 for all 0 ≤ i ≤ α − 1. Our obje
tive is to show that M (2α+2) =

(−1)α+1CAαBBT (AT )αCT , α ≥ 1. By dire
t 
al
ulation we have for any integer i ≥ 1

Ã
(i)
1 = Ã

(i−1)
1 A+ Ã

(i−1)
2 Q

Ã
(i+1)
2 = Ã

(i)
1 BBT − Ã

(i)
2 AT

(11)It follows that
Ã

(2α)
2 =

2α−1
∑

i=1

(−1)i+1Ã
(i)
1 BBT (AT )2α−i−1 − Ã

(1)
2 (AT )2α−1 (a)

Ã
(2α+1)
2 =

2α
∑

i=1

(−1)iÃ
(i)
1 BBT (AT )2α−i + Ã

(1)
2 (AT )2α (b)

(12)This 
an be shown using (11) and then by indu
tion. From (11) it follows by indu
tion that Ã(α)
1 =

Aα +Lα(Q) where Lα(Q) is some matrix depending on the matrix Q. Indeed let us assume that Ã(i−1)
1 =

Ai−1 + Li−1(Q). Then Ã(i)
1 = (Ai−1 + Li−1(Q))A + Ã

(i−1)
2 Q = Ai + Li(Q) with Li(Q) = Li−1(Q)A +

Ã
(i−1)
2 Q. Using (12) and sin
e Ã1 = A and Ã(2)

1 = A2 +BBTQ the proof is 
omplete. From (12) (b) onededu
es thatM (2α+2) =

2α
∑

i=1

(−1)i+1CÃ
(i)
1 BBT (AT )2α−iCT +CÃ

(1)
2 (AT )2αCT . Assume for the time beingthat CLi(Q)BBT (AT )2α−iCT = 0 for all 1 ≤ i ≤ α (the terms with α+1 ≤ i ≤ 2α need not be 
onsideredas CAiB = 0 for all 0 ≤ i ≤ α − 1). Then we obtain M (2α+2) =

2α
∑

i=1

(−1)i+1CAiBBT (AT )2α−iCT andthe only nonzero term in this sum is for i = α. Therefore M (2α+2) = (−1)α+1CAαBBT (AT )αCT .To end the proof, it 
an be shown again by indu
tion using (12) that Li(Q) is 
omposed of terms ofthe general form AjB⋆ or ⋆BT (AT )j , with 0 ≤ j ≤ i−2 and ⋆ is some matrix. Indeed one has Li(Q) =

Li−1(Q)A+ Ã
(i−1)
2 Q, as shown above. Assume that Li−1(Q) =

i−3
∑

j=0

AjB⋆ + ⋆BT (AT )j . Then Li(Q) =

i−3
∑

j=0

AjB⋆A + ⋆BT (AT )j+1 + Ã
(i−1)
2 Q. One 
on
ludes from (12). Thus CLi(Q)BBT (AT )2α−iCT = 0for all 1 ≤ i ≤ α as required.

INRIA



Example of RR.sty 7Lemma 1 
ontinues to hold for systems with a uniform relative degree and m ≥ 1 (re
all that C ∈
IRm×n) sin
e CAiB = 0 for all 0 ≤ i ≤ rwu − 2 in this multivariable 
ase also. In su
h a 
ase, having
M (2rwu) ∈ IRm×m full-rank implies that the ve
tors CT

i are independent, where Ci is the i−th row of C,and B has rank m.Example 1 Consider the system






































ẋ1(t) = x1(t) + x2(t)
ẋ2(t) = x3(t)
ẋ3(t) = x4(t) + x3(t)
ẋ4(t) = x4(t) + x6(t)
ẋ5(t) = x5(t) + x1(t)
ẋ6(t) = u(t)
w(t) = x1(t) ≥ 0

(13)Then rwu = 5, CA4B = 1 and M (10) = −1.Let us introdu
e a 
anoni
al state spa
e representation for the system (Ã, B̃, C̃,D). This is a 
anoni
alrepresentation whi
h makes the so-
alled zero-dynami
s expli
itly appear. It will be useful for somesubsequent developments (see also remark 5 iv)). For a triple (Ã, B̃, C̃), with input λ ∈ IRm, output
w ∈ IRm, and uniform relative degree r ≥ 1, it reads [48℄:



































































ż1(t) = z2(t)
ż2(t) = z3(t)
ż3(t) = z4(t)...̇
zr−1(t) = zr(t)

żr(t) = C̃ÃrW̃−1z̃(t) + C̃Ãr−1B̃λ(t)

ξ̇(t) = Ãξξ(t) + B̃ξz1(t)

w(t) = z1(t) +D, z1(t) = Cx(t)
z(0−) = z0.

(14)
We 
all it the z̃−dynami
s, and the full-rank state transformation matrix is W̃ : z̃ = W̃ x̃ (1). Wedenote ¯̃zT = (z1, . . . , zr). In the sequel, the 
omponents of z̃ and of z will both be denoted as zi, ex
eptif not 
lear from the 
ontext. Sin
e the zero dynami
s plays an important role in the systems we aredealing with, the following is of interest.Lemma 2 Let m = 1. Consider the z− and z̃−
anoni
al forms that 
orrespond to the systems (A,B,C)in (2) and (Ã, B̃, C̃) in (4), and let us denote the transitions matri
es of their zero dynami
s as Aξ and

Ãξ respe
tively. Then if σ is an eigenvalue of Aξ with multipli
ity mσ, −σ and σ are both eigenvalues of
Ãξ, both with multipli
ities mσ.Proof: Let Q ≥ 0 and let L ∈ IRn×n be su
h that LTL = Q. The transfer fun
tion that 
orrespondsto the operator λ 7→ w in (4) is equal to Hwλ(s) = C̃(sI2n − Ã)−1B̃ = G(s)G(−s)(1−H∗(s)H(s))−1 [52℄,where G(s) is the transfer of the triple (A,B,C) in (2). H(s) is the transfer matrix of the triple (A,B,L),
H∗(s) is the transfer matrix of the triple (−AT , LT , BT ), i.e. the adjoint system to (A,B,L) [54, p.280℄.Consider now the two ZD 
anoni
al forms asso
iated to the systems in (2) and (4), respe
tively. FromLemma 1 one has ξ ∈ IRn−rwu and ξ̃ ∈ IR2(n−rwu). From the fa
t that Hwλ(s) = G(s)G(−s)(1 −
H∗(s)H(s))−1 and sin
e the ξ1-dynami
s 
orresponds to the numerator B(s) of the transfer fun
tion
G(s), we dedu
e that the roots of the polynomial B(α)B(−α) = 0 are modes of the matrix Ãξ. Sin
e theorder of B(α)B(−α) is pre
isely 2(n− rwu), the result follows.1Clearly a similar transformation 
an be applied to (A, B, C), and we then 
all the obtained representation the
z−dynami
s.RR n° 0123456789



8 BrogliatoWe therefore have a 
omplete des
ription of the triple (Ã, B̃, C̃) in (4) in terms of its relative degreeand zero dynami
s.3 The higher order Moreau's sweeping pro
ess3.1 Presentation of the di�erential in
lusionLet us 
onsider the system in (4) (a) (
) and let us forget for the time being that it may represent thene
essary 
onditions of the maximum prin
iple. An important point is �rst to understand the dynami
sof su
h a dynami
al system involving 
omplementary-sla
kness 
onditions. For instan
e, what is themeaning of λ ≥ 0 if λ is not a measure (distributional multipliers may easily be needed to integrate(4) (a) (
))? To this end let us re
all some fa
ts about the higher order sweeping pro
ess (HOSP) asit is introdu
ed in [1, 2℄, whi
h provides a rigorous framework to study the dynami
s in (4) (a) (
),and extends the well-known �rst and se
ond order sweeping pro
ess (see referen
es in [1℄ and [11, �5.3℄for a non-mathemati
al introdu
tion). Roughly speaking, the HOSP is a spe
i�
 di�erential in
lusion,whose solutions are distributions, and whi
h permits to give a meaning to the system (4) (espe
iallythe positiveness of λ when it is not a measure). We denote as Tn(I) the set of distributions of degree
n + 1 [22℄ whi
h are generated by RCSLBV fun
tions on I, whose su

essive derivatives possess anabsolutely 
ontinuous part (denoted as [·]) that is also RCSLBV on I. The right derivative of [h] isdenoted as ĥ(1) = d+[h]

dt
(t) = limσ→0+

[h](t+σ)−[h](t)
σ

. The set of su
h fun
tions is denoted as F∞(I; IR) =

∩k∈INFk(I; IR), with Fk(I; IR) = {h ∈ Fk−1(I; IR) : ĥ(k) := d+

dt
[ĥ(k−1)] ∈ RCSLBV (I; IR)}. In parti
ular

F0(I; IR) = RCSLBV (I; IR). If T ∈ Tn(I) and is generated by a fun
tion F ∈ F∞(I; IR), it has a�fun
tion� part denoted as {T }(·) = [F̂ (n)](·), and a �measure� part denoted as ≪ T ≫ su
h that
〈≪ T ≫, ϕ〉 =

∫ +∞
−∞ ϕ d[F̂ (n−1)], ∀ ϕ ∈ C∞

0 (I). D denotes the distributional derivative, and dz denotesthe Stieltjes or di�erential measure generated by a fun
tion z of lo
al bounded variation [32℄. Thus Tn(I)denotes the set of all S
hwartz' distributions su
h that there exists a fun
tion F ∈ F∞(I; IR) su
h that
T = DnF . Let n be the smallest integer su
h that T ∈ Tn(I), we set

deg(T ) =







n+ 1 if n ≥ 1
1 if n = 0 and E0({T }) 6= ∅
0 if n = 0 and E0({T }) = ∅

(15)The Dira
 measure δ0 has degree 2, its derivative δ̇0 has degree 3, et
. Continuous fun
tions have degree0, and dis
ontinuous fun
tions have degree 1. The fa
t that the distributions we work with originatefrom LBV fun
tions, is 
ru
ial for the 
hara
terization of their support. Sin
e the notion of a solutionfor the formalism in whi
h we shall embed (4) is 
ru
ial, an example is provided in detail in appendixB. We insist here on the fa
t that that the solutions that will be 
onsidered next, are of spe
ial boundedvariation. In another words, their derivatives do not 
ontain any singular Lebesgue integrable part. SeeDe�nition 1 and equation (32).The 
ore of the HOSP lies in the de�nition of the following set of tangent 
ones. Let Φ be a nonempty
losed 
onvex subset of IR. We denote by TΦ(x) the tangent 
one of Φ at x ∈ IR de�ned by
TΦ(x) = cone(Φ − {x}) (16)where cone(Φ − {x}) denotes the 
one generated by Φ − {x}, de�ned as in [37℄ to take into a

ount
onstraint violations, and cone(Φ − {x}) is its 
losure. Given a 
losed nonempty 
onvex set Φ, we set

T 0
Φ(z1) = Φ, T 1

Φ(z1) = TΦ(z1), T 2
Φ(z1, z2) = TT 1

Φ
(z1)(z2),

T i
Φ(z1, ..., zi) = TT i−1

Φ
(z1,...,zi−1)

(zi), i ≥ 0.

INRIA



Example of RR.sty 9Remark 3 If m ≥ 2 and Φ = (IR+)m then
T i

Φ(z1, ..., zi) = ×m
l=1T

i
Φ(zl

1, ..., z
l
i).Note that

TIR+(x) =

{

IR if x > 0
IR+ if x ≤ 0and

TIR(x) = IR.Remark 4 i) The subdi�erential of the indi
atrix fun
tion of the 
one T i−1
Φ (z1, ..., zi−1) is given by [23,�1.3.1℄

∂ψT i−1

Φ
(z1,...,zi−1)

(zi) = {w ∈ IRn : 〈w, v − zi〉 ≥ 0, ∀v ∈ T i−1
Φ (z1, ..., zi−1)}and is the outward normal 
one to T i−1

Φ (z1, ..., zi−1) at zi.ii) It 
an be shown that
T i−1

Φ (z1, ..., zi−1) = IR ⇒ ∂ψT i−1

Φ
(z1,...,zi−1)

(zi) = {0},

T i−1
Φ (z1, ..., zi−1) = IR+ and zi > 0 ⇒ ∂ψT i−1

Φ
(z1,...,zi−1)

(zi) = {0},

T i−1
Φ (z1, ..., zi−1) = IR+ and zi ≤ 0 ⇒ ∂ψT i−1

Φ
(z1,...,zi−1)

(zi) = IR−.Let us introdu
e now two mathemati
al formalisms of the HOSP. For this we rely upon the spe
ial statespa
e representation in (14), the reason for this parti
ular 
hoi
e being explained in [1℄.Distributional Formalism. Find z1, ..., zr ∈ Tr−1(IR
+) and ξi ∈ Tr−1(IR

+) (1 ≤ i ≤ n − r)satisfying the distributional equations


































































Dz1 − z2 = 0
Dz2 − z3 = 0
Dz3 − z4 = 0...
Dzr−1 − zr = 0

Dzr − C̃ÃrW̃−1z̃ = C̃Ãr−1B̃λ

Dξ = Ãξξ + B̃ξz1

(17)
λ = (C̃Ãr−1B̃)−1[D(r−1) ≪ Dz1 − {z2} ≫ + . . .+

+D ≪ Dzr−1 − {zr} ≫]+ ≪ Dzr − C̃ÃrW̃−1{z} ≫ (18)
RR n° 0123456789



10 Brogliatoand


















































d{z1} − {z2}(t)dt ∈ −∂ψT 0
Φ
({z1}(t+))...

d{zi} − {zi+1}(t)dt ∈ −∂ψT i−1

Φ
({z1}(t−),...,{zi−1}(t−))({zi}(t+))...

d{zr−1} − {zr}(t)dt ∈ −∂ψT r−2

Φ
({z1}(t−),...,{zr−2}(t−))({zr−1}(t+))

(C̃Ãr−1B̃)−1[d{zr} − C̃ÃrW̃−1{z}(t)dt] ∈ −∂ψT r−1

Φ
({z1}(t−),...,{zr−1}(t−))({zr}(t+))

(19)
More 
ompa
tly (17) is rewritten as Dz̃ − W̃ ÃW̃−1z̃ − W̃ B̃λ = 0 or Dx̃ − Ãx̃ − B̃λ = 0. The relationsgiven in (19) have to be interpreted in the following sense: Find nonnegative real-valued Radon measures
dµi (1 ≤ i ≤ r) relative to whi
h the Lebesgue measure dt and the Stieltjes measure d{zi} possessdensities dt

dµi
and d{zi}

dµi
respe
tively su
h that:

d{zi}
dµi

(t) − {zi+1}(t)
dt

dµi

(t) ∈ −∂ψT i−1

Φ
({z1}(t−),...,{zi−1}(t−))({zi}(t+)),

dµi − a.e. t ∈ IR (1 ≤ i ≤ r − 1) (20)and
(C̃Ãr−1B̃)−1[

d{zr}
dµr

(t) − C̃ÃrW̃−1{z}(t) dt
dµr

(t)]

∈ −∂ψT r−1

Φ
({z1}(t−),...,{zr−1}(t−))({zr}(t+)), dµr − a.e. t ∈ IR. (21)The solutions of the distributional formalism will be shown to be distributions of degree possiblylarger than 1. Let us now introdu
e a se
ond formalism whose solutions are fun
tions, independently ofthe relative degree rwu. This will be quite useful when the optimal 
ontrol problem is embedded into theHOSP, see se
tions 3.5, 3.6.Measure Di�erential Formalism. Find zi ∈ F∞(IR+; IR) (1 ≤ i ≤ r) and ξi ∈ F∞(IR+; IR)(1 ≤

i ≤ 2n− r) su
h that (2)
dzi − zi+1(t)dt ∈ −∂ψT i−1

Φ
(z1(t−),...,zi−1(t−))(zi(t

+)) (1 ≤ i ≤ r − 1) (22)
(C̃Ãr−1B̃)−1[dzr − C̃ÃrW̃−1z(t)dt] ∈ −∂ψT r−1

Φ
(z1(t−),...,zr−1(t−))(zr(t

+)) (23)and
ξ̇(t) − Ãξξ(t) − B̃ξz1(t) = 0, dt− a.e. t ∈ IR (24)The system in (22) and (23) has to be interpreted in the following sense: Find nonnegative real-valuedRadon measure dµi relative to whi
h the Lebesgue measure dt and the Stieltjes measure dzi possessdensities dt

dµi
and dzi

dµi
respe
tively su
h that

dzi

dµi

(t) − zi+1(t)
dt

dµi

(t) ∈ −∂ψT i−1

Φ
(z1(t−),...,zi−1(t−))(zi(t

+)), dµi − a.e. t ∈ IR (1 ≤ i ≤ r − 1) (25)and
(C̃Ãr−1B̃)−1[

dzr

dµr

(t) − C̃ÃrW̃−1z(t)
dt

dµr

(t)]2In this formalism, {zi} = zi be
ause zi is a fun
tion and dzi is a Stieltjes measure. INRIA



Example of RR.sty 11
∈ −∂ψT r−1

Φ
(z1(t−),...,zr−1(t−))(zr(t

+)), dµr − a.e. t ∈ IR. (26)Another, more intuitive way to see the measure di�erential formalism, is to 
onsider the following:Find z1, ..., zr, ξ1, ..., ξn−r ∈ F∞(IR+; IR) and measures dν1, . . . , dνr su
h that














































































dz1 = z2(t)dt+ dν1
dz2 = z3(t)dt+ dν2
dz3 = z4(t)dt+ dν3...
dzi = zi+1(t)dt + dνi...
dzr−1 = zr(t)dt+ dνr−1

dzr = C̃ÃrW̃−1z(t)dt+ C̃Ãr−1B̃dνr

ξ̇(t) = Ãξξ(t) + B̃ξz1(t)

(27)
with the in
lusions

dνi ∈ −∂ψT i−1

Φ
({z1}(t−),...,{zi−1}(t−))({zi}(t+)) for all 1 ≤ i ≤ r (28)and λ is in (18):

λ = (C̃Ãr−1B̃)−1[D(r−1)ν1 + . . .+Dνr−1] + νr (29)In other words λ is a distribution whose measure part is dνr and its positivity is understood as thepositivity of dνr. The measures dνi are multipliers whose meaning in the 
ontext of optimality will bemade 
lear later (see Corollaries 8 and 9, and remark 8). From (27) and (28) it follows that
dνi({t}) = {zi}(t+) − {zi}(t−) ∈ −∂ψT i−1

Φ
({z1}(t−),...,{zi−1}(t−))({zi}(t+)), (1 ≤ i ≤ r − 1) (30)and

dνr({t}) = {zr}(t+) − {zr}(t−) ∈ −C̃Ãr−1B̃ ∂ψT r−1

Φ
({z1}(t−),...,{zr−1}(t−))({zr}(t+)). (31)We re
all that given a 
losed 
onvex nonempty set K and M = MT > 0, proxM [K; z̃] is the 
losestpoint to z̃ in K, in the metri
 de�ned by M . To better understand (30) and (31) it is useful to re
allhere the equivalen
es for two ve
tors of appropriate dimension, M = MT > 0 and K a 
losed 
onvex set:

x− y ∈ −M−1∂ψK(x) ⇐⇒ x = proxM [K, y] ⇐⇒ x = projM (K; y) ⇐⇒ x = argminz∈K
1
2 (z − y)TM(z −

y) ⇐⇒ 〈x − y, v − x〉 ≥ 0 for all v ∈ K. As we shall see, the measure di�erential formalism is useful inthe 
ontext of optimal 
ontrol, see se
tion 3.5. Indeed it is a formalism whi
h retains only the �measurepart� of the distributional formalism, i.e. the states dis
ontinuities. Most importantly its solutions arefun
tions of time independently of the degree of λ. Both formalisms are related through the following.Proposition 1 [1℄ i) Let (z1, ..., zr, ξ) ∈ (Tr−1(IR
+))n be a solution of Problem (17) (18) (19), with

{z}(0−) = z0 ∈ IRn. Then z1 = {z1} ∈ F∞(IR+; IR), zi ∈ Ti−1(IR
+) (2 ≤ i ≤ r), ξ = {ξ} ∈

(F∞(IR+; IR))n−r and ({z1}, ..., {zr}, ξ) is a solution of Problem (22) (23) (24), with {z}(0−) = z0 ∈ IRn.ii) Let (w1, ..., wr, ξ) ∈ (F∞(IR+; IR))n be a solution of Problem (22) (23) (24), with {z}(0−) = z0 ∈ IRn.Then (z1, ..., zr, ξ) ∈ (Tr−1(IR
+))n, where z1 := w1 and

zi = wi +
i−1
∑

j=1

(

∑

tk∈E0(wj)

(wj(t
+
k ) − wi(t

−
k ))δ

(i−j−1)
tk

)

(2 ≤ i ≤ r),RR n° 0123456789



12 Brogliatois a solution of Problem (17) (18) (19), with {z}(0−) = z0 ∈ IRn.An example is treated in detail in se
tion 4.4.2 whi
h helps understanding how (17)-(19) is integratedin time and how the state jump mappings (31) (30) work. Noti
e that Proposition 1 applies to thesolutions of the BVP as well. It is noteworthy that if the distribution z̃ is a solution of the distributionalproblem in (17) (18) (19) and if the fun
tion ζ̃(·) is a solution of the measure problem (22) (23) (24), then
{z̃}(·) = ζ̃(·) almost everywhere on [0, T1]. It is also 
lear that if λ is a measure, then both formalisms areequivalent one to ea
h other. From a Control engineer point of view, the �real� solution is the solution ofthe distributional formalism. However the measure di�erential formalism will prove to be quite useful toformulate an extended optimal 
ontrol problem.De�nition 1 Let 0 ≤ a < b ∈ IR ∪ {+∞} be given. We say that a solution z ∈ (Tr−1(IR

+))n of
(17)(18)(19)), with {z}(0−) = z0 ∈ IRn, is regular on [a, b) if for ea
h t ∈ [a, b), there exists a rightneighborhood [t, σ) (σ > 0) su
h that the restri
tion of {z} to [t, σ) is analyti
.Regular solutions may possess a

umulations of jumps, but only on the left of any t ∈ [a, b), as righta

umulations 
annot exist by de�nition. They en
ompass right-analyti
 solutions [46℄. The following isproved in [1℄ and 
on
erns the IVP in (17) (18) (19).Theorem 1 Suppose that C̃Ãr−1B̃ > 0 and m = 1. For ea
h z0 ∈ IRn, the system in (17) (18) (19),with {z}(0−) = z0 ∈ IRn has at least one regular solution.Moreover:i) z1(·) ≡ {z1}(·) ≥ 0 on IR+ii) {¯̃z}(0+) = ¯̃z′0iii) ‖{z̃}(t)‖ ≤

√
ect‖z̃0‖, ∀ t ∈ IR+, for some c > 0,iv) If z̃1 and z̃2 are two regular solutions of (17) (18) (19)), with {z̃}(0−) = z̃0 ∈ IRn then 〈z̃1, ϕ〉 =

〈z̃2, ϕ〉, ∀ϕ ∈ C∞
0 (IR+; IRn); where z̃′0 is uniquely de�ned by

z′0,i = prox [T i−1
Φ (z0,1, ..., z0,i−1); z0,i

]

, ∀ 1 ≤ i ≤ r − 1,

z′0,r = prox(C̃Ãr−1B̃)−1

[

T r−1
Φ (z0,1, ..., z0,r−1); z0,r

]and
z′0,l = z0,l, (r + 1 ≤ l ≤ 2n).It is proved that uniqueness holds in the 
lass of regular solutions only. A 
ru
ial step is to understandthe relationship between U and the 
lass of solutions of the HOSP. Indeed it is possible that rea
habilityof x̄1 from x̄0 in (2), holds for a u whi
h belongs to a set U of distributions. However is there a
orrespondan
e between this U and Tr−1([0, T1])? An element of answer will be given in se
tion 3.5. Animportant property whi
h helps understanding how the HOSP works is the following. Noti
e �rst thatwe may write dνi in (27) (28) as

dνi = gi(t)dt+ dJi, (32)where gi ∈ F∞(IR+; IR) and dJi is an atomi
 measure with 
ountable and orderable set of atomsgenerated by the right 
ontinuous jump fun
tion Ji. The following holds.Proposition 2 [1℄ Let z(·) be a solution of (20)-(21). We have
gi(t) = 0, dt− a.e. t ∈ IR+, (1 ≤ i ≤ r − 1), (33)

INRIA



Example of RR.sty 13
gr(t) ∈ −∂ψT r−1

Φ
({z1}(t−),...,{zr−1}(t−))({zr}(t+)), dt− a.e. t ∈ IR+, (34)and

0 ≤ z1(t
+) ⊥ dνr(t

+) ≥ 0, for ea
h t ∈ IR+ (35)
0 ≤ z1(t

+) ⊥ gr(t
+) ≥ 0, dt− a.e. t ∈ IR+. (36)

T i−1
Φ ({z1}(t−), ..., {zi−1}(t−)) ∋ {zi}(t+) ⊥ −dJi({t}) ∈ ∂ψT i−1

Φ
({z1}(t−),...,{zi−1}(t−))({zi}(t+)) (37)for all 1 ≤ i ≤ r and all t ∈ IR+.Thus, the 
omplementarity in (4) (
) is given a meaning with (36) and (37). The 
one CP in (37) showswhat CP the measures dνi satisfy (the rigorous meaning of the in
lusion in the right-hand-side of (37) isexplained in [1, Proposition 1℄ or [32, p.76℄). It is important to noti
e that given {z1}(t−), ..., {zi−1}(t−),the measure value depends on {zi}(t+). We shall 
ome ba
k on (37) in se
tion 4.2. From (33) itfollows that the non-atomi
 parts of the Lagrange multipliers are zero almost everywhere ex
ept for gr(·).Consequently the Lagrange multipliers asso
iated to additional 
onstraints to be imposed on the problem,are purely atomi
. This may explain why they have been ignored in the literature sin
e the 
onditionthat λ be a measure has always been imposed.Remark 5 i) Theorem 1 remains true if m ≥ 2 and C̃Ãr−1B̃ is a nonsingular symmetri
 M-matrix[18℄.ii) The HOSP is implementable with the knowledge of A, B, C, D, and x(·). The 
anoni
al z̃−dynami
sin (14) is introdu
ed only for the sake of 
larity of the presentation of the di�erential in
lusion.iii) The sets supp(λ) and supp(dνi) are 
ountable and orderable sets.iv) If Cx̄0 +D ≥ 0, then along solutions of the HOSP IVP one has deg(w(·)) = 0 on [0, T1].Another important tool is the following LCP whi
h holds on time intervals [τ − ǫ, τ), ǫ > 0, on whi
h

z1(t) is identi
ally zero:
0 ≤ λ(t) ⊥ C̃ÃrW̃−1z̃(t+) + C̃Ãr−1B̃λ(t) ≥ 0 (38)In (38) one 
ould write equivalently gr(t) instead of λ(t). This LCP monitors the evolution of themultiplier λ(·) for t ∈ [τ − ǫ, τ). The matrix of this LCP is the leading Markov parameter M (2rwu). Wetherefore have at our disposal a 
omplete dynami
al system whi
h allows us to give a meaning to thesystem in (4), for any initial data and for all t ≥ 0. This is a �rst 
ru
ial step for the understanding ofthe ne
essary 
onditions of optimality.Corollary 1 Along traje
tories of (17) (18) (19) one has d

dt
H({x}(t), {η}(t)) = 0 almost everywhere.Proof: follows from easy 
al
ulations and the fa
t that the support of the measures dνi is a zeroLebesgue measure on [0, T1].However along the optimal traje
tory the Hamiltonian undergoes jumps at atoms of λ (see Corollary3).
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14 Brogliato3.2 Solutions of the ne
essary 
onditions IVPFrom now on we will 
hoose to embed the system in (4) (a) (
) in the HOSP. In parti
ular, the degreeof distributions refers to the degree of distributions in spa
es Tn([0, T1]) for some n. The following isgoing to be useful subsequently and follows from the state variable 
hange z̃ = W̃ x̃ and (17)�(19) and(22)-(24).Costate equation distributional formalism
Dη −Qx+AT η = [0n×n In]W̃−1





0r−1

M (r)λ

02n−r−2



 (39)Costate equation measure formalism
dη −Qx(t)dt+ AT η(t)dt = [0n×n In]W̃−1











dν1...
dνr−1

M (r)dνr











(40)Both x(·) and η(·) are F∞([0, T1], IR)-fun
tions in (40), while in (39) x and η are distributions in
Tr−1([0, T1]). We also denote dνη = [0n×n In]W̃−1(dν1 . . . dνr−1 M (r)dνr)

T . In a �rst step, it isne
essary to give a meaning to (4) (a) (
), as a well-posed dynami
al system.Lemma 3 Let us embed the system in (4) (a) (
) in the framework of the HOSP. Assume that rwu = 2k,
k ≥ 1 and m = 1. Then there exists a global solution starting from any initial data (x(0−), η(0−)) whi
his regular in the sense of De�nition 1, and uniqueness holds in the set of regular solutions.Proof : From Lemma 1, the leading Markov parameterM (2rwu) = C̃Ã2rwu−1B̃ > 0. Apply Theorem1 and the fa
t that the solution x̃ of (4) (a) (
) is regular on IR+ for any initial data.The 
ondition ¯̃z(τ−) = 0 at an entry time τ is su�
ient to obtain a bounded u(τ) that keeps thestate inside Φ. Thus λ is an analyti
 fun
tion of time and from (4) (a) and (5) we dedu
e that u(·) isalso an analyti
 fun
tion of time. If ¯̃z(τ−) ≺ 0 then from (30) (31) a state jump o

urs and deg(λ) ≥ 2.However the 
ondition ¯̃z(τ−) = 0 is not ne
essary to get a bounded u(·): if z1(τ−) = . . . = zr−1(τ

−) = 0and zr(τ
−) < 0, deg(λ) = 2 and u(τ) may be a (dis
ontinuous) fun
tion of time, provided η(·) jumps at

τ while x(·) remains 
ontinuous at τ , see Proposition 6 below.It is 
ru
ial to realise that Lemma 3 neither states uniqueness of solutions of the BVP (4) (a) (b)(
) when rwu is even, nor says that when rwu is odd, the BVP (4) (a) (b) (
) has no solution. Thewell-posedness of the IVP (4) (a) (
) and of the BVP (4) (a) (b) (
), are two very distin
t notions (as saidabove, it 
ould even be that the BVP is well-posed when elasti
 jumps are introdu
ed). However studyinga good formalism for the IVP, will allow us to better understand the BVP. In parti
ular the study oflo
al properties of the optimal solution 
an take advantage of the IVP study, as well as for numeri
alintegration. As pointed out in the introdu
tion, the existen
e of solutions to the minimization problem(1) (2), is a rea
hability problem. Con
erning the BVP in (4 ) (a) (b) (
), we make the 
hoi
e to embed itinto the HOSP, i.e. we allow for its solutions to be regular in the sense of De�nition 1. The 
onsequen
esof su
h a 
hoi
e are important, as it may imply to extend the integral a
tion I(u) in (1) sin
e x, η and umay no longer be fun
tions at 
onta
t times. A
tually the 
entral question is: let us allow the solutionsof the BVP in (4) to be regular. Then how should one extend the minimization problem in (1) (2) sothat the set of equations/
onditions in (17) (18) (19) represent the ne
essary optimality 
onditions?3.3 Motivation exampleThe �rst question that 
omes to one's mind is: apart from getting a better understanding of the dynami
albehaviour of the system in (4) (a) (
), what do we gain by embedding the ne
essary 
onditions system inINRIA



Example of RR.sty 15(4) into the HOSP? In order to get a preliminary answer, let us examine the simple 
ase where the system(2) is given in the z−dynami
s representation, Q = In and R = Inu
. Let us rewrite I(u) as the sumof a regular part 1

2

∫ T1

0

[{z}(t)T{z}(t)+
1

2
{u}(t)TR{u}(t)]dt and an algebrai
 part 1

2

∑

k

σT
{z}(tk)σ{z}(tk)whi
h takes into a

ount the norm of the state ve
tor jump. We noti
e that in addition the minimisation ofthe algebrai
 part has to take into a

ount some 
onstraints on {z}(t+), due to the unilateral 
onstraints.In other words, we disregard what happens at instants tk and retain only the right and left-limits ofthe fun
tion part of the state: we 
hoose to work with the measure di�erential formalism (22) (24) or(25) (26). Assume now that {z1}(t) = 0 and {zi}(t) < 0, for some t ∈ [0, T1] and all 2 ≤ i ≤ r.Thus from (30) (31) a jump in {zi}(·), 2 ≤ i ≤ r, o

urs at t while the other variables are 
ontinuous.Then we have {zi}(t+) − {zi}(t−) = argminσi+{zi}(t−)≥0

1
2σ

2
i . The HOSP jump rule therefore minimizes

1
2

∑

k

∑

i

(σ{zi}(tk))2, over the admissible values of the post-impa
t state.3.4 Meaning of the 
ostate η(·) jump 
onditionIn this subse
tion we rely on the embedding of the system (4) (a)-(
) in the HOSP formalism to 
har-a
terize both x and η as distributions. The 
ondition η(τ+) = η(τ−) − CTλ1 with λ1 ≥ 0 is usuallygiven in the set of the ne
essary 
onditions. It is also sometimes indi
ated that if the optimal 
ontroller
u is dis
ontinuous, then a jump in η(·) o

urs. In the light of the HOSP distributional and measuredi�erential formalisms in (17)-(21) and (22)-(26) respe
tively, one may wonder what this jump 
onditionreally means (3): is λ a measure at τ (i.e., λ1 is the magnitude of the atom of dJr at τ , see (32)), or isit {η}(τ+) = {η}(τ−) − CTλ1? This is not at all equivalent.Proposition 3 The degree of λ at a time t is ≤ 2 if and only if all the zi(·), 1 ≤ i ≤ r−1, are 
ontinuousat t, while zr(·) is a possibly dis
ontinuous fun
tion at t. Moreover in su
h a 
ase x(·) = {x}(·) is a
ontinuous fun
tion at t while η(·) = {η}(·) jumps at t.Proof: The �rst assertion 
omes from the z̃−dynami
s. Now if x(·) is a fun
tion and has a jump,ne
essarily from (4) deg(η) ≥ 2. Thus ne
essarily deg(λ) ≥ 3 whi
h is a 
ontradi
tion. Finally z̃ = W̃ x̃and the transformation matrix W̃ is square full rank. Thus if η(·) is 
ontinuous at t, so is z̃(·). Sone
essarily η(·) has to be dis
ontinuous if zr(·) is. The se
ond part of the Proposition is proved.Proposition 3 says nothing on the de�nition of the jump: 
learly if M (r) ≤ 0 and if we admit that thesystem in (4) is embedded in the HOSP, then the post-jump state is not well de�ned. Finally the jumpin η(·) = {η}(·) has to satisfy stringent 
onditions to assure that only zr(·) jumps while the lower ordervariables zi(·) remain 
ontinuous.Proposition 4 Let m = nu = 1. All the zi(·), 1 ≤ i ≤ r − 1, are 
ontinuous at t, while zr(·) is adis
ontinuous fun
tion at t, if and only if (AT )jση(t) ∈ Ker(BT ) for 0 ≤ j ≤ rwu − 1.Proof: Let us 
onsider (4) and the state transformation in (14). It is easy to see that żi(t) =
zi+1(t) = CAix(t) for all 1 ≤ i ≤ rwu − 1 when rwu ≥ 2. Let us assume that żi(t) = Mix(t) +
i−rwu

∑

j=0

⋆BT (AT )jη(t), for some rwu ≤ i ≤ r − 1, where ⋆ generi
ally denotes some 
onstant s
alar and
Mi ∈ IR1×n is a row ve
tor. Then żi+1(t) = Mi(Ax(t)+BBT η(t))+

i−rwu

∑

j=0

⋆BT (AT )j(Qx(t)−AT η(t)) =

Mi+1x(t) +

i−rwu+1
∑

j=0

⋆BT (AT )jη(t), where Mi+1 = MiA +

i−rwu

∑

j=0

⋆BT (AT )jQ (noti
e that MiB ∈ IR).Sin
e żrwu(t) = CArwu

x(t) +CArwu−1BBT η(t) the proof is 
omplete by indu
tion with M rwu

= CArwu3We say that a ve
tor jumps if at least one of its 
omponents jumps.RR n° 0123456789



16 Brogliatoand ⋆ = CArwu−1B. From Proposition 3 x(·) is 
ontinuous. The �if� part of the proof thus follows byletting j vary from 0 to i− rwu and rwu ≤ i ≤ r − 1. The �only if� part follows from the fa
t that thepair (A,B) is 
ontrollable. Therefore the rows BT (AT )j are independent for all 0 ≤ j ≤ n− 1. Sin
e Miis an n−row and ⋆ is a s
alar, and sin
e rwu ≤ n, the proof follows.Corollary 2 Let η(·) have a jump ση(t) at t and (AT )jση(t) ∈ Ker(BT ) for 0 ≤ j ≤ rwu − 1. Then
u(rwu−1)(·) is the lowest order derivative of u(·) whi
h is dis
ontinuous at t.Proof: From Proposition 4 it follows that deg(λ) ≤ 2 so that (4) does represent the optimality
onditions for (1) (2) and (5) holds [47℄. Sin
e u(·) = BT η(·), we dedu
e that σu(t) = BTση(t) = 0. Sin
e
u̇(·) = BT η̇(·) = BT (Qx(t) −AT η(t)) (4), we dedu
e that σu̇(t) = −BTATση(t) = 0. The reasoning 
anbe 
ontinued until one attains u(rwu−1), re
alling that z(r−1)

1 (·) = zr(·) depends on u(rwu−1)(·).One noti
es from Corollary 2 that the sum of the lowest derivative of u(·) that is dis
ontinuous andof the relative degree are always equal to 2rwu − 1 whenever there is a jump in η(·) at t (i.e. λ1 > 0)and λ is a measure at t. This is in agreement with [28, Theorem 6℄ whi
h states that λ1 6= 0 if and onlyif u(rwu−1)(·) is dis
ontinuous at t, at an entry time. However our proof 
ompletely di�ers from that in[28℄.Corollary 3 Let λ be a measure and 
onsider the Hamiltonian fun
tion in (9) evaluated along the solu-tions of the HOSP in (17)-(19) (equivalently along the solutions of (22)-(24)). Then H(t+) = H(t−) at
t ∈ [0, T1] if and only if (η(t+) − η(t−))TAx(t) = 0.Proof: One �nds from Proposition 3 that H(t+)−H(t−) = − 1

2 (η(t+)−η(t−))TBBT (η(t+)−η(t−))+
(η(t+) − η(t−))TAx(t). Thus from Proposition 4 H(t+) −H(t−) = (η(t+) − η(t−))TAx(t).Therefore requiring the 
ontinuity of the Hamiltonian at 
onta
t states usually implies that deg(λ) ≤ 1.It is of interest to investigate whether or not 
onditions exist su
h that the Hamiltonian fun
tion, theoptimal traje
tory and the optimal 
ontrol are fun
tions of time (so that I(u) in (1) and (5) have ameaning), while λ is a distribution of degree ≥ 3. In a sense, the 
ostate η should �in
orporate� all thehigher degree distributions. Let us denote the transformation matrix z̃ = W̃ x̃ as W̃ =

(

W̃1 0n×n

W̃2 W̃3

),where W̃j ∈ IRn×n, 1 ≤ j ≤ 3.Proposition 5 Let m = nu = 1 and rwu = n. Then (a) deg(λ) ≤ 2 ⇔ (b)z̃ and x̃ are fun
tions
⇔ (c)BT η and AT η are fun
tions. Also deg(λ) ≥ 3 ⇔ deg(BT η) ≥ 2 or deg(AT η) ≥ 2.Proof: We �rst noti
e that under the stated 
ontidions W̃ indeed possesses the above stru
ture, andsin
e it is full rank then ne
essarily W̃3 and W̃1 are full rank [29, p.38℄. Let us denote ζT

i = (zi, . . . , zr),
i ≥ rwu + 1. We �rst prove that (
) ⇒ (a). If zj(·), n + 1 ≤ j ≤ i − 1 are fun
tions and zi−1(·) isdis
ontinuous, then deg(λ) = r + 2 − i, and re
ipro
ally. We noti
e that deg(λ) = r + 2 − i, i ≤ r − 1,implies that deg(λ) ≥ 3. The ve
tor ζi may be 
onsidered as a (n− 1)-ve
tor of distributions of degrees
≥ 2. Sin
e η = −(W̃−1

3 W̃2W̃
−1
1 )z̄ + W̃−1

3











zn+1...
zi−1

ζi











, then BT η and AT η are time fun
tions if and onlyif W̃3
−1
(

0i−n+1

ζi

) belongs to Ker(BT ) and to Ker(AT ). However sin
e the pair (A,B) is 
ontrollable,the Kalman 
ontrollability matrix K and its transpose are square full rank (n × n) matri
es. Sin
e
KT =















BT

BTAT

BT (AT )2...
BT (AT )n−1















, one sees that IRn ∋ v ∈ Ker(BT )∩ Ker(AT ) implies that KT v = 0. Hen
e4We 
an safely di�erentiate BT η(t) as BT η̇(t), as we know that the fun
tion BT η̇(·) is 
ontinuous at t. INRIA



Example of RR.sty 17
v = 0 and we dedu
e that ζi = 0 whi
h is a 
ontradi
tion. Therefore deg(BT η) ≤ 1 and deg(AT η) ≤ 1implies that deg(λ) ≤ 2. The other impli
ations/equivalen
es follow from the z̃−dynami
s. The lastequivalen
e is just a rewriting of (a) ⇔ (
).Consequently one sees that the only 
ase where BT η and AT η are fun
tions, is when all zi(·), rwu+1 ≤
i ≤ r, are fun
tions. In this latter 
ase zr(·) may be time dis
ontinuous, so that λ is a measure. Howeverthere may exist 
ases when deg(λ) ≥ 3, deg(BT η) ≤ 1 and deg(AT η) ≥ 2.Proposition 6 Let m = nu = 1 and rwu = n. Let us embed the ne
essary 
ondition system in (4) inthe HOSP in (17)-(21). Let a traje
tory of (4) make 
onta
t with ∂Φ at t = τ . Assume that z̄(τ−) = 0.Then deg(λ) ≤ n and x(·) is a 
ontinuous fun
tion at τ while deg(BT η) ≤ 1. Finally deg(AT η) ≤ n− 1at t.Proof: We noti
e �rst that z̄(τ−) = 0 (= z̄(τ+) from (28)-(31)) is equivalent to having x(·) is 
ontin-uous at τ , be
ause of the minimality of (A,B,C) and 
onsequently the stru
ture of the transformationmatrix W̃ (sin
e rwu = n, the matrix W̃1 is the Kalman observability matrix, see Proposition 5). Usingthe z̃−dynami
s it is easily dedu
ed that deg(λ) ≤ rwu at τ and that deg(BT η) ≤ 1. The last statementis a 
onsequen
e of the stru
ture of Ã in (4).It is worth re
alling that all the distributions whi
h appear in the problem, have a atomi
 partwhose support is of zero Lebesgue measure, see remark 5 v). As a 
onsequen
e of Proposition 6, when
z̄(τ−) = 0 at all entry times τ , the state jumps are jumps of {η}(·), i.e. {η}(t+k ) 6= {η}(t−k ). But imposingthe 
onstraint z̄(τ−) = 0 at all entry times τ does not imply that λ is a measure.Example 2 Let us 
onsider a triple integrator x(3)(t) = u(t) with x1(t) ≥ 0. We have Ã =

















0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 −1 0 0
0 0 1 0 −1 0

















,
W̃ =

















1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 1 0 −1 0
0 −1 0 1 0 1

















, B̃T =
(

0 0 0 −1 0 0
), BT η = η3, AT η =

(

0 η1 η2
)T .Assume that λ = δ̇t, whi
h happens if z5(·) jumps at t while z6(·) is 
ontinuous (for instan
e if z1(t−) =

z2(t
−) = z3(t

−) = z4(t
−) = 0, z5(t−) < 0, z6(t−) > 0). From the HOSP dynami
s, this implies that

z1(·), z2(·), z3(·), z4(·) and z6(·) are 
ontinuous at t, while z5(t+) = 0. Thus deg(η1) = 0, deg(η2) = 2and deg(η3) = 0. This is a 
ase where deg(BT η) = 0 while deg(AT η) = 2, and deg(λ) = 3. This is inagreement with Proposition 5: if deg(λ) = 3, ne
essarily either deg(BT η) ≥ 2 or deg(AT η) ≥ 2. Sin
edeg(BT η) ≤ 1 ne
essarily deg(AT η) ≥ 2.The pre
eeding analysis suggests that there are two basi
 situations 
on
erning the system in (4) (a)(
):(1) λ is a measure, i.e. λ = gr(t)dt+ dJr ,(2) deg(λ) ≥ 3 and(2.1) BT η(·) and x(·) are time fun
tions on [0, T1], deg(AT η) ≥ 2,(2.2) deg(λ) ≥ 3, deg(BT η) ≥ 2.Quantum ele
troni
s and laser 
ontrol, portfolio optimisation, optimisation of the loan poli
y of a
ompany, are problems whi
h do involve optimal 
ontrols with deg(u(·)) = 2 [21℄. Considering optimalRR n° 0123456789



18 Brogliatoinputs whi
h are not fun
tions therefore makes sense from the physi
al point of view. There are severalbasi
 ingredients in the optimality 
onditions, among whi
h: i) the value of the optimal 
ontrol in (5)whi
h 
omes from ∂H
∂u

(x, u, η) = 0, ii) the 
ostate equation η̇(t) = Qx(t) − AT η(t) − CTλ whi
h 
omesfrom 
al
ulus of variations and Kuhn-Tu
ker 
onditions stating that ˙̃x(t) = J
∂Hns(x̃)

∂x̃
(t) (see (9) andparagraph after), iii) the expression of the integral a
tion (or 
ost) in (1).In 
ase (1) the three ingredients have a meaning and the BVP in (4) represents the optimalityne
essary 
onditions with I(u) in (1) [4, Theorem 1℄ [8℄[47, (4.1)-(4.5)℄. From [47, Proposition 4.1℄normal extremals are minimizers of (1) (2) in su
h a 
ase. Also we note that x = {x}, u = {u}, and

η = {η} on [0, T1].Corollary 4 Assume the 
onditions of Proposition 6 are satis�ed and that U is a set of fun
tions of time.Let τ ∈ [0, T1] be an entry time. Let us 
onsider the solution x̃ = W̃−1z̃ of the distributional formalismin (17) (18) (19) and the fun
tion H(x, u, η) in (10). Then the 
ontrol whi
h satis�es ∂H
∂u

(x, u, η) = 0 at
τ is given in (5) if and only if (σzn+1

(τ), . . . , σzr
(τ))W̃−T

3 ∈ Ker(A). In this 
ase deg(λ) ≤ 2.Proof: From Proposition 6, one sees that deg(AT η) ≤ rwu−1 at τ . One may rewrite the Hamiltonianas H(x, u, η) = − 1
2x

TQx− 1
2u

TRu+ ηTBu+ 〈AT η, x〉 sin
e AT η ∈ Tn−2 is a distribution. At τ we maywrite η as η =

n−3
∑

i=0

ηiδ
(i)
τ . We know that η = −W̃−1

3 W̃2W̃
−1
1 z̄+W̃−1

3







zn+1...
zr






. Sin
e z̄(·) is a 
ontinuousfun
tion at τ , we dedu
e that ηi = W̃−1

3 βi, with βi =









0r−i−1

σzr−i
(τ)

02n−r+i









(from (30) (31) either βi = 0 or
βi = −zr−i(τ

−) > 0). The result follows be
ause deg(AT η) ≤ 1 if and only if (βn−1, . . . , β0)
T ∈ Ker(AT )(otherwise the produ
t 〈AT η, x〉 ne
essarily involves u(·) and its derivatives). The last result follows fromPropositions 5 and 6.In other words, the optimal input 
omputed along the solution of the distributional problem (17) (18)(19) is given by (5) at a tangential 
onta
t if and only if deg(λ) ≤ 2. When deg(λ) ≥ 3 one will have toresort to the measure di�erential problem whose solutions are time fun
tions in F∞ to 
hara
terize theoptimality, see se
tions 3.5 and 3.6. Let us note that the 
onstraints that are imposed in Corollary 4 andin Proposition 4 at time τ , are of the same nature as the usual 
onstraint z̄(τ−) = 0 at an entry time.3.5 An extended integral a
tion I(u)Let us deal now with 
ase (2), i.e. deg(λ) ≥ 3. The 
ase (2.1) is of parti
ular interest be
ause it showsthat the optimal 
ontroller may be a fun
tion of time, while the 
ostate η is a distribution of degree ≥ 3.Thus de
reasing the �regularity� of u(·) while keeping deg(u) ≤ 1 may 
reate serious di�
ulties in theanalysis of this optimisation problem, the 
ostate equation being a distributional di�erential equationas (39). On the sets supp(dJi), the dynami
s of the system in (4) (a) (
) be
omes algebrai
, see (31)(30). Consequently when deg(λ) ≥ 3 it is ne
essary that the optimal 
ontrol problem in (1) (2), involvesan algebrai
 a
tion in addition to an integral a
tion. One path is the following: u2 has no meaningif u = δ0. However 〈δ0, ϕ(t)〉2 = ϕ(0)2 has a meaning for any 
ontinuous test fun
tion ϕ(·). Also

〈a1δ0 + a2δ̇0, ϕ〉2 = a2
1〈δ0, ϕ〉2 − 2a1a2〈δ0, ϕ+ φ̇〉 + a2

2〈δ0, ϕ̇〉2 = a2
1ϕ

2(0) − 2a1a2(ϕ(0) + ϕ̇(0)) + a2
2ϕ̇

2(0).This way of introdu
ing the singular distributions 
ontributions in the quadrati
 
ost, is di�erent fromthat 
onsidered in [16℄. Let {δn
0 (·)} be a fundamental sequen
e for the Dira
 measure δ0 [11, AppendixA℄. In [16℄ it is argued that sin
e ∫ +∞

0
(δn

0 )2(t)dt → +∞ as n→ +∞, then the 
ost to be asso
iated to thedistributional parts is +∞. It is 
on
luded in [16℄ that only those optimal 
ontrol problems involving nodistributions of degree ≥ 2 make sense. Our approa
h of 
onsidering the 
ost fun
tion (or a
tion) whenhigher degree distributions are present in the optimal 
ontrol problem, rather follows Moreau's resultsin [36℄. An important tool in the developments whi
h follow is the measure di�erential formalism of theHOSP in (22)-(26). INRIA



Example of RR.sty 19Let us denote dν¯̃z = (dν1 . . . dνr)
T ∈ IRr. Similarly for dJz̃ whi
h denotes the atomi
 part ofthe ve
tor measure dνz̃ = gz̃(t)dt + dJz̃ (see (32)). Let us de�ne M =

(

Ir−1 0r−1

0r−1 M (r)

)

∈ IRr×r, and
M̃ =

(

M 0r×(2n−r)

0(2n−r)×r 0(2n−r)×(2n−r)

)

∈ IR2n×2n. From (27) we have dz̃ = Ãz̃(t)dt + M̃
(

dν¯̃z

02n−r

).Thus dνx̃ = W̃−1M̃
(

dν¯̃z

02n−r

)

= gx̃(t)dt+ dJx̃.Lemma 4 Let rwu = 2k, k ≥ 0, and m = 1. The HOSP jump rule in (30) (31) minimizes the quadrati
term 1
2 〈dJ¯̃z , ϕ〉TM〈dJ¯̃z , ϕ〉 for any test fun
tion ϕ(·) ∈ C0[IR, IR] with support 
ontaining [0, T1], underthe 
onstraints in (36) and (37).Proof: One has dνi({t}) = {zi}(t+) − {zi}(t−) for all t ∈ [0, T1]. If t is not an atom of dνi then

dνi({t}) = dJi({t}) = 0. If t is an atom of dνi this implies that all the tangent 
ones T k
Φ({z1}(t−), . . . , {zk}(t−))satisfy T k

Φ({z1}(t−), . . . , {zk}(t−)) = IR+ for 0 ≤ k ≤ i−1. Then dνi({t}) = dJi({t}) = argminσi+{zi}(t−)≥0
1
2σ

2
i .Indeed from (30) it follows that {zi}(t+) =prox[T i−1

Φ (z1(t
−), . . . , {zi−1}(t−)); {zi}(t−)]. We dedu
e that

{zi}(t+) = argminσ∈T i−1

Φ
(z1(t−),...,{zi−1}(t−))

1
2 (σ−{zi}(t−))2. In 
ase {zi}(t−) < 0 and T i−1

Φ (z1(t
−), . . . , {zi−1}(t−)) =

IR+ (whi
h are the 
onditions required so that dJi possesses an atom at t) the result follows. We have
〈dJ¯̃z , ϕ〉TM〈dJ¯̃z , ϕ〉 =

∑r−1
i=1 〈dJi, ϕ〉2 + M (r)〈dJr , ϕ〉2, and from Lemma 1 M (r) > 0. The result isproved.Let us illustrate the se
ond argument of the proof. If {zi}(t−) < 0 then argminσi+{zi}(t−)≥0

1
2σ

2
i =

−{zi}(t−). Sin
e dνi({t}) = {zi}(t+) − {zi}(t−) we dedu
e that {zi}(t+) = 0 (a plasti
 jump). Theparallel with unilateral Me
hani
s and Moreau's se
ond order sweeping pro
ess 
an be done, where thepost-impa
t velo
ity satis�es q̇(t+) = argminw∈TΦ(q(t))
1
2 (w− q̇(t−)TM(q(t))(w− q̇(t−) when the impa
tsare plasti
 [11, Remark 5.11℄.Lemma 4 extends to odd-rwu systems, provided dJr = 0. We shall �nd again the spe
i�
ity of odd-rwusystems in se
tions 4.2 and 5. Let us propose the following extended a
tion to be minimized:

minimizeu(·)∈U
1
2 〈dJx̃, ϕ〉T W̃TM̃W̃ 〈dJx̃, ϕ〉 + 1

2

∫ T1

0

[{x}(t)TQ{x}(t) + {u}(t)T{u}(t)]dt

+ 1
2{x}T (T1)F{x}(T1)

(41)for any test fun
tion ϕ(·) ∈ C0[IR, IR], with support 
ontaining [0, T1],De�nition 2 Let U be a set of distributions in Trwu([0, T1]) su
h that the atoms and points of non-analyti
ity of any u ∈ U are in the set ⋃r
i=1supp(dJi). We denote it as U

rwu

J .The de�nition of U
rwu

J is motivated by the fa
t that the HOSP solutions are 
onstrained to existin the set Tr−1([0, T1]). In parti
ular deg(z1) ≤ 1. Having u ∈ U
rwu

J means that deg(u) ≤ rwu + 1,while along solutions of the HOSP deg(λ) ≤ r + 1 = 2rwu + 1. The inspe
tion of the z−dynami
s showsthat deg(z1) ≤ 1 ⇒ deg(u) ≤ rwu + 1. It is 
onsequently useless to look for a larger set (in the set ofdistributions as de�ned in se
tion 3.1) of inputs for this optimal 
ontrol problem. As example 6 showsit is easy to 
onstru
t 
ases where x̄1 is not rea
hable from x̄0 in the set U
rwu

J . This is therefore animportant issue.Let us noti
e that 〈dJx̃, ϕ〉T W̃TM̃W̃ 〈dJx̃, ϕ〉 
ontains terms of the form ϕ2(tk) for all tk ∈ supp(dJx̃),sin
e dJx̃ is an atomi
 measure generated by a right 
ontinuous jump fun
tion Jx̃(·). Let us re
all thatin (41) the state jump times are totally free and are not a priori �xed. The only thing that we imposethrough the HOSP formalism is that the supports of the atomi
 measures dJi are orderable and 
ountablesets. It is noteworthy that even in 
ase (2.1), the addition of an algebrai
 a
tion is ne
essary. At a time
t ∈ supp(dνi) where (2.1) holds, then the value of {u}(·) = BT {η}(·) = BT η is irrelevant (and this isthe 
ase on the set of all atoms of λ as this set is of zero Lebesgue measure). The optimisation is doneat su
h a t on the 
ostate η.RR n° 0123456789



20 BrogliatoRemark 6 It is important to noti
e that problem (1)-(2) is not the same as the optimal 
ontrol problem(without state 
onstraints) where the 
ontrol u may 
ontain a singular distribution [51, 43℄. The majordis
repan
y is that the support of the atomi
 part satis�es (7). For instan
e in example 6, jumps in x1(·)are allowed only on the line x2 = 0 a

ording to our framework. It is also quite di�erent from [49℄ whostudies optimal 
ontrol of a system whi
h undergoes state jumps. One may argue that when deg(u) ≥ 2then distributional inputs 
ould be applied without the support 
ondition (7), as in [43℄. But as seen abovean important 
ase is when deg(u) ≤ 1 and deg(η) ≥ 2. The impulsive optimal 
ontrol problem presentedin [24℄ is also of a di�erent nature, despite it shares some 
ommon features with what will be presentedin the next two se
tions (espe
ially the splitting of the intergral a
tion into a �
ontinuous� and a �jump�a
tions). The idea of separating fun
tions and distributions in the a
tion is not new, see e.g. [40℄ and [3,equ.(2.5)℄. Also in [13, �3.7℄ I(u) is split into an integral part and an algebrai
 part taking into a

ountstate jumps. However the works [13, 40℄ do not apply to the problem 
onsidered in this paper as they donot involve state unilateral 
onstraints.Proposition 7 Suppose that x̄1 is rea
hable from x̄0 in a �nite time T1 ≥ 0, with u ∈ U
rwu

J . Let rwube even. Then the HOSP measure di�erential in
lusion in (22)�(24) represents the optimality ne
essary
onditions for the extended integral a
tion I(u) in (41), with u = BT η for all t ∈ [0, T1] and subje
t tothe 
onstraints in (36) and (37). If rwu is odd, then the result holds provided the additional 
onstraint
dJr = 0 holds along the optimal traje
tory.Proof: In view of the material of se
tions 3.1, 3.2 and 3.4, one sees that if deg(λ) ≥ 2 an algebrai
a
tion has to be added to I({u}) in (1), taking into a

ount the state {x}(·) and/or 
ostate {η}(·) jumps.From the measure di�erential formalism (40), u = BT η for all t ∈ [0, T1] means that

u(t) = BT η(t) +BT

∫

[0,t)

dνη, (42)where dνη is de�ned after (40) and η(·) in (42) is to be understood as the �un
onstrained� solution of theODE η̇(t) −Qx(t) +AT η(t) = 0 with ẋ(t) −Ax(t) −BR−1BT η(t) = 0. In other words (42) stems from
u(t) = argmaxu∈Urwu

J
H

(

x(t) +

∫

[0,t)

dνx, η(t) +

∫

[0,t)

dνη, u(t)

) (43)and it is worthwhile noting that the arguments in the Hamiltonian fun
tion in (43), are fun
tionsof time (the fundamental role played by the measure di�erential formalism (22)�(24) and Proposi-tion 1 is 
lear in this 
ontext). Let us re
all that solutions of the measure di�erential formalismare F∞ fun
tions, and so is u(·) in (42). From the distributional formalism (39) u = BT η meansthat 〈u, ϕ〉 = 〈BT η, ϕ〉 for all ϕ ∈ C∞
0 ([0, T1]). Therefore, if the ne
essary 
ondition system (4)embedded in the distributional HOSP (17)-(19), possesses a distributional solution in Tr−1([0, T1]),the 
orresponding solution of the measure HOSP in (22)�(24) de
omposed as in (42) into an un
on-strained and a 
onstrained parts, satis�es (42) and (43) (by Proposition 1 there is a bije
tive 
orrespon-dan
e between solutions of the distributional and the measure formalisms of the HOSP). The Hamil-tonian fun
tion H({x}, {u}, {η}) evaluated along the optimal traje
tory (and optimal 
ontrol) satis�es

H({x}, {u}, {η}) = sup{v}∈Ur
J
− 1

2{x}TQ{x} − 1
2{v}TR{v} + {η}T (A{x} + B{v}) Lebesgue almost ev-erywhere (equivalently {u}(·) = BT {η}(·) almost everywhere on [0, T1]). Also the 
ostate equation is

d
dt

({η})(t+) = Q{x}(t+)−AT {η}(t+)−CT (02n−1 gr(t
+))T on intervals (tk, tk+1] sin
e the solutions areright-
ontinuous. We re
all that the values of the fun
tions {x}(·), {u}(·), {η}(·) are irrelevant at theatoms tk of the distribution λ. Let us now deal with the algebrai
 a
tion in (41). One has z̃ = W̃ x̃, and
onsequently 〈dJ¯̃z , ϕ〉TM〈dJ¯̃z , ϕ〉 = 〈dJ T

z̃ , ϕ〉M̃〈dJz̃ , ϕ〉 = 〈dJx̃, ϕ〉T W̃TM̃W̃ 〈dJx̃, ϕ〉. The solutionsare distributions in Tr−1([0, T1]), solutions of the HOSP in (17)-(19). From Proposition 1 we 
an 
onsiderequivalently the solutions of the measure formalism in (22)-(24). From Lemma 4, the solution of (22)-(24)minimizes the quadrati
 term 1
2 〈dJx̃, ϕ〉T W̃TM̃W̃ 〈dJx̃, ϕ〉. From the de�nition of dνz̃, it follows that if
onta
t states are for
ed to be hypertangential (see De�nition 3 below), then dJx̃ = 0 and the a
tion isINRIA



Example of RR.sty 21purely integral. All the above applies to even rwu, and to odd rwu provided the 
onstraint dJr = 0 isadded.In 
ase u(·) is a fun
tion, its derivatives may be distributions. This is taken into a

ount by thealgebrai
 a
tion whi
h is a fun
tion of η, hen
e impli
itly of u(·) and its derivatives. Consider example2. One has at the 
onsidered time u(t) = η3(t). From (17) the distributional equality Du = Dη3 =
x3 − η2 = z3 − η2 shows that deg(Du) = 2 sin
e deg(η2) = 2. This is the 
onsequen
e of a jump in z5(·)at t whi
h is the optimal jump a

ording to the a
tion in (41). Most importantly, when λ is a measure,(42) and (43) 
oin
ide with [58, equ. (11.42)℄ and [58, equ. (11.41)℄, respe
tively. We note however thatthe solution and optimal 
ontroller regularity 
onditions as studied in [58, �9,�10, �11℄ are not relevantin our framework sin
e the data in (1) and (2) are analyti
 and the solution we are looking for is regular(De�nition 1). It is worthwhile pointing out that in 
ase (2.1) the integral term of the a
tion I(u) isequal to ∫ T1

0

[x(t)TQx(t) + u(t)Tu(t)]dt+
1

2
xT (T1)Fx(T1). However from Corollary 4 one does not have

∂H
∂u

= 0 at atoms of dνi, 1 ≤ i ≤ r−1, but only almost everywhere on [0, T1] (see also (42)). The algebrai
a
tion is then equal to 1
2 〈(0n dJ T

η ), ϕ〉W̃TM̃W̃ 〈(0n dJ T
η )T , ϕ〉.Example 3 Following [13, �3.11℄ let us 
onsider the system with relative degree rwu = 2, l > 0,







ẋ1(t) = x2(t)
ẋ2(t) = u(t)
w(t) = l − x1(t) ≥ 0

(44)with Q = 0 and R = 1. Then (4) be
omes in the z̃−
anoni
al representation






















ż1(t) = z2(t) (= −x2(t))
ż2(t) = z3(t) (= −η2(t))
ż3(t) = z4(t) (= η1(t))
ż4(t) = λ(t)
0 ≤ w(t) = l + z1(t), z1(t) = −x1(t)

(45)Let us 
onsider the end-point 
onditions z1(0−) = z1(T
+
1 ) = −l and z2(0−) = z2(T

+
1 ) < 0. Then theoptimal solution is z̃(t) = 0 for all t ∈ (0, T1) (so that u(t) = 0 for all t ∈ (0, T1) and the integral a
tionis zero along the optimal path), and z2(·) jumps at t = 0 and t = T1 (here z2(·) is to be 
onsidered as asolution of the measure di�erential formalism (22) (23) (24)). Thus dν2 > 0 and dν1 = dν3 = dν4 = 0.The algebrai
 a
tion is equal to 〈dν2, ϕ〉2. Along the solutions of the distributional formalism (17) (18)(19) one has u = η2 = −z3 as an equality of distributions, and deg(u) = 2. The optimal solution thatis presented in [13, �3.11℄ is su
h that z4(t−1 ) < 0 at an entry time t1, so that deg(λ) = 2. An openissue is to �nd whether or not admitting jumps in z3(·) = −η2(·) (solutions of (22) (23) (24)), hen
e adis
ontinuous optimal 
ontroller, would allow one to de
rease the a
tion value 
ompared to the 
ase when

λ is 
onstrained to be a measure. In this 
ase the distributional formalism solution yields deg(λ) = 3. Inthis simple example, the test merely amounts to varying the entry and exit time, allowing for deg(λ) ≥ 3.3.6 Hamilton's prin
iple of Me
hani
sLet us brie�y expose here some fa
ts about Hamilton's prin
iple of Me
hani
s for Lagrangian systemssubje
ted to 
omplementarity relations and impa
t laws. As re
alled in [11, �3.5℄, the addition of aunilateral 
onstraint and of an impa
t law, implies that Hamilton's prin
iple has to be modi�ed in orderto keep its meaning (otherwise it 
annot represent the nonsmooth feature of the dynami
s). The positionis supposed to be 
onstrained in Φ = {q| h(q(t)) ≥ 0} with h : IRn → IR, and we take T1 = 1. TheLagrangian dynami
s is embedded into Moreau's se
ond order sweeping pro
ess. Let us �rst 
onsider thefollowing minimization problem with e ∈ [0, 1].minimize q(0) = q0 ∈ Φ
q(1) = q1 ∈ Φ

q̇(t+) + eq̇(t−) ∈ TΦ(q(t))

1

2
σq̇(t)

TM(q(t))σq̇(t) +

∫ 1

0

L(q(t), q̇(t))dt (46)RR n° 0123456789



22 BrogliatoThe solution of the sweeping pro
ess on [0, 1] whi
h satis�es q(0) = q0 and q(1) = q1, minimizesthe a
tion (46) as it satis�es the smooth Euler-Lagrange dynami
s outside impa
ts, and minimizes thequadrati
 term at impa
ts. However the writing in (46) is not satisfa
tory be
ause it expli
itly resortsto impa
t times in the formulation of the algebrai
 term of the a
tion (noti
e that if t is not an impa
ttime then the 
orresponding algebrai
 a
tion be
omes trivial). Let us de�ne the Stieltjes measure dvasso
iated to the a

eleration, whose atoms are the impa
t times so that dJv({t}) = q̇(t+)− q̇(t−). Thenone may rewrite (46) asminimize q(0) = q0 ∈ Φ
q(1) = q1 ∈ Φ

q̇(t+) + eq̇(t−) ∈ TΦ(q(t))

1

2
〈dJv, ϕ〉TM(q(t))〈dJv , ϕ〉 +

∫ 1

0

L(q(t), q̇(t))dt (47)with ϕ(·) ∈ C0 a test fun
tion whose support 
ontains [0, 1]. As shown in [14℄ for the 
ase e = 1, theextremal of the fun
tional
∫ 1

0

(L(q(t), q̇(t))dt + h(q(t))λ) (48)under the 
onstraints h(q(t)) ≥ 0 for all t ∈ [0, 1], some initial data and no kineti
 energy loss, is asolution to the boun
e problem, i.e. d
dt

(

∂L(q,q̇)
∂q̇

)

(t) − ∂L(q,q̇)
∂q

(t) = ∇h(q(t))λ on [0, 1], and vi
e-versa.The multiplier λ in (48) is a measure whose support is in the set {t ∈ [0, 1] | h(q(t)) = 0}.The great advantage of the formulation of the BVP as in (48) 
ompared to (46) and (47), is that itallows one to perform a time-stepping dis
retization of the integrand in one shot, using the fa
t that λ isa Stieltjes measure. One then 
onsiders the time-dis
retization of the augmented minimization problemwhi
h 
an be treated as a quadrati
 programme, thereby extending the dire
t methods as des
ribedin [56℄. One sees that in (48) the Lagrangian fun
tion is augmented to 
ope with the unilaterality,and the multiplier is a measure. Mimi
king [14℄ the basi
 idea is to augment the Lagrangian fun
tion
L(x, u) = 1

2x
TQx + 1

2u
TRu, taking into a

ount the spe
i�
 features of the problem. Let us re
all that

dν¯̃z = (dν1 . . . dνr)
T , dνx̃ = W̃−1M̃

(

dν¯̃z

02n−r

), and dx̃− Ãx̃(t)dt− dνx̃ = 0 from (22)�(24). We de�nethe augmented Lagrangian as
L̄({x}, {u}, dνx̃, dt) = L({x}, {u})dt+ {x̃}(t+)T dνx̃The produ
t {x̃}(t+)T dνx̃ is written here with a strong abuse of notation and requires some 
are. Thefun
tion {x̃}(.) is right-
ontinuous and dνx̃ is a measure with possible atoms at times tk, k ≥ 0. Thespa
e of fun
tions whi
h are dνx̃-integrable 
ontains fun
tions 
ontinuous at tk, and also the fun
tionswhi
h are dνx̃-almost everywhere equal to an integrable and 
ontinuous fun
tion g(.). Sin
e the supportsof the atoms are the singletons {tk}, it is su�
ient that {x̃}(tk) = g(tk). Then, denoting the atoms of

dνx̃ as δtk
one has

∫

{x̃}dδtk
=

∫

gdδtk
= g(tk) = {x̃}(tk) = {x̃}(t+k ) (49)Equality (49) shows that ∫ L̄({x}, {u}, dνx̃, dt) is meaningful. We therefore propose an alternative toProposition 7.Proposition 8 The HOSP measure di�erential formalism in (22)-(24) represents the ne
essary optimal-ity 
onditions for the optimal 
ontrol problem

minimizeu(·)∈Urwu

J

I(u) =

∫ T1

0

L̄({x}, {u}, dνx̃, dt) +
1

2
{x}(T1)

TF{x}(T1) (50)subje
t to (2) and where the measures dνi satisfy the in
lusions (28) and u = BT η.
INRIA



Example of RR.sty 23Proof: Let us 
onsider the augmented Hamiltonian measure H̄({x}, {u}, dνx̃, dt) = −L̄({x}, {u}, dνx̃, dt)+
{η}T (A{x} +B{u})dt. It is noteworthy that in the framework of (22)-(24) one 
an drop all bra
kets as
{x}(·) = x(·), be
ause the solution is 
onsidered as a fun
tion in F∞([0, T1]; IR). Sin
e the set of 
on-trollers is U

rwu

J and u = BT η (whose meaning is as in (42)), the support of the measure dνx̃ is orderableand 
ountable. Mimi
king [14, remark 1.1℄ we dedu
e that the extremals of the fun
tional I(u) satisfy






















dx = ∂
∂η

(

− 1
2L(x, u)

)

(t)dt − dνx +Ax(t)dt +Budt

dη = − ∂
∂x

(

− 1
2L(x, u)

)

(t)dt− dνη −AT η(t)dt

u = BT η

(51)as an equality of di�erential measures for the �rst two lines of (51). The third equality has the meaningexplained in the proof of Proposition 7 and allows one to 
al
ulate the optimal input using Proposition 1.One therefore has along solutions of the measure di�erential in
lusion (51) u(t) = argmaxu∈F∞
H̄(x, u, dνx̃, dt)Lebesgue almost everywhere (noti
e that if u ∈ U

rwu

J then {u}(·) ∈ F∞).We have therefore extended the measure di�erential in
lusion ne
essary 
onditions in (4) (6) to thefollowing
−dx̃+ Ãx̃(t)dt+ dνx̃ = 0

dνx̃ = W̃−1M̃
(

dν¯̃z

02n−r

)

dν¯̃z = (dν1 . . . dνr)
T

dνi ∈ −∂ψT i−1

Φ
({z1}(t−),...,{zi−1}(t−))({zi}(t+)) for all 1 ≤ i ≤ r

x(0) = x̄0, η(T1) = Fx(T1) + CTγ + β = F x̄1 + CT γ + β = η1whi
h redu
es to (4) (6) when λ is a measure (see (36)). As said above, the obje
tive is to perform aso-
alled dire
t approa
h to dis
retize the extended a
tion (50) with a spe
i�
 numeri
al algorithm thatis able to approximate measures. Su
h a time-stepping algorithm is proposed in [1℄ for the integration ofIVPs.4 Behaviour of the optimal traje
tories at jun
tions with ∂ΦThere are two major points: what happens at an entry time, and what happens after an entry time. Inthis se
tion we use the partitioning of ∂Φ as proposed in [19, 20℄. More pre
isely, we study the qualitativebehaviour of optimal solutions whi
h attain ∂Φ, and possibly leave it or remain on it. The 
ontrol input
u(·) in (2) is assumed to be pie
ewise smooth (a pie
ewise C∞([0, T1], IR) time fun
tion). Roughly, thepro
ess 
onsists of subdivising ∂Φ into subsets and espe
ially trying to sele
t that portion of ∂Φ su
hthat no input u(·) exists that 
an keep an entry state x(τ) inside Φ. Then surely an optimal traje
torywhi
h possesses a boundary ar
, 
annot pass through this x(τ).4.1 The admissible domain boundary partitioningThe following assumptions are in order:� i) The pair (A,B) is 
ontrollable,
RR n° 0123456789



24 Brogliato� ii) Im(B) ⊆ Ker(C),� iii) D = 0, C 6= 0 and m = 1,� iv) Φ 6= ∅.One sees that ii) implies that CB = 0, i.e. rwu ≥ 2. The 
ase rwu = 1 will be treated but deservesspe
ial attention. We restri
t ourselves to the 
ase D = 0, be
ause as shown in [19, �VII℄ it is alwayspossible to transform the dynami
s to re
over this 
ase. The subsets of ∂Φ are invariant under linearstate feedba
k. Three sets are of interest here: χcon the subset of ∂Φ at whi
h traje
tories 
oming fromInt(Φ) 
an make 
onta
t with ∂Φ, χrel the subset of ∂Φ at whi
h traje
tories starting on ∂Φ 
an leave ∂Φand stay on a positive time interval in Φ, and ν∗ the subset of ∂Φ su
h that there exists one u(·) = u∗(·)that 
an keep (lo
ally) the traje
tory on ∂Φ (ν∗ is the largest 
ontrolled invariant subspa
e in ∂Φ).Traje
tories that make 
onta
t with ∂Φ in χcon \ ν∗, leave Φ. Let
r(x, u) : ∂Φ × U → IN ∪ {+∞}and

r(x, u) = min{i ∈ IN | w(i)(x, u) 6= 0}with r(x, u) = +∞ if w(i)(x, u) = 0 for all i ∈ IN , where U is the set of pie
ewise smooth (in�nitelydi�erentiable) inputs.The results of [19℄ hold for a pie
ewise smooth u(·). A

ording to the framework developed in se
tion3, we are looking for a solution that is regular in the sense of de�nition 1. Thus x(·) is analyti
 on
[0, T1] \ {tk} and so is the optimal 
ontrol u(·). Moreover the times at whi
h the solution is not analyti
are the jump times tk ∈ supp(λ) and are entry times. But left a

umulations of state z̃ jumps may o

ur.As a 
onsequen
e, to derive most of the results on the qualitative behaviour of optimal traje
tories atan entry time τ , one has to make the additional assumption that there is no left a

umulation at τ . Inview of Proposition 7, this is equivalent to assuming that the set of admissible 
ontrols is restri
ted topie
ewise analyti
 fun
tions {u}(·) (i.e. the support of the atomi
 part of λ is �nite) and that rea
habilityholds within this set. See also Proposition 13 for some more details on this point. Su
h an assumptionis made for instan
e in [34, Theorem 1℄ (in a di�erent 
ontext, though), where jun
tion states are then
alled analyti
 jun
tions. Finally most of the results stated below hold for m ≥ 2 but assuming thatthere is only one 
onstraint that is a
tive at the 
onsidered time.Lemma 5 [19℄ The following holds.� χcon = {x ∈ ∂Φ | ∃ u ∈ U su
h that {r(x, u) < +∞ and even, and w(r(x,u)) > 0}, or {r(x, u) <

+∞ and odd, and w(r(x,u)) < 0},� χrel = {x ∈ ∂Φ | ∃ u ∈ U su
h that r(x, u) < +∞ and w(r(x,u)) > 0}� ν∗ = {x ∈ ∂Φ | ∃ u ∈ U su
h that r(x, u) = +∞}.With some abuse of notation u may mean that the involved fun
tions depend also on the derivativesof u. It is noteworthy that as long as u(·) is smooth in right and left neighborhoods of the 
onsideredtimes of 
onta
t with ∂Φ and (5) holds, then we 
an 
onsider the three above sets 
al
ulated for (2) orfor (4) (a) (
) as being the same sets. It is therefore not worth using di�erent notations for the states ofthe z−dynami
s and of the z̃−dynami
s. The following result is obvious from the de�nition of the threesubsets of ∂Φ.Proposition 9 Boundary ar
s of optimal traje
tories exist only in the subset ν∗ of ∂Φ. Conta
t statesexist only in χcon, and exit states exist only in χrel.
INRIA



Example of RR.sty 25This shows that an entry time may exist in χcon \ ν∗ only if u(·) is not smooth. As the followingexample shows it may even be ne
essary to apply a distributional input.Example 4 Let us 
hoose A =

(

0 1
0 0

), B =

(

0
1

), C = (1 0). Then χcon = {x|x1 = 0, x2 ≤ 0},
χrel = {x|x1 = 0, x2 ≥ 0}, and ν∗ = {x|x1 = x2 = 0}. If u(·) is restri
ted to be a fun
tion, all traje
toriesentering ∂Φ in χcon \ ν∗ leave Φ. All traje
tories initialised in χrel \ ν∗ enter Int(Φ). Thus boundaryar
s are restri
ted to ν∗ and u∗ = 0. If an entry time τ exists in χcon \ν∗, then it is ne
essary to applya Dira
 measure uτ to keep the state in Φ and make it jump in χrel.Let us noti
e that the 
ase x2(·) ≥ 0 does not satisfy assumption ii). In su
h a 
ase ν∗ = ∂Φ [20,Lemma 6.7.1℄ [19, lemma VII;1℄.Algorithms exist [19, Algorithm A.8℄ [20, Algorithm A.1.6℄ whi
h allow one to 
ompute these threesubsets in a �nite number of steps. For instan
e the sequen
e νk+1 =Ker(C)∩A−1(νk+Im(B)) = {x ∈
νk| CAkx = 0} 
onverges towards ν∗ in at most rwu steps (5). This is extremely important in view ofthe development of a numeri
al analysis of the problem of interest here.4.2 Entry and 
onta
t times and statesIn this subse
tion we essentially fo
us on the qualitative analysis of optimal traje
tories and 
ontrol atentry and 
onta
t times, when m = nu = 1. We denote u∗ the 
ontrol inside ν∗.Proposition 10 Let assumptions i)-iv) stand. (i) Let rwu = n. Then ν∗ = {0} and u∗(·) ∈ Ker(B).If the optimal traje
tory has a boundary ar
 on (τ, τ + ǫ), ǫ ≥ 0, then u∗(t) = 0 on (τ, τ + ǫ). (ii)If rwu < n then ν∗ = {x∗(t) = W−1

(

0rwu

ξ(t)

)

} = {z∗(t)| z̄∗ = 0}, ξ̇(t) = Aξξ(t), and u∗(t) =

−(CArwu−1B)−1CArwu

W−1

(

0rwu

ξ(t)

).Proof: (i) From the de�nition of ν∗, given a state traje
tory x(t) su
h that Cx(t) = 0 on a positivetime interval, one has to look for a 
ontrol u∗(·) that makes w(i)(·) equal to 0 for all integers i ≥ 1. On
(τ, τ + ǫ) one has z(i)

1 = w(i) = 0. Sin
e rwu = n, z̄ = z and thus x∗ = 0 sin
e z = Wx with W fullrank. Sin
e w(i)(t) = CAix(t) +
∑i

j=1 CA
j−1Bu∗(i−j)(t), for all i ≥ 1, we dedu
e that on (τ, τ + ǫ) onehas 0 =

∑i
j=1 CA

j−1Bu∗(i−j)(t) for all i ≥ 1, from whi
h one dedu
es that diu∗

dti (·) ∈ Ker(B) for all
i ≥ 0. From Proposition 9 and sin
e R > 0, the optimal 
ontrol is obviously u∗ = 0 on [τ, τ + ǫ) sin
eotherwise the integral a
tion I(u) stri
tly in
reases. (ii) is proved from the z−dynami
s and the fa
tthat ν∗ = limk→rwu νk, with νk+1 = {x ∈ νk| CAkx = 0} [19℄.When assumption ii) is not satis�ed, rwu = 1 and it is obvious that ν∗ = {z| z1 = 0} = ∂Φ. Point(ii) of Proposition 10 holds for any 1 ≤ rwu ≤ n.Corollary 5 Let rwu = n and the above assumptions hold. If the un
onstrained optimal traje
tory xun(·)(the solution of (4) (a) (b) with C = 0) satis�es xun(t) ∈ Int(Φ) for all t ∈ [0, T1] \ {tk}1≤k≤l, l < +∞,and xun(tk) ∈ ν∗, then the solution x(·) of (4) is equal to xun(·) if u(·) is restri
ted to be a smooth timefun
tion on [0, T1].Proof: We know from Proposition 9 that boundary ar
s and 
onta
t states belong to ν∗, and fromProposition 10 that on boundary ar
s and 
onta
t states x = 0 and u = 0. Any other state traje
torylinking x̄0 to x̄1 in Φ with a smooth input u′, will yield an integral a
tion I(u′) > I(u).If D 6= 0, one may re
over the previous 
ase by a simple transformation, however the new pair (Ā, B̄)is never 
ontrollable. The subset ν∗ 
an nevertheless be 
omputed [20, �6.7℄ [19, �VII℄, as the followingexample shows.5A−1ν = {x ∈ IRn| Ax ∈ ν}. It is not required that A be full rank.
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26 BrogliatoExample 5 Let A =

(

0 1
0 0

), B =

(

0
1

), and w(t) = −x1(t) + 1. Then ν∗ = {(1, 0)}, and u∗ = 0.Proposition 11 If assumption ii) does not hold, i.e. rwu = 1, then a (possibly dis
ontinuous) timefun
tion u(·) is su�
ient to keep x(·) inside Φ at entry times. At su
h instants 2 ≥deg(λ).Proof: Sin
e ν∗ = ∂Φ = {z1 = 0}, it is obvious from the z−dynami
s of (A,B,C) that a dis
on-tinuous u(·) is su�
ient to keep x(·) in Φ. From (14), whi
h is the z̃-dynami
s of (Ã, B̃, C̃), we dedu
ethat λ is a Dira
 measure. Indeed r = 2 and z1(·) = {z1}(·) is a fun
tion, and its derivative may bedis
ontinuous at an entry time τ . Thus Dz2 is a Dira
 measure at τ , and so is λ. We note also that x(·)is 
ontinuous at τ , so that η(·) (whi
h is a fun
tion) �
on
entrates� all the state x̃ jumps.Proposition 11 will be re�ned when we examine what happens along optimal traje
tories for odd-rwusystems, see 
orollary 10. Proposition 11 suggests that if assumption ii) is true (i.e. rwu ≥ 2) then atentry times in χcon \ν∗ a distributional input with degree ≥ 2 will be needed to keep x(·) inside Φ. Thisis a bit more subtle. The following results show that traje
tories attain ∂Φ in a spe
i�
 way.The sets inside χcon \ ν∗ su
h that the �rst nonzero derivative of w(·) = z1(·) is of order 2k + 1 aredenoted as
χ2k+1

con = {z ∈ IRn| z(i)
1 = 0 for all 0 ≤ i ≤ 2k, w(2k+1) = z

(2k+1)
1 < 0}.In the same way

χ2k
con = {z ∈ IRn| z(i)

1 = 0 for all 0 ≤ i ≤ 2k − 1, w(2k) = z
(2k)
1 > 0}.and

χ2k+1
rel = {z ∈ IRn| z(i)

1 = 0 for all 0 ≤ i ≤ 2k, z
(2k+1)
1 > 0}.From z

(i)
1 (t) = CAix(t) +

∑i−1
k=rwu−1 CA

kBu(i−1−k)(t) one sees that these sets may depend on u(·)and its derivatives. A traje
tory whi
h attains ∂Φ in χ2k
con deta
hes immediately from ∂Φ if the 
ontrol

u(·) is smooth, sin
e the �rst nonzero derivative will keep its positive sign in a right-neighborhood of the
onta
t time. It is noteworthy that a traje
tory whi
h 
omes from Int(Φ) and enters χ2k+1
con at τ satis�es

z
(2j)
1 (τ−) ≥ 0 and z

(2j−1)
1 (τ−) ≤ 0 for all 0 ≤ j ≤ k. There is a sign inversion at ea
h di�erentiationorder due to the left analyti
ity in the neighborhood of τ and the fa
t that all derivatives are zero at τup to the order 2k. An illustrative example with rwu = 3 
an be found in [11, Example 1.8℄. A traje
torythat leaves ∂Φ at τ after a boundary ar
 has to do it with a non-analyti
 z1(·) (otherwise by a simpleTaylor expansion it follows that the traje
tory remains in ν∗) and su
h that the �rst non-zero derivativeof z1(·) is positive, i.e. in a set χ2k+1

rel .Corollary 6 Let a 
onta
t time τ ∈ [0, T1] be su
h that x(τ) ∈ χ2k+1
con and x(·) ∈ Φ in a right neighborhoodof τ . Then if 2k+ 2 ≤ rwu, k ≥ 0, u has to be a distribution of degree 2 + rwu − 2k with an atom at τ . If

2k+ 2 > rwu then u(·) is a fun
tion of time in a neighborhood of τ , with its �rst nonzero derivative thatis of order 2k + 1 − rwu and is dis
ontinuous at τ .Proof: Follows from the de
omposition of χcon and the z−dynami
s, from whi
h z
(rwu−1)
1 (·) =

zrwu(·) depends expli
itly on u(·). In parti
ular z(2k+1)
1 (·) = ż2k+1(·) = z2k+2(·) and is a fun
tion of

u(2k+1−rwu)(·), whi
h has then to be dis
ontinuous to keep the traje
tory inside Φ.The result of Corollary 6 will be re�ned next depending on rwu. In most of the studies (see e.g.[25, 28, 8, 13℄) the 
onstraint that the 
onta
t with ∂Φ o

urs �tangentially� is added. This means simplythat at a time τ at whi
h the optimal traje
tory attains ∂Φ, then z̄(τ−) = 0, where we take the left limitas it 
ould be that jumps o

ur (see Proposition 6).De�nition 3 A 
onta
t state at time τ ∈ [0, T1] is said tangential if z̄(τ−) = 0, and hypertangential if
¯̃z(τ−) = 0.
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Example of RR.sty 27The meaning of the overbar is given after (14). If the 
onta
t is hypertangential, it follows from (30)(31) that ¯̃z(τ+) = 0 (whi
h does not mean that z̃(τ+) ∈ ν∗). An hypertangential 
onta
t ne
essarilyo

urs in a set Ξi
con with i ≥ r.Proposition 12 Let rwu = 2k, k ≥ 1, deg(λ) ≤ 2, and i ≥ 0. Then all optimal traje
tories whi
h make
onta
t with ∂Φ at t = τ in the set χrwu+2i

con are tou
h states if u(2i)(·) is a 
ontinuous fun
tion at t = τ .If 
onta
t o

urs in χrwu+2i+1
con , then ne
essarily i ≥ k− 1 and ne
essarily u(2i+1)(·) is dis
ontinuous at τ .Proof: If 
onta
t o

urs in χrwu+2i

con , then z
(rwu+2i)
1 > 0. If u(2i)(·) is a 
ontinuous fun
tion at

t = τ , so are all u(j)(·) with 0 ≤ j ≤ 2i − 1. Therefore from z
(rwu+2i)
1 = CArwu+2iBW−1z +

∑2i
k=0 CA

rwu−1−k+2iBu(k), we dedu
e that z(rwu+2i)
1 (·) is a 
ontinuous fun
tion at τ . From the de�-nition of χrwu+2i

con it results that in an open right neighborhood of τ , z1(t) > 0. If 
onta
t o

urs in
χrwu+2i+1

con , then z(rwu+2i+1)
1 < 0. If u(j)(·), 0 ≤ j ≤ 2i + 1, are 
ontinuous at τ , then in an open rightneighborhood of τ , z1(t) < 0. Also deg(λ) ≤ 2 implies that deg(u(rwu)) ≤ 2. If i ≤ k− 2, then the traje
-tory es
apes from Φ in an open right neighborhood of τ , be
ause the lower order derivatives of u(·) mustbe 
ontinuous at τ , and so is z(rwu+2i+1)

1 (·). If i ≥ k− 1, the degree 
ondition on λ 
an be respe
ted evenif u(2i+1)(·) is dis
ontinuous at τ . Moreover if u(2i+1)(·) is 
ontinuous at τ then the traje
tory es
apesfrom Φ in an open right neighborhood of τ .It is noteworthy that u(2i+1)(·) be dis
ontinuous at τ when i ≥ k−1 is not only a ne
essary 
ondition,but this is also su�
ient. Indeed the 
onditions se
ure that (4) does represent the optimal 
onditions for(1) (2), and the positivity of M (2rwu) (Lemma 1) assures that Lemma 3 holds. The 
ase rwu = 2k + 1
an be analysed similarly. However it requires more 
are as Propositions 13 and Corollary 7 show. The
ase rwu = 1 is treated in Proposition 11 (sin
e then ν∗ = ∂Φ we get that χcon \ ν∗ = ∅ so that the
ondition of Proposition 12 degenerates).The next step is to study optimal traje
tories whi
h make 
onta
t with ∂Φ in χcon \ν∗, and then aresent into ν∗ (where possibly a boundary ar
 exists).Proposition 13 Let m = nu = 1. Let an optimal traje
tory make 
onta
t with ∂Φ at t = τ , in the subset
χ2rwu−1

con , and be su
h that z(τ+) ∈ ν∗. Then ne
essarily rwu is even. The same holds if z(τ+) ∈ χ2rwu−1
rel .Proof: From the z̃-dynami
s and Lemma 1, it follows that if λ is a measure at a time tk, then dJrhas an atom λτ = (−1)rwu

(CArwu−1B)−2(zr(τ
+) − zr(τ

−))δτ . If z(τ+) ∈ ν∗, then zr(τ
+) = 0. Nowsin
e 
onta
t is made in χ2rwu−1

con we have that z(r−1)
1 (τ−)(= zr(τ

−)) < 0, whereas z(τ+) ∈ ν∗ impliesthat z(r−1)
1 (τ+) = 0. Therefore if rwu = 2k+ 1 for some k ≥ 0, λ 
annot be a positive measure. The lastpoint 
an be proved similarly sin
e then zr(τ

+) > 0. The proof is 
omplete.Let us noti
e that under the 
onditions of Proposition 13, a jump in zr(·) is equivalent to a jump in
u(rwu−1)(·), sin
e the derivatives of smaller order of u(·) are time-
ontinuous fun
tions. Proposition 13says that under the stated 
onditions (whi
h in parti
ular imply that deg(λ) = 2), only systems witheven relative degree possess entry states, whi
h is in a

ordan
e with the result of [28℄. The se
ondpoint of Proposition 13 implies in parti
ular that odd-rwu systems do not even possess tou
h points with
z(τ−) ∈ χ2rwu−1

con and z(τ+) ∈ χ2rwu−1
rel . Consequently when deg(λ) = 2 it is ex
luded to get an entry timethat is the a

umulation of tou
h points. Proposition 13 
on
erns 
onditions under whi
h λ is a singularmeasure. If the 
onta
t o

urs in a set χi

con with i ≥ r, then ¯̃z(τ−) = 0 and the problem of existen
eof a boundary ar
 is equivalent to the well-posedness of a LCP (see se
tion 5). The next Corollary is a
onsequen
e of Proposition 13.Corollary 7 Let m = 1, λ be a measure and {η}(τ+) − {η}(τ−) = −CTλ1. If λ1 > 0, then rwu is aneven integer.Compiling Corollary 7 and Proposition 11, one dedu
es that if rwu = 1 and if u(·) has a dis
ontinuityat an entry time τ , then ne
essarily λ1 = 0, i.e. the 
ostate η(·) is 
ontinuous at τ . Hen
e we retrieveRR n° 0123456789



28 Brogliatothe result of [8, Lemma 2.4 (2)℄. Also from Proposition 4 and Corollaries 2 and 7, it follows that if
(AT )jση(τ) ∈ Ker(BT ) for 0 ≤ j ≤ rwu − 2 and urwu−1(·) jumps at τ , then rwu is even. Noti
e thatif deg(λ) = 2, then 
onta
t 
annot o

ur in a set χ2k

con with k < rwu, sin
e r is even. If z̃(τ−) ∈ χ2k
con,

k < rwu, and z̃(τ+) ∈ ν∗, then deg(λ) ≥ 3.Proposition 14 Let m = nu = 1, and rwu = 2k + 1, k ≥ 0. Then z̃(τ−) is an entry state, only ifdeg(λ) ≤ 1 or deg(λ) ≥ 3.Proof: One has z̃(τ+) ∈ ν∗, hen
e z(i)
1 (τ+) = 0 for all i ≥ 0. The fa
t that z̃(τ−) is an entry statemeans that z̃(τ−) ∈ χcon, so that z1(τ) = 0, and the �rst nonzero z(i)

1 (τ−) is either > 0 or < 0. Thehigher order derivatives satisfy z(2k)
1 (τ−) ≥ 0 and z(2k+1)

1 (τ−) ≤ 0. It follows that at t = τ the measures
dJi in (32) satsify dJ2k ≥ 0 and dJ2k+1 = 0. Proposition 13 says that if deg(λ) = 2 at τ (i.e. dJr > 0),then rwu is even. A �rst situation is when z(i)

1 (τ−) 6= 0 for some i < r − 1. Depending on the valuesof the derivatives it is possible that dJ2k > 0 for k < rwu and that dJr = 0 and deg(λ) ≥ 3. A se
ondsituation is when the 
onta
t is hypertangential (see de�nition 3), so that dJi = 0 for all 1 ≤ i ≤ r (inthis last 
ase the traje
tory may either deta
h from the 
onstraint, or stay on it with gr(t) > 0 on somenonzero time interval, where gr(·) is in (32)). Then deg(λ) ≤ 1, i.e. λ is a fun
tion.As an example, let us 
onsider rwu = 3. If z1(τ−) = 0, z2(τ−) < 0, and z3(τ
−) = z3(τ

−) =
z3(τ

−) = z3(τ
−) > 0, i.e. z̃(τ−) ∈ χ0

con, then dJ2 = z2(τ
+) − z2(τ

−) = −z2(τ−) > 0 while all other
dJi have no atom at τ . Thus deg(λ) = 6. Another type of approa
h is detailed in example 2, wherethis time deg(λ) = 3. It immediately follows from Proposition 14 that if λ is restri
ted to be a measure,then systems with rwu = 2k + 1 possess optimal traje
tories su
h that z̃ and 
onsequently x̃ are time
ontinuous, be
ause deg(λ) ≤ 1. It is important to re
all that there may exist traje
tories of (4) with
x(·) and BT η(·) 
ontinuous fun
tions, and with deg(λ) ≥ 3, see Proposition 6 and example 2. On
e
z̃(τ+) ∈ ν∗, then the existen
e of a boundary ar
 relies upon the well-posedness of a LCP whose solutionis λ(t), t > τ , see se
tion 5. But if rwu = 2k, k ≥ 1, nothing hampers an optimal traje
tory to possessleft a

umulations of state jumps when λ is a measure. In any 
ase, left a

umulations at an entry state
an exist in the state variables {zi}(·) with i ≤ r − 1.Proposition 15 Let rwu = 1, nu = m = 1. Assume that x̄1 is rea
hable from x̄0 with U = U

0
J . Thenthe optimal traje
tory and 
ontroller are time-
ontinuous fun
tions on [0, T1].Proof: The rea
hability assumption is fundamental, as example 6 shows. Sin
e it holds one 
ansear
h for optimal inputs whi
h are fun
tions, see (15). From Proposition 14 it follows that deg(λ) iseither ≤ 1 or ≥ 3. From (14) it follows that deg(λ) ≥ 3 ⇒ deg(z2) ≥ 2. This is in 
ontradi
tion with the
hoi
e of admissible inputs U. Thus deg(λ) ≤ 1 so that both x(·) and η(·) are time-
ontinuous on [0, T1].This result is 
onsistent with the fa
t that the HOSP solutions are in T1([0, T1]) for r = 2, whi
h impliesthat deg(z̃) ≤ 2, hen
e deg(λ) ≤ 3. As example 6 demonstrates, a ne
essary 
ondition for the frameworkthat is developed in this paper around the HOSP, is that the zero dynami
s ξ̇(t) = Aξξ(t) + Bξz1(t) berea
hable from ξ̄0 to ξ̄1 with z1 a fun
tion of time.In [28, 25℄ it is stated that if at a 
onta
t time urwu−1(τ+) 6= urwu−1(τ−) with all the smaller orderderivatives 
ontinuous, then odd-relative degree systems do not have a boundary ar
. This optimal inputjump 
ondition implies that deg(λ) = 2, as 
an be easily seen from the z̃−dynami
s. From Proposition14 it follows that deg(λ) ≤ 1. However the 
on
lusion that there is no boundary ar
 is premature, seese
tion 5.Remark 7 The above results 
an be extended to nonlinear systems as ten Dam's framework extendsnonlinear systems whi
h possess a relative degree { ẋ(t) = f(x(t)) + g(x(t))u(t)

w(t) = h(x(t))
[20℄, with f(·), g(·),

h(·) smooth fun
tions of x. On
e the HOSP is extended to this nonlinear 
ase, then all the material inthis paper readily extends. These results are of the same nature as results in [25, 28, 34℄. For instan
e
ompiling Corollary 6 and Proposition 13 one �nds that the sum of the order of the �rst dis
ontinuousINRIA



Example of RR.sty 29derivative of u(·) and of the relative degree rwu, is always odd at an entry time when deg(λ) ≤ 2 (see[33, Theorem 5.1,Corollary 5.2℄ for similar results). However our study is more general as it relies on asystemati
 and intrinsi
 to (A,B,C) (or (Ã, B̃, C̃)) partitioning of ∂Φ as well as stru
tural properties ofthe system (4). In 
ontrast the 
ondition whi
h allows to prove a similar result as Proposition 13, namely[28, equ.(81)℄, does not involve the Markov parameter M (r), but is based on suitable Taylor expansions of
∂H
∂u

and w(·). The partitioning of ∂Φ also 
ontains 
onstraint quali�
ations of the form: there exist x and
u su
h that (Ax+Bu)TCT < 0 for all x ∈ ∂Φ (whi
h is nothing else but z1 ∈ χ1

con). Interestingly enough,the work in [25℄ already de�ned sets similar to those in Lemma 5, but the developments remained at anembryoni
 stage. It is sometimes argued that boundary (or 
onstrained) ar
s are impossible for odd rwu[42℄. Proposition 13, Corollay 7 and Proposition 14, and the material in se
tion 5 show that this is moresubtle. Noti
e that [34℄ study the problem with input 
onstraints, so that the ne
essary 
onditions are notas in (4) sin
e u(t) = −Ksgn(BT η(t)) for some K. The ne
essary 
onditions 
an still be written undera 
omplementarity framework sin
e the sign fun
tion lends itself to a 
omplementarity formulation:
(

ẋ(t)
η̇(t)

)

=

(

A 0
Q −AT

)(

x(t)
η(t)

)

+

(

0
−CT

)

λ(t) +

(

1 −1
0 0

)(

λ1(t)
λ2(t)

)

0 ≤





w(t) = Cx(t) +D

w1(t)
w2(t)



 ⊥





λ(t)
λ1(t)
λ2(t)



 ≥ 0

λ1(t) + λ2(t) = 1

(52)where w1(·) and −w2(·) are the positive and negative parts of BT η(·), respe
tively. System (52)possesse a non uniform ve
tor relative degree sin
e relay systems lend themselves to a des
ription asrelative degree 0 system [15℄. The HOSP is presented in [1℄ for r ≥ 1, and should be extended to r = 0 inorder to en
ompass systems as (52). It is �nally noteworthy that when input 
onstraints are 
onsidered,then the material in se
tion 3.5 is meaningless, unless these 
onstraints are 
onsidered almost everywhereex
ept at 
onta
t or entry times.The following 
on
erns the 
omplementarity 
onditions of Proposition 2 for an entry state.Corollary 8 Let z̃(τ−) ∈ χ2k+1
con and z̃(τ+) ∈ ν∗, k ≤ r+1

2 . Then 0 ≤ {zi}(τ+) ⊥ dνi({τ}) ≥ 0 for all
1 ≤ i ≤ 2k + 2. Moreover dJ2k+2 > 0 if k ≤ rwu − 1 and rwu must be even if k = rwu − 1.Proof: Using the tangent 
ones de�nition in se
tion 3.1, the de�nition of the sets χ2k+1

con and ν∗, andthe material of remark 4, it follows that T i
Φ({z1}(t−), ..., {zi}(t−)) = IR+ and ∂ψT i−1

Φ
({z1}(t−),...,{zi−1}(t−))({zi}(t+)) =

IR− for all 1 ≤ i ≤ 2k + 2 (re
all that z(2k+1)
1 (·) = z2k+2(·)). The �rst result follows from (37). These
ond statement follows from (30) and (31), and using Lemma 1 and Proposition 13.4.3 Exit times and statesSin
e the results whi
h 
an be obtained for exit times are similar to those obtained for entry times, onlyone Proposition is given in this se
tion.Proposition 16 Let deg(λ) ≤ 2. Then the 
onne
tion between a boundary ar
 and an interior ar
 hasto o

ur at an exit state in χ2k+1

rel with k ≥ rwu − 1.We omit the proof whi
h relies on the same arguments as proofs above. Similar results 
on
erning
ostate and input regularity 
onditions 
an be derived for the exit times, and are not given here for thesake of brievity. The following result applies to a 
onta
t state that is not an entry state, but a grazingstate, and is a dire
t 
onsequen
e of Proposition 2.
RR n° 0123456789



30 BrogliatoCorollary 9 Let z̃(τ−) ∈ χ2k+1
con and z̃(τ+) ∈ χ2k+1

rel , k ≤ r+1
2 . Then the following CP is satis�ed:

0 ≤ {z2k+1}(τ+) ⊥ −dν2k+1({τ}) ∈ ∂ψT 2k
Φ

({z1}(τ−),...,{z2k}(τ−))

(

{z2k+1}(τ+)
)

.Corollaries 8, 9 and Proposition 2 show that the additional 
onstraints whi
h may be imposed at
onta
t times, are taken 
are of with the multipliers dνi whi
h in turn satisfy a spe
ial set of 
omplemen-tarity 
onditions, not present in (4). It is worth noting that the 
omplementarity 
onditions satis�ed bythe multipliers dνi depend both on the pre and post-
onta
t states. This generalizes Me
hani
s in theframework of whi
h the per
ussion value (i.e. the magnitude of the Dira
 measure at an impa
t) dependson both the pre and post-impa
t velo
ities. To the best of our knowledge this is introdu
ed for the �rsttime in the 
ontext of optimal 
ontrol with state inequalities.Remark 8 The introdu
tion of the measure multipliers dνi, 1 ≤ i ≤ r, generalizes the 
ase rwu = 1treated in [5, 30℄ where a multiplier asso
iated to z2(t) is introdu
ed (denoted as µ̇(t) in these papers,and whi
h 
orresponds in our framework to the fun
tion g2(t)). The 
onditions given for instan
e in [30,equ.(11b) (12b)℄ are a parti
ular 
ase of 
onditions in Proposition 2 and espe
ially (34) with r = 2. Thein
lusion (34) also in
ludes [31, equ.(25)℄ whi
h is stated dire
tly along boundary intervals (tk, tk+1) and
{tk} is assumed to be a �nite set in [31℄.4.4 Multivariable systems4.4.1 Extension of Proposition 13If m ≥ 2, some 
are has to be taken. Indeed as noted in [19℄, 
onta
t 
an o

ur on a portion of ∂Φ su
hthat for instan
e x(τ−) ∈ χ2k

con,1 ∩ ν∗
2. Then the optimal traje
tory has a 
onta
t time with ∂Φ1 butmay have an entry time with ∂Φ2. Let nu = m. If x(τ−) ∈ χ2k+1

con,1 ∩ χ2k+5
con,2 and 2k + 1 < rwu < 2k + 5,one optimal input will be distributional while the other one will be a fun
tion of time at τ . It may alsohappen that χi

rel,j 6∈ ∂Φ for some 
onstraint j and some i ≥ 1 (see e.g. [20, Example 6.6.1℄). An optimaltraje
tory with a boundary ar
 on the 
onstraint j will possess an exit state with an optimal 
ontrollerwith redu
ed regularity, depending on i. Thus the qualitative behaviour of the optimal traje
tory thatis made above is still possible, but is more involved. It is however noteworthy that the HOSP statereinitialization mapping in (30) (31) still works, and brings an answer to the questioning about the
ollision map de�nition in [19, �VI℄. In the multivariable 
ase (m ≥ 2, uniform relative degree r, de�niteMarkov parameter M (r)), the 
on
lusions of Proposition 13 need to be re�ned. For instan
e, if 
onta
to

urs in χ2rwu−1
con = ∪m

i=1χ
2rwu

i −1
con,i , whi
h means that all zr,i(τ

−) < 0, and if z(τ+) ∈ ν∗ = ∩m
i=1ν∗

i , then
rwu does not ne
essarily have to be even. It has to be even if the leading Markov parameter M (r) isdiagonal. But in general if M (r) is negative de�nite (without being diagonal), then the reasoning in theproof of Proposition 13 may fail as M (r)(−zr(τ

−)) may have positive 
omponents despite M (r) < 0 andall 
omponents of −zr(τ
−) are positive. Let us re
all that a m ×m stri
tly semimonotone matrix [18,De�nition 3.3.9℄ (or E-matrix) satis�es [v ∈ (IR+)m, v 6= 0] ⇒ [vi > 0 and (M (r)v)i > 0 for some i].This allows us to propose an extension of Proposition 13.Proposition 17 Let m ≥ 2 and the triple (Ã, B̃, C̃) have a uniform relative degree r. Let M (r) be anE-matrix. Then it is possible that 
onta
t o

urs in the set χ2rwu−1

con , and with z(τ+) ∈ ν∗. If −M (r) isan E-matrix, this is impossible.Proof: From [18, Theorem 3.10.7 (b) (f)℄, we get that if M (r) is an E-matrix, then [v ≥ 0] ⇒
[M (r)v ≥ 0]. The rest of the proof is similar to the proof of Proposition 13.Proposition 17 generalizes Proposition 13, sin
e whenM (r) is a s
alar, semi stri
t monotoni
ity simplymeans positivity. Many other generalizations would be possible, like the one indi
ated above when theleading Markov parameter is diagonal. We do not ta
kle them here for the sake of briefness.

INRIA



Example of RR.sty 314.4.2 Continuous dependen
e of BVP solutionsIt is well known from Me
hani
s that solutions of di�erential in
lusions like the sweeping pro
ess, maybe dis
ontinuous with respe
t to initial 
onditions when m ≥ 2 [32, 44℄. This 
reates a fundamentalproblem for optimal 
ontrol with unilateral state 
onstraints and m ≥ 2. If ones embeds (4) into theHOSP and proves that the solution is optimal with respe
t to an extended integral a
tion, then theoptimal pair (x(·), u(·)) may be very sensitive to the BVP data. It is noteworthy that this phenomenonmay already exist when λ is a measure, i.e. when the HOSP is a measure di�erential in
lusion, andshould therefore be 
onsidered as an important feature. We shall say that the BVP in (4) is 
ontinuouswith respe
t to data if small perturbations on the data (x̄0, x̄1, T1), result in a small perturbation of thesolution z̃. More formally, let the sequen
es {x̄0,n}, {x̄1,n}, and {T1,n} 
onverge in IR towards x̄0, x̄1,and T1 respe
tively. Let us 
onsider the solutions of the BVP (4) as being elements in F∞([0, T1], IR),and solutions of the measure di�erential formalism in (22) (23)(24) (or (25) (26)). Let us denote themas z̃n(·) for the 
orresponding data. Then weak (resp. uniform) 
ontinuity in the data holds if and onlyif {z̃n(·)}n≥0 
onverges weakly (resp. uniformly) towards z̃(·). The analysis whi
h follows is essentiallyqualitative and illustrates why 
ontinuity w.r.t. the data may fail.Let us 
onsider A =









0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0









, B =









0
1
0
1









, C =

(

1 0 0 0
1 0 1 0

), R = I2, Q = I4. Then
r = (2 2)T and the leading Markov parameter of (Ã, B̃, C̃) is M (4) =

(

1 1
1 2

)

> 0. The z̃−dynami
sis (in the z̃ 
oordinates, one has z1 = (w1 w2)
T = (x1 x1 + x3)

T )






















ż1
1(t) = z1

2(t)
ż1
2(t) = z1

3(t)
ż1
3(t) = z1

4(t)
ż1
4(t) = η2(t) + x1(t) + λ1 + λ2

w1(t) = z1
1(t)























ż2
1(t) = z2

2(t)
ż2
2(t) = z2

3(t)
ż2
3(t) = z2

4(t)
ż2
4(t) = η2(t) − x3(t) + η4(t) − x1(t) + λ1 + 2λ2

w2(t) = z2
1(t)

(53)with z1 = (z1
1 , z

1
2 , z

1
3 , z

1
4)

T , z2 = (z2
1 , z

2
2 , z

2
3 , z

2
4)

T (these two ve
tors are needed to de�ne the tangent
one as a produ
t, see remark 3), zi = (z1
i z2

i )T , 1 ≤ i ≤ 4. Let us now 
onsider a solution x̃(·) of the BVP(4), with initial 
ondition (x̄0, η(0
−)) (point A on �gure 1). Let us assume that x̃(·) hits the boundary

w2 = 0 at a time t0 < T1 in a neighborhood of the origin (point B on �gure 1), with the following data:
(z1

1(t−0 ), z2
1(t−0 )) = (z̄1

1 , 0), z̄1
1 > 0, ẇ2(t

−
0 ) = z2

2(t−0 ) = ẋ1(t
−
0 ) + ẋ3(t

−
0 ) < 0, ẋ1(t

−
0 ) < 0, ẋ3(t

−
0 ) < 0and ẋ1(t

−
0 ) = ẋ3(t

−
0 ) (a normal 
onta
t), z2

2(t
−
0 ) < 0, z2

3(t
−
0 ) = 0, z2

4(t−0 ) < 0, whereas z1
2(t−0 ) ∈ IR,

z1
3(t−0 ) ∈ IR, z1

4(t
−
0 ) ∈ IR. This way we assume that the 
onta
t is made in the set χ1

con,2. The tangent
ones 
an be 
omputed as indi
ated in se
tion 3.1 (see in parti
ular remarks 3 and 4), and we �nd
T 0

Φ = Φ = IR+ × IR+, T 1
Φ(z1(t

−
0 ) = TΦ(t−0 ) = IR × IR+, T 2

Φ(z1(t
−
0 ), z2(t

−
0 )) = TIR(z1

2(t−0 )) × TIR(z2
2(t−0 )) =

IR × IR+, T 3
Φ(z1(t

−
0 ), z2(t

−
0 ), z2(t

−
0 )) = IR × IR+. It follows from (30) and (31) that z1

1(t+0 ) = z1
1(t−0 ),

z2
1(t+0 ) = z2

1(t
−
0 ), z2

2(t+0 ) = 0, z1
2(t

+
0 ) = z1

2(t
−
0 ), z1

3(t
+
0 ) = z1

3(t
−
0 ), z2

3(t
+
0 ) = 0. Though M (4) doesn't satisfythe 
ondition in remark 5 i), there are two possibilities: z1

4(t
+
0 ) ∈ IR and z2

4(t
+
0 ) = 0 or z1

4(t+0 ) ∈ IR and
z2
4(t+0 ) > 0. Sin
e it is assumed that B is in a neighborhood of the origin, and sin
e the traje
tory isanalyti
 in a right neighborhood of t0, there exists a jun
tion time t1 > t0 with 
onta
t either at theorigin (the traje
tory �slides� on the boundary w2 = 0) or with the boundary w1 = 0 at some point Cthat is also in a neighborhood of the origin. In any 
ase the traje
tory will either 
ontinue to evolve alongthe boundary w1 = 0, or hit it and leave it with a large tangential velo
ity. If the optimal traje
torydeta
hes at B and hits the boundary w1 = 0 at t1 at some point C, then the �velo
ity� is reinitialized to
ẋ1(t

+
1 ) = 0 and ẋ3(t

+
1 ) = ẋ1(t

−
1 ) + ẋ3(t

−
1 ). Sin
e we 
an assume that the traje
tory evolves arbitrarily
lose to the 
orner at the origin, it follows that ẋ3(t

+
1 ) has a magnitude that is of the same order as thatof ẋ1(t

+
0 ) = ẋ1(t

−
0 ) (be
ause z1

2(t+0 ) = z1
2(t

−
0 )). Therefore given any ǫ > 0, it is possible to initialize thetraje
tory in A with a large enough |ẋ1(t

−
0 )|, so that at a time t1 + δt1 > t1 > t0, it enters the domainRR n° 0123456789



32 Brogliato
Dǫ = {0 ≤ x1 ≤ ǫ, x3 ≥ ǫ}. The same reasoning for the traje
tory starting at A + δA 
an be done to
on
lude that it enters D̄ǫ = {x1 ≥ ǫ, 0 ≤ x1 + x3 ≤ ǫ} after a �nite time. It is noteworthy that δx̃0 maybe arbitrarily small while ǫ in Dǫ and D̄ǫ keeps its value. Whatever the behaviour at the 
orner may be,the 
ontinuous dependen
e on data as de�ned above 
annot hold.We 
on
lude that provided the initial data satis�es some magnitude 
onstraint, the unperturbedoptimal traje
tory starting at (x̄0, η(0)) rea
hes an end-point (x̄1, η1) in a time T1, but the perturbedtraje
tory will not rea
h a neighborhood of (x̄1, η1) in a time T1 + δT1. In order that it does, the BVPsolution starting at x̄0 + δx̄0 has to be initialized with a 
ostate that is not a small perturbation of η(0).Therefore the dis
ontinuous dependen
e behaviour of the IVP solution, may 
reate a jump in the initial
ondition of the BVP solution. Consequently, the optimal 
ontroller will also su�er from a �dis
ontinuity�.

O x1

w2 = 0

x̃(0−)

B

A

Φ

[ẋ1(t+
0

), ẋ3(t+
0

)]

[ẋ1(t−
0

), ẋ3(t−
0

)]

w1 = 0

x3

B + δB

x̃(0−) + δx̃(0−)
A + δA

Figure 1: Sensitivity of the BVP solutions w.r.t. initial data x̄0.5 Boundary ar
s, relative degree rwu = 2k + 1, k ≥ 0In the previous se
tion nothing has been said about the in�uen
e of the sign of the leading Markovparameter on the behaviour of optimal traje
tories on ∂Φ (i.e. on boundary ar
s in ν∗). We studythis aspe
t now, i.e. we study what happens when a solution of the system in (4) has a boundaryar
. From Lemma 1 one sees that systems in (2) with rwu = 2k + 1, k ≥ 0 yield (Ã, B̃, C̃) with aleading Markov parameter that is always (semi) negative de�nite. Let us investigate the 
onsequen
eson the well-posedness of the dynami
s on boundary ar
s, i.e. those portions of optimal traje
tories thatsatisfy Cx(t) + D = 0 for t ∈ (τ, τ + ǫ) ⊆ [0, T1], ǫ > 0. On (τ, τ + ǫ) one has u(t) = R−1BT η(t)and η̇(t) = Qx(t) − AT η(t) − CTλ(t), with λ(t) the solution of the LCP in (38) (equal to gr(t) inthis 
ase, where gr(·) is in (32) and proposition 2). One noti
es that the 
omplementarity relations
0 ≤ {zi}(t+) ⊥ gi(t) ≥ 0 are trivially satis�ed for all 1 ≤ i ≤ r − 1 (see (33)).Remark 9 Following [13, �3.10, 3.11℄ let us de�ne the Hamiltonian fun
tion H̄(x, u, η, α) = H(x, u, η)+
αT zrwu+1. On a boundary ar
 one has zrwu+1(t) = żrwu(t) = CArwu

x(t) +CArwu−1Bu(t) = 0. Thus wededu
e that u(t) = −(CArwu−1B)−1CArwu

x(t) (and 
onsequently BT η(t) = −BT (CArwu−1B)−1CArwu

x(t)).Let us now 
ompute the multiplier α(·) from ∂H̄
∂u

= 0. One �nds α(t) = (−1)rwu+1[M (r)]−1(CArwu

x(t) +

CArwu−1BBT η(t). Inserting the value for BT η(t) one �nds that α(t) = 0 whi
h is 
onsistent with (33)sin
e α(·) = grwu+1(·), the multiplier asso
iated with the 
oordinate zrwu+1.Let us examine the 
ase rwu = 1. On boundary ar
s one has w(t) = C̃x̃(t) + D = 0 and ẇ(t) =
C̃Ãx̃(t) = 0, sin
e r = 2, and ẅ(t) = C̃Ã2x̃(t) + M (2)λ(t) = 0. The fa
t that the traje
tory keeps onevolving on ∂Φ or deta
hes from ∂Φ is monitored by the LCP 0 ≤ λ(t) ⊥ ẅ(t) = C̃Ã2x̃(t)+M (2)λ(t) ≥ 0.INRIA



Example of RR.sty 33The fa
t that the dynami
s on boundary ar
s is well-posed or not is 
losely linked to the well-posednessof this LCP, whi
h holds on the interval (τ, τ + ǫ). The following is true sin
e M (2) < 0:Lemma 6 Let m = 1. Consider the LCP 0 ≤ λ(t) ⊥ C̃Ã2x̃(t) +M (2)λ(t) ≥ 0. Then:� If C̃Ã2x̃(t) < 0, the LCP has no solution,� If C̃Ã2x̃(t) = 0, the LCP has one solution λ(t) = 0,� If C̃Ã2x̃(t) > 0, the LCP has two solutions λ(t) = 0 and λ(t) = −(M (2))−1C̃Ã2x̃(t).Let the state satisfy C̃Ã2x̃(τ) > 0 at an entry time τ ∈ [0, T1). The last item shows that there maynot be uniqueness of the solution to the optimal 
ontrol problem, if the optimal traje
tory grazes the
onstraint boundary ∂Φ. Either the traje
tory �deta
hes� from ∂Φ (λ(t) = 0 ⇒ ẅ(t) > 0), or remains on
∂Φ (λ(t) > 0 ⇒ ẅ(t) = 0). This is not surprising sin
e the leading Markov parameter is negative. Theproblem loses its 
onvexity and the system in (4) is no longer well-posed as an IVP. It seems that littleattention has been paid in the literature to the fa
t that the multiplier λ is the solution of a LCP onboundary ar
s. The boundary ar
s input satisfy ẇ(t) = CAx(t) + CBu(t), however this may not be theoptimal 
ontroller. We shall see later what may happen when C̃Ã2x̃(τ) < 0 at an entry time τ . Lemma6 
an be extended to the general 
ase rwu = 2k+1 and m ≥ 1, where the LCP in (38) has to be studied.In view of Propositions 13 and 14 and Corollary 7, there are severe restri
tions for the existen
e of entrytimes for systems with odd rwu. The problem of interest here is to investigate what may happen after a
onta
t time.Proposition 18 Let rwu = 2k + 1, k ≥ 0, and let m = 1. Let x(τ+) ∈ ∂Φ. Then:� If C̃Ãrx̃(τ+) < 0, the traje
tory leaves Φ in a right neighborhood of τ .� If C̃Ãrx̃(τ+) = 0, τ may be an entry time followed by a grazing traje
tory.� If C̃Ãrx̃(τ+) > 0, τ may be either a tou
h time (λ(τ+) = 0) or an entry time (λ(τ+) > 0).Consequently, optimal traje
tories satisfy C̃Ãrx(τ+) ≥ 0.Proof : First let us noti
e that it is possible that ¯̃z(τ−) = 0, whi
h implies from (30) (31) that
¯̃z(τ+) = 0, but that C̃Ãrx(τ+) < 0, be
ause of the value of the zero-dynami
s state ξ(τ). In other words,odd-rwu systems 
an possess entry times with deg(λ) ≤ 1 (see Proposition 14). However ξ(τ) has to besu
h that C̃Ãrx(τ+) ≥ 0 for a boundary ar
 to exist on the right of τ . Clearly for an even-rwu system,the traje
tory 
an be kept in Φ as there always exists a multiplier gr(τ

+) solution of the LCP (38).Proposition 18 suggests that the zero dynami
s plays a major role in the well-posedness of the LCPand whether or not odd-rwu systems possess boundary ar
s. For instan
e if rwu = n, the �rst item ofProposition 18 be
omes irrelevant at an hypertangential 
onta
t state, be
ause ne
essarily C̃Ãrx(τ+) = 0.Corollary 10 Let rwu = m = nu = 1. If an entry time τ exists on [0, T1], then uniqueness of thesolution of the ne
essary 
onditions system holds if and only if the traje
tory along the boundary ar
 isgrazing, that is (CA2 + CBBTQ)x(t) + (CABBT − CBBTAT )η(t) = 0 for all t ∈ [τ, τ + ǫ] where τ + ǫis the exit time.Proof : Follows from Proposition 18 and the 
al
ulation of C̃Ã2.De�nition 4 A boundary ar
 with entry time τ and exit time τ+ǫ is well-posed if the LCP 0 ≤ w(r)(t) ⊥
λ(t) ≥ 0 possesses at least one solution for all t ∈ (τ, τ + ǫ).On a boundary ar
 ¯̃zT = (z1, z2, . . . , zr) = (0, . . . , 0). De�nition 4 applies to systems with m ≥ 1.The next Corollary 
on
erns s
alar systems as ẋ(t) = ax(t) + bu(t), w(t) = cx(t) + d, Q = R = 1. Thenthe Hamiltonian dynami
s is ( ẋ(t)

η̇(t)

)

=

(

a b2

1 −a

)(

x(t)
η(t)

)

+

(

0
−1

)

λ. The LCP to be solved onboundary ar
s is 0 ≤ λ ⊥ −b2c2λ− d(a2 + b2) ≥ 0.RR n° 0123456789



34 BrogliatoCorollary 11 i) If rwu = n = 1 and cx0 + d > 0, cx1 + d = 0, then dynami
s on boundary ar
s iswell-posed if and only if d ≤ 0. Moreover ∂Φ = {x = − d
c
} is attained only at t = T1 on the optimaltraje
tory. ii) Let us now 
onsider n ≥ 2, D = 0 and m = 1 in (1). If rwu < n, then the well-posednessof the dynami
s along boundary ar
s implies that C̃Ã2W̃−1

(

0
ξ(t)

)

≥ 0, ∀ t ∈ (τ, τ + ǫ).Proof : Sin
e ii) is an easy 
onsequen
e of Lemma 6, we just prove i). Integrating the dynami
swithout 
onstraint one �nds the optimal traje
tory on [0, T1]:
x(t) = x0 exp(−

√
a2+b2T1)−x1

exp(−
√

a2+b2T1)−exp(
√

a2+b2T1)
exp(

√
a2 + b2t)

+ x1−x0 exp(
√

a2+b2T1)

exp(−
√

a2+b2T1)−exp(
√

a2+b2T1)
exp(−

√
a2 + b2t)

(54)The optimal 
ontrol 
an be 
al
ulated with η(t) = 1
b2

(ẋ(t)−ax(t)) and u(t) = bη(t). It 
an be 
he
kedthat x(t) > − d
c
for all t ∈ [0, T1). Consequently the boundary ∂Φ is attained only at t = T1, and T1 isa 
onta
t time. The LCP for λ on ∂Φ is given by 0 ≤ λ ⊥ −d(a2 + b2) − c2b2λ ≥ 0. We dedu
e thatif −d < 0 the LCP has no solution, if d = 0 then λ = 0 and if −d > 0 then two solutions λ = 0 and

λ = − d(a2+b2)
c2b2

are possible. However the behaviour on the boundary has no 
onsequen
e on the value ofthe a
tion integral I(u) sin
e the optimal 
ontrol and state traje
tory are Lebesgue measurable fun
tions.The last 
ondition in Corollary 11 
an be written also as C̃Ã2W̃−1

(

0

ξ(τ) exp(Ãξ(t− τ))

)

≥ 0. Thematrix Ãξ is 
hara
terized from the zero dynami
s of (A,B,C), see Lemma 2. In 
ase i) one sees that
ν∗ = {− d

c
} and u∗ = ad

cb
. From Proposition 9 boundary ar
s and 
onta
t times belong to ν∗, whi
h is
onsistent with Corollary 11 i).Let us now 
onsider the planar system A =

(

0 1
a b

), B =

(

0
1

), C = (c d), D = e. Thissystem has transfer fun
tion G(s) = c+ds
s(s−b)−a

and relative degree rwu = 1 and CB = d 6= 0. Therefore
M (2) = −d2 < 0. Let us take Q =diag(q1, q2). To this system we asso
iate its optimality 
onditions asin (4) and we 
he
k that C̃ÃB̃ = −d2. We get Hwλ(s) = (c+ds)(c−ds)

(s2+bs−a)(s2−bs−a)−s2+1 .Lemma 7 Assume that −ad2 + c2 + bcd 6= 0 and that c 6= 0. The above planar system has a well-posedboundary ar
 on the time interval [τ, τ + ǫ) ⊆ [0, T1] if and only if






























η̇1(t) = αη2(t) − cη1(t) + δ

η̇2(t) = −(1 + d)η1(t) + βη2(t)

η(τ) =

(

eT
3

eT
4

)

exp(Ãτ)x̃(0)

γη2(t) − dη1(t) + ǫ ≥ 0 for all t ∈ [τ, τ + ǫ)

(55)where α = q1d2+a2d2−ac2−abcd
−ad2+c2+bcd

− c
d

abd3−cd2(q2+a+b2+c3

ad2−c2−bcd
, β = −q2dc+abd2−bc2−b2cd+abd3−cd2(q2+a+b2)+c3

−ad2+c2+bcd
, γ =

abd3−cd2(q2+a+b2)+c3

−ad2+c2+bcd
, ǫ = −ea

c
(c+ bd)[ad2(−ad2 + c2 + bcd) + 1], δ = −q1 ad2e

c
(−ad2 + c2 + bcd) − q1

e
c
.Proof : On the boundary ar
 one has C̃x̃(t) + D = 0 and C̃Ãx̃(t) = 0, whi
h respe
tively yield

cx1(t)+dx2(t)+e = 0 and adx1(t)+(c+bd)x2(t)+dη2(t) = 0. We dedu
e that x2(t) = −cd
−ad2+c2+bcd

η2(t)+

ade(−ad2 + c2 + bcd), and x1(t) = d2

−ad2+c2+bcd
η2(t) − ad2e

c
(−ad2 + c2 + bcd) − e

c
. Moreover from thevalues of Ã and C̃ we get that















η̇1(t) = q1x1(t) − aη2(t) − cλ(t)
η̇2(t) = q2x2(t) − η1(t) − bη2(t) − dλ(t)

0 ≤ cx1(t) + dx2(t) + e ⊥ λ(t) ≥ 0

(56)INRIA



Example of RR.sty 35Along the boundary ar
 we have from Lemma 6, λ(t) = 1
d2 C̃Ã

2x̃(t) provided C̃Ã2x̃(t) ≥ 0. Now
C̃Ã2x̃(t) = a(c+ bd)x1(t)+(cb+d(q2 +a+ b2))x2(t)−dη1(t)+ cη2(t). Combining the above values we getthat λ(t) = abd3−cd2(q2+a+b2)+c3

−d2(ad2−c2−bcd) η2(t)− 1
d
η1(t). Inje
ting all the 
al
ulated values for x1(t), x2(t) and λ(t)into (56), the result follows. The 
onditions are su�
ient but also ne
essary for if γη2(t)− dη1(t) + ǫ < 0the boundary ar
 does not exist at time t.Sin
e the system in (55) is linear of order two, it is quite possible in pra
ti
e to test whether or not(55) holds. This provides 
onditions on the entry values η1(τ) and η2(τ) su
h that a boundary ar
 iswell-posed or not. Clearly Lemma 7 does not answer the question whether or not the optimal traje
torypossesses boundary ar
s. Noti
e that x̃(0) is not known as η(0) is an unknown of the BVP.6 Numeri
al solution of the BVPContrary to the un
onstrained 
ase [54, Lemma 8.2.9℄, it is not 
lear here whi
h IVP 
orresponds to theBVP in (4). The time-stepping s
heme proposed in [1℄ to integrate the IVP may be used in a multiple-shooting algorithm (at least in brute-for
e algorithms). However when fa
ing a minimisation problemas in (1)-(2) (whi
h is a BVP), one doesn't know a priori how many times the optimal traje
tory willrea
h the boundary ∂Φ, how many times it will deta
h from ∂Φ, and how the derivatives of w(·) willevolve along the optimal path. In parti
ular whether or not distributional inputs and 
ostate will beneeded is also an unknown of the minimisation problem. From a numeri
al point of view, this is exa
tlythe di�eren
e between time-stepping s
hemes and event-driven s
hemes [12℄. One 
ould say that time-stepping dis
retisations are time-dis
retisations of the measure di�erential formalism (be
ause measuresare approximated numeri
ally), whereas event-driven algorithms are time-dis
retisations of systems ofthe form ẋ(t) = f(x, t) if t 6= tk, x(t+k ) = F [x(t−k )] for t = tk. Time-stepping s
hemes do not requirethe knowledge of state jump times but work with 
onstant time steps. Moreover they a

omodate toa

umulations of events (thus regular solutions as in de�nition 1Â 
an be approximated), whi
h event-driven and multiple shooting s
hemes do not [42℄. When solving a BVP with a time-stepping s
heme, onedoes not need to guess the jump state times (or more generally the existen
e of any jun
tion time), butruns the simulation in one shot. This is thought to be a great advantage over event-driven and multipleshooting algorithms A time-stepping algorithm solving the BVP in (4), starting from the extended a
tionin (50) and using the IVP solver presented in [1℄, will be the obje
t of a future work. This belongs to the
lass of so-
alled dire
t methods [56℄ in whi
h the optimal 
ontrol problem is transformed into a nonlinearprogramming problem [13, �7.11℄. However the 
ru
ial point is to take into a

ount possible state {x}(·)and 
ostate {η}(·) jumps in the time dis
retization algorithm, without a priori assumption on the numberof jun
tion times.7 Con
lusionsThis paper 
on
erns the optimal 
ontrol of linear invariant systems, with inequality (or unilateral) 
on-straints on the state. This is a major topi
 whi
h has 
ontinuously attra
ted the interest of resear
herssin
e more than 70 years. The main 
ontributions are the following. The Bolyantskii-Pontryagin ne
-essary 
onditions are embedded into a distributional di�erential in
lusion framework (the higher orderMoreau's sweeping pro
ess) whi
h allows us to 
learly understand their dynami
s and provides a 
learformalism for the derivation of an extended a
tion to be minimized (allowing for 
ostate and/or inputsand/or system's state, to belong to a spe
i�
 set of S
hwarz' distributions). The powerful geometri
tools introdu
ed by ten Dam in the 
ontext of unilaterally 
onstrained 
ontrolled dynami
al systems, areused to improve the qualitative analysis of optimal traje
tories and 
ontrollers. They allow us to gener-alize results 
on
erning the spe
i�
ity of odd relative degree systems (one of the results being that oddrelative degree systems 
an possess boundary ar
s with entry times su
h that the multiplier asso
iatedto the unilateral 
onstraint is a distribution of degree ≥ 3; then the a
tion to be minimized has to beextended to in
orporate the state and/or 
ostate jumps). The theory of 
omplementarity problems is
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36 Brogliatoshown to be quite useful in order to better understand the behaviour of optimal path on the boundaryof the admissible domain. Most of the tools whi
h are used in this paper (distributional in
lusion, tenDam's geometri
al study, 
omplementarity problems) have never been introdu
ed before in the 
ontextof optimal 
ontrol with unilateral state 
onstraints. The proposed framework paves the way to manyextensions, and towards the design of time-stepping algorithms whi
h may 
onstitute a ni
e alternativeto multiple shooting algorithms to solve the boundary value problem.A Some mathemati
al de�nitionsGiven A ∈ IRn×n and B ∈ IRn, the problem of �nding x ∈ IRn and y ∈ IRn satisfying
y = Ax+B ≥ 0, x ≥ 0, xT y = 0 (57)is 
alled a Linear Complementarity Problem (LCP). It 
an be equivalently written as

0 ≤ x ⊥ y = Ax+B ≥ 0 (58)Roughly the LCP has a unique solution x∗ whatever B if and only if A satis�es some positivity 
onditions,see [18℄. Positive de�niteness of A is su�
ient. The so-
alled P-property of matri
es is ne
essary andsu�
ient for the LCP to have a unique solution for any B.The next notions may be found in [1, 38, 32℄ Let I denote a non-degenerate real interval (not emptynor redu
ed to a singleton).
• By z ∈ BV (I; IRn) it is meant that z is a IRn-valued fun
tion of bounded variation if there exists a
onstant C > 0 su
h that for all �nite sequen
es t0 < t1 < .... < tN (N arbitrary) of points of I, we have

N
∑

i=1

‖z(ti) − z(ti−1)‖ ≤ C.Let J be a subinterval of I. The real number
var(z, J) := sup

N
∑

i=1

‖z(ti) − z(ti−1)‖,where the supremum is taken with respe
t to all the �nite sequen
es t0 < t1 < ... < tN (N arbitrary) ofpoints of J , is 
alled the variation of z in J .Any BV fun
tion has a 
ountable set of dis
ontinuity points and is almost everywhere di�erentiable. ABV fun
tion de�ned on [a, b] ⊂ I possesses left-limits in ]a, b] and right-limits in [a, b[. Moreover, thefun
tions t 7→ z(t+) := lims→t,s>t z(s) and t 7→ z(t−) := lims→t,s<t z(s) are both BV fun
tions.
•We denote by LBV (I; IRn) the spa
e of fun
tions of lo
ally bounded variation, i.e. of bounded variationon every 
ompa
t subinterval of I.
• We denote by RCLBV (I; IRn) the spa
e of right-
ontinuous fun
tions of lo
ally bounded variation.It is known that if z ∈ RCLBV (I; IRn) and [a, b] denotes a 
ompa
t subinterval of I, then z 
an berepresented in the form:

z(t) = Jz(t) + [z](t) + ζz(t), ∀t ∈ [a, b],where Jz is a jump fun
tion, [z] is an absolutely 
ontinuous fun
tion and ζz is a singular fun
tion. Here
Jz is a jump fun
tion in the sense that Jz is right-
ontinuous and given any ε > 0, there exist �nitelymany points of dis
ontinuity t1, ..., tN of Jz su
h that ∑N

i=1 ‖Jz(ti) − Jz(t
−
i )‖ + ε > var(Jz , [a, b]), [z]is an absolutely 
ontinuous fun
tion in the sense that for every ε > 0, there exists δ > 0 su
h that

∑N
i=1 ‖[z](βi) − [z](αi)‖ < ε, for any 
olle
tion of disjoint subintervals ]αi, βi] ⊂ [a, b](1 ≤ i ≤ N) su
h
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Example of RR.sty 37that ∑N
i=1(βi − αi) < δ, and ζu is a singular fun
tion in the sense that ζz is a 
ontinuous and boundedvariation fun
tion on [a, b] su
h that ζ̇z = 0 almost everywhere on [a, b].

• By z ∈ RCSLBV (I; IRn) it is meant that z is a right-
ontinuous fun
tion of spe
ial lo
ally boundedvariation, i.e. z is of bounded variation and 
an be written as the sum of a jump fun
tion and anabsolutely 
ontinuous fun
tion on every 
ompa
t subinterval of I. So, if z ∈ RCSLBV (I; IRn) then
z = [z] + Jz (59)where [z] is a lo
ally absolutely 
ontinuous fun
tion 
alled the absolutely 
ontinuous 
omponent of z and

Jz is uniquely de�ned up to a 
onstant by
Jz(t) =

∑

t≥tn

z(t+n ) − z(t−n ) =
∑

t≥tn

z(tn) − z(t−n ) (60)where t1, t2, ..., tn, ... denote the 
ountably many points of dis
ontinuity of z in I.Stieltjes measure. Let z ∈ LBV (I; IRn) be given. We denote by du the Stieltjes measure generated by
z. Re
all that for a ≤ b, a, b ∈ I:

dz([a, b]) = z(b+) − z(a−),

dz([a, b[) = z(b−) − z(a−),

dz(]a, b]) = z(b+) − z(a+),

dz(]a, b[) = z(b−) − z(a+).In parti
ular, we have
dz({a}) = z(a+) − z(a−).B Example of a fun
tion in F∞ and distributions in TnThis is taken from [1℄. Set I = (0,+∞) and let z : Ĩ → IR be the fun
tion given by
z(t) = | sin(t)|, ∀t ≥ 0.It is 
lear that

ẑ(0) := z ∈ RCSLBV (Ĩ; IR)sin
e z(·) is Lips
hitz-
ontinuous. Then we obtain
ẑ(1)(t) :=

d+

dt
[ẑ(0)](t) =

d+z

dt
(t) = cos(t− kπ) if t ∈ [kπ, (k + 1)π), (k ∈ IN).We see that E0(ẑ

(1)) = {kπ; k ∈ IN\{0}} and
ẑ(1)(·) = [ẑ(1)](·) + J(·),where

[ẑ(1)](t) = −2k + cos(t− kπ) if t ∈ [kπ, (k + 1)π], (k ∈ IN)and
J(t) = 2k if t ∈ [kπ, (k + 1)π], (k ∈ IN).Thus

ẑ(1)(·) ∈ RCSLBV (Ĩ; IR)Then
ẑ(2)(t) :=

d+

dt
[ẑ(1)](t) = −| sin(t)|RR n° 0123456789



38 Brogliatoso that
ẑ(2)(·) ∈ RCSLBV (Ĩ; IR).And so on, we see that

ẑ(k)(t) =

{

(−1)mẑ(0)(t) if k = 2m
(−1)mẑ(1)(t) if k = 2m+ 1

, (m ∈ IN),so that ẑ(k) ∈ RCSLBV (Ĩ; IR), ∀k ∈ IN, and thus
z(·) ∈ F∞(Ĩ; IR).Let us now 
onsider the distribution T de�ned by

〈T, ϕ〉 =

∫ ∞

−∞
| sin(t)|ϕ(t)dt, ∀ ϕ ∈ C∞

0 (I).Then for a given fun
tion ϕ ∈ C∞
0 (I), we see that:

〈DT,ϕ〉 =

∫ ∞

−∞
ẑ(1)(t)ϕ(t)dt =

∑

k∈IN∩supp{ϕ}

∫ (k+1)π

kπ

cos(t− kπ)ϕ(t)dt,

〈D2T, ϕ〉 =

∫ ∞

−∞
ẑ(2)(t)ϕ(t)dt +

∑

k∈IN\{0}∩supp{ϕ}
(ẑ(1)(kπ+) − ẑ(1)(kπ−))〈δkπ , ϕ〉 =

= −
∫ ∞

−∞
| sin(t)|ϕ(t)dt + 2

∑

k∈IN\{0}∩supp{ϕ}
〈δkπ , ϕ〉,and so on. We have:

T ≡ {T } = ẑ(0) = | sin(.)|, deg(T ) = 0,

DT ≡ {T (1)} = {DT } = ẑ(1) = cos(.− kπ) on [kπ, (k + 1)π) (k ∈ IN), deg(DT ) = 1,

D2T ≡≪ D2T ≫= −| sin(.)| + 2
∑

k∈IN\{0}
δkπ , deg(D2T ) = 2,

{T (2)} = {D2T } = ẑ(2) = −| sin(.)|,and
d≪ D2T ≫= dẑ(1).C Hints on the 
ontrollability of (2)Example 6 Let us 
onsider the system






ẋ1(t) = x2(t)
ẋ2(t) = u(t)
x2(t) ≥ 0

(61)Clearly if U is restri
ted to the set of bounded fun
tions of time, then (A,B) is not 
ontrollable in theset Φ = {x| x2 ≥ 0}. However if distributions of degree 3 (derivatives of Dira
 measures in the sense ofS
hwartz' distributions) are allowed in U, then 
ontrollability holds (but, the quadrati
 term in u in (1)is meaningless for su
h inputs). Indeed negative jumps in x1(·) are then possible to rea
h a state x(T1)from x(0) with x1(T1) < x1(0), T1 > 0. In parti
ular x(T1) = 0 belongs to the rea
hable spa
e from
x(0−) > 0. If the 
onstraint is repla
ed by x1(t) + d ≥ 0, d ∈ IR, then 
ontrollability holds in Φ with U aset of fun
tions. INRIA



Example of RR.sty 39Let us 
onsider the triple (A,B,C) in (2) with D = 0, and its z−dynami
s. Let us 
onsider u(t) =
(CArwu−1B)−1[−CArwu

Wz(t) + v(t)]. We obtain






















z
(rwu)
1 (t) = v(t)

ξ̇(t) = Aξξ(t) +Bξz1(t)

w(t) = z1(t) ≥ 0

(62)Let us 
onsider that all variables in (62) are fun
tions (i.e. we ex
lude inputs v(·) with degree ≥ 2).Complete 
ontrollability of (2) in Φ means that for all x̄0, x̄1 in Φ, there exists u(·) whi
h steers x(·) from
x(0) = x̄0 to x(T1) = x̄1 for some T1 ≥ 0. One sees from (62) that the system is 
ompletely 
ontrollablein Φ = {z| z1 ≥ 0} only if the pair (Aξ, Bξ) is 
ompletely 
ontrollable with positive inputs. From [10,Corollary 3.7℄ the following holds:Lemma 8 The system in (2) is 
ompletely 
ontrollable only if the pair (Aξ, Bξ) is 
ontrollable (⇔ theasso
iated Kalman matrix has rank n−rwu) and there is no real eigenve
tor µ of AT

ξ satisfying µTBξz1 ≤ 0for all z1 ≥ 0.It is easy to see that the system in (61) fails to satisfy the ne
essary 
ondition as Aξ = 0 and Bξ = 1.Lemma 8 
an be used to determine whi
h systems may ne
essitate distributional inputs to rea
h x̄1 from
x̄0 (of 
ourse there may also be a large set of boundary 
onditions su
h that a fun
tion of time input issu�
ient, as (61) shows: we are dealing here with 
ontrollability in Φ).Corollary 12 Let the system in (2) be given by x(n)

1 (t) = u(t), x(k−1)
1 (t) = xk(t) ≥ 0. If 2 ≤ k ≤ n thesystem is not 
ompletely 
ontrollable in Φ with u(·) a fun
tion.Proof: Sin
e k ≥ 2 the z−dynami
s reads z(rwu)

1 (t) = u(t), ξ(n−rwu)(t) = z1(t), with rwu = n−k+1.A real eigenve
tor µ of AT
ξ with eigenvalue α satis�es AT

ξ µ = αµ. It 
an be 
omputed that this equalityis 


0
µ1

. . .

µk−2









= α









µ1

µ2

. . .

µk−1









. Also µTBξz1 = µk−1z1. It follows that either α 6= 0 and µ = 0k−1, or
α = 0 and µi = 0 for 1 ≤ i ≤ k − 2, whereas µk−1 ∈ IR. In any 
ase the inequality µk−1z1 > 0 forall z1 ≥ 0 
annot be satis�ed. From Lemma 8 the system 
annot be 
ompletely 
ontrollable in Φ withfun
tion-of-time inputs.Another ne
essary 
ondition for 
omplete 
ontrollability of (2) stemming from [10, Corollary 3.7℄ isthat Aξ possesses only purely imaginary eigenvalues. Otherwise 
ontrollablity of ξ̇(t) = Aξξ(t) +Bξz1(t)with z1(t) ≥ 0 fails. These ne
essary 
onditions may be 
onsidered as 
aution �ags when formulating theoptimal 
ontrol problem (1) (2). In the framework of the HOSP one always has deg(z1) ≤ 1 so Corollary12 and Lemma 8 
ontinue to hold if (62) is embedded into (17) (18)(19).Referen
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