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A. Lejay / An Introduction to Rough Paths

1 Introduction

This article is an introduction to the theory of rough paths, which has been de-
veloped by T. Lyons and his co-authors since the early '90s. The main results
presented here are borrowed from [32] 36]. This theory concerns differential equa-
tions controlled by irregular paths and integration of differential forms against
irregular trajectories. Here, x is a continuous function from [0, 1] to R%, and the
notion of irregularity we use is that of p-variation, as defined by N. Wiener. This
means that for some p > 1,

k-1
p
sup Dz, — x| < +oo.
k21, 0<to< <t <1 ;—q
partition of [0,1]

As we will see, the integer |p| plays an important role in this theory.

In probability theory, most stochastic processes are not of finite variation, but
are of finite p-variation for some p > 2. We show in Sect. how to apply this
theory to Brownian motion. But the theory of rough paths could be used for many
types of processes, as presented in Sect.

Firstly, we give a meaning to the integral

t
/ f(zs) dzg, or equivalently, / f (1.1)
0 z([0,¢])
for a differential form .
flx) = Zfl(x) dzt. (1.2)
i=1

We are also interested in solving the controlled differential equation

dy, = f(yt) dy, (1-3)

where f is the vector field
d
0
F) =Y flw)g,

i=1

This will be done using Picard’s iteration principle, from the result on integration
of one-forms. Using the terminology of controlled differential equations, x is called
a control.

The theory of rough paths also provided some results on the continuity of the
map x — y, where y is given either by (L) or (L3]).

The theory of rough paths may be seen as a combination of two families of
results:
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(1) Integration of functions of finite g-variation against functions of finite p-
variation with 1/p+1/¢ > 1 as defined by L.C. Young in [52].

(2) Representation of the solutions of ([L3) using iterated integrals of z: this
approach is in fact an algebraic one, much more than an analytical one.

Let us give a short review of these notions.

(1) Young’s integral

Let x and y be two continuous functions respectively 1/p and 1/¢-Hélder contin-
uous with § = 1/p + 1/q > 1. Then, Young’s integral [!y, dz, of y against z is
defined as the limit of I, ;(IT) = S5~} v, (24, , — 71,) when the mesh of the partition
II={t;|s<to< - <t <t} of [s,t] goes to zero (see for example [12] (2]). It
is possible to choose a point ¢; in II such that

1 0
[ Lo (T0) = L (T0\ {2 })] < mcﬁ — 5|

for some constant C' that depends only on the Hélder norm of z and y. Whatever
the size of the partition IT is, |I,+(I1)| < |ys(z — zs)| + |t — 5]°C(0), where ((0) =
Sns1 1/n?. The limit of I;,(I1) as the mesh of II goes to 0 may be considered.
One may be tempted to replace y by f(z), where the regularity of f depends
on the irregularity of x. But to apply directly the proof of L.C. Young, one has to
assume that f is a-Holder continuous with o > p — 1, which is too restrictive as
soon as p = 2. To bypass this limitation, we construct when z; € R? the integral

S0 JL fiee) dad as

I (< j j 4. 9f;, i,(j2.1)
1 Z ij('xti)(xti+1_xti)+ Z ) <$t¢>xti,ti+1

mesh(I1)—0 i=0 \j=1 J1,jo=1 Ljo
d owl-1f. TR
D S e T et ICH
Grredip =1 Y¥ilp) " 032
with formally
s nit) / dadi - dadt, (1.5)
s<s < <1<t ¢

This expression (LL4) is provided by the Taylor formula on f and the more z is
irregular, i.e., the larger p is, the more regular f needs.

What makes the previous definition formal is that the “iterated integrals” of x
have to be defined, and there is no general procedure to construct them, nor are
they unique. The terms x*(1-%) for k = 2,... |p| are limits of iterated integrals



A. Lejay / An Introduction to Rough Paths

of piecewise smooth approximations of x, but they are sensitive to the way the
path z is approximated. Due to this property, the general principle in the theory
of rough paths is:

The integral Z?Zl J¥ fi(w,) dzd is not driven by x but, if it exists, by
X = (Xl’(i1)7 )(27(7:177;2)7 . 7)(\_pJ7(i17"-7i|_pj)).

i1y ) =Lyerd corresponding for-
mally to (L3I).

(2) Formal solutions of differential equations

Assume now that z is smooth, and let X];,’t(il"”’ik) be its iterated integrals defined

by (LH). Given some indeterminates X!,... X% we consider the formal non-
commutative power series:

lstla) =1+ X XX,

k>1 (llyyzk)e{ 177d}k

As first proved by K.T. Chen in [6], ®([s, ], ) fully characterizes the path x, and
for all s <u <,
& ([s, ul, 2)(([u, ], ) = &[5, 1], ). (16)

This relation between iterated integrals is also used to prove that the limit in (L4)
exists. If exp is the non-commutative exponential (defined by a power series), then
there exists a formal series U([s, t], z) such that ®([s,t],z) = exp(¥([s,t],z)) and

\I]([Su t]? Zﬂ) = Z Z F(zl _____ iq) (Xl, . ,Xd)Xi:t(il"“’ik)

k21 (7‘177“6)6{ ll)d}k

where F(il,mﬂ-d)(Xl, ey Xd) belongs to the Lie algebra generated by the indetermi-
nates X!, ..., X% i.e., the smallest submodule containing X*,..., X and closed
under the Lie brackets [Y, Z] =Y Z — ZY.

If f=1(f1,...,fs) and each of the f; is linear, i.e., fi(y) = C;y where C; is a
matrix, then the solution y of (L3) is equal to

e = exp(\i([s, f, :c))ys,

where W([s, t], ) is equal to W([s, t],z) in which X* was replaced by the matrix C;.
If f is not linear, but is for example a left-invariant vector field on a Lie group,
then a similar relation holds, where X" is replaced by f;, and the Lie brackets [-, -]
are replaced by the Lie bracket between vector fields. Here, the exponential is
replaced by the map defining a left-invariant vector field from a vector in the Lie
algebra, i.e., the tangent space at 0 (see for example [13]).

4
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This result suggests that when one knows x, he can compute its iterated in-
tegrals and then formally solve (L3 by replacing the indeterminates by f. In
fact, when x is irregular, the solution y of (2.2) will be constructed using Pi-
card’s iteration principle, i.e., as the limit of the sequence y™ defined by 3/t =
Yo + Jo f(y) dx,. But it corresponds, if (2°)ss0 is a family of piecewise smooth

approximations of z and f is smooth, to
Yy = (lsirr(l] Y with 30 = exp(@([O, t], £L‘§>>y0.

However, in the previous expression, we need all the iterated integrals of x. Yet,
even if x is irregular, there exists a general procedure to compute them all, assum-
ing we know x defined formally by (L3). However, different families of approxi-
mations (2°)s-o may give rise to different x. Thus, the solution y of (I3) given by
the theory of rough paths depends also on x and not only on z, and the general
principle stated above is also respected.

Geometric multiplicative functionals

As we have seen, we need to construct an object x corresponding to the iterated
integrals of an irregular path up to a given order |p|. Since x may be reached
as the limit of smooth paths together with its iterated integrals, x may be seen
as an extension by continuity of the function x — ®([s, t],z) giving the truncated
Chen series, where X" --- X% is set to 0 as soon as k > |p|. This means in
particular that, at the limit, we keep the algebraic relation (L6). This means
that x,; may be seen as a formal non-commutative polynomial (in the text, we
use tensor products, but this is equivalent in the finite-dimensional setting). Set
Xg,t =1 and x’;t = D (i1,in) X Xy (iik) - Thys, Xet = 1 +X;,t +. +X£ﬁj.
The relation (L.6) becomes

Xt = XsuXyy forall 0 <s <u <t <1 (1.7)

This means that, if x lies above z,

_ L . ,

Xy, = X., + X, with x,; = 2} — 2! (1.8)

2 _ 2 2 1 1
Xs,t - Xs,u + Xu,t + Xs,uxu,w
= + : +
— k i i

Thus for & = 1,...,[p], one can compute xg, from x{, and x,, when these
quantities are known for ¢ =1,..., k.

The objects x that could be reached as an extension of the truncated Chen series
®([s,t], x) and satisfying (7)) are called geometric multiplicative functionals.

5
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Our goal is to construct from x new geometric multiplicative functionals z.
For example, the integral [ f(x,)dx, will itself be constructed as a geometric
multiplicative functional. Remark that for z,; = [’ f(z,)dx,, (L) is no more
than the Chasles relation.

The machinery we use to construct z is the following: We construct first an
approximation y of z. For example, if x is of finite p-variation with p < 2, we
define y:, by f(z,)(z; — x,), which is an approximation of [ f(z,) dz,.

The object y is a non-commutative polynomial, but y does not satisfy relation
(L) in general. Thus, if IT = {¢; |0 <t; <--- <t <1} is a partition of [0, 1],
we set

Yg,t = Yot Ytitigr T Ytyoa,t; Yt
where 7 and j are the smallest and the largest integers such that [t;, ;] C [s,t]. At
the first level of path, this relation reads

d
1,1 i (L1, 1,(i 1,(i 1,(i
Yoi =2 X (ys,(i) + yti,(]ti)Jr1 +oeee ytj(_z,tj + Ytj,(t)) :
i=1
2
tjt1
Of course, y'! also fails to satisfy (L), except if s, u and ¢ belong to IT. But
provided one has a relation of the type

But for y'™2, this relation implies all the yg: ‘s an yg’jﬂl’s for t; € IL.

|ys:,t - ysmyu,t’ < 5(57 u, t)

for a nice ¢, then one could consider the difference between yEt and ygt\{tj Y for an
element ¢; in IIN (s,t). If ¢; is well chosen, and the choice of ¢; is similar to the
one done for the construction of Young’s integral (see above), one could show that
lyih| < C(s,t), for a function C(s,t) that does not depend on the partition II.
One could then pass to the limit as the mesh of the partition II decreases to 0. Of
course, it has to be proved that under reasonable conditions, the limit, which we
denote by z, is unique and is a geometric multiplicative functional. Moreover, the
work has to be done iteratively at each level of iterated integrals. Thus, if z',...,z"
are already constructed, one gains the fact that (z',. .., z"*) satisfies (L7), and zF+!
is constructed using the previous machinery.

Defining the iterated integrals

Since the previoulsy described procedure is general, anybody interested only in
applying this theory could adopt the following point of view:

: t
x = (x!,... ,XLpJ)|—’|Black box either y; = yo j‘ fo flyy) dx,
or zy = 2o + [, fx,) dx,
f,.0f,...,0wlf




A. Lejay / An Introduction to Rough Paths

and focus on x. In the previous section, we have seen how to construct new
geometric multiplicative functionals from x, but we have not said how x is con-
structed. We have already said that x may be difficult to construct. The most
natural approach is to choose a piecewise smooth approximation x° of z and to

define Xl;,’til"“’i’“) as the limit of

S . 11,0
/s<sk<~-~<s1<t Ao A
For example, consider a d-dimensional Brownian motion B. As its trajecto-
ries are a-Holder continuous for any a < 1/2, they are of finite p-variation
for any p > 2. Hence, applying the theory of rough paths requires knowing
the equivalent of the second-order iterated integrals of the Brownian motion.
Let B°(w) be an approximation of B(w). One knows that the convergence of
I () = [ficsyes,<t B (w) dBZ(w) depends on the choice of (B%)sso (see [19,
Sect. VI-7, p. 392]). Besides, if for example, B°(w) is a piecewise linear approxi-
mation of B(w) sampled along deterministic partitions, then the limit of IZ, is the
Stratonovich integral I,; = [, . <, 0dB. odB] and is defined only as a limit in
probability (Yet some recent works prove that for dyadic partitions, the conver-
gence may be almost sure. See for example [24]). Another difficulty when we want
to use rough paths is that we need to prove that B° and I° converge to B and I in
the topology generated by the distance in p-variation, which is more complicated
to use than the uniform norm.

Trajectories of stochastic processes represent a natural class of irregular paths
for which one may require some integration theory. Thus, the theory of rough
paths provides a pathwise theory of integration, but pathwise with respect to x,
and not to the stochastic process x. So, the difficulty is to construct the iterated
integrals of the trajectories of x. However, it has to be noted that constructing x
may be simpler than constructing stochastic integrals driven by . For example, for
the Brownian motion, [, 0dB.odBl = A,,(B', BY)+4(Bi — Bi)(B{ — BY),
where A, (B", B?) is the Lévy area of (B*, B’). This functional A ,(B*, B7), which
represents the area enclosed between the curve of r € [s,t] — (B!, BY) and its
chord, was constructed by Paul Lévy (see for example [29]) before the construction
of Ito or Stratonovich stochastic integrals.

Using the theory of rough paths, one has then to focus on the construction of x
for given trajectories of x. This has some advantages, among which: (i) It is easier
to define an object like [’ odz,odz, for a stochastic process than [! f(z,)odz, or
solving dy; = f(y;)odz,. Section [I2 contains a list of types of stochastic processes
for which the theory of rough paths may be used, and then may be directly applied
to solve differential equations. Moreover, the separation of x and f may be advan-
tageous since we also gain knowledge of the algebraic structure of x: see [37, 47] for
an original application to Monte Carlo methods. (ii) A support theorem is imme-

7
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diate once we have one on x (see [24] for an application). (iii) Different piecewise
smooth approximations of a stochastic process lead to different stochastic integrals.
This is well known for Brownian motion, but generalizes immediately to different
processes for which the theory of rough paths may be applied. Besides, this the-
ory provides some explanations on the form of the corrective drift (see Sects.
and [[0.2]). (iv) Once x has been defined on a probability space (€2, F,P), then all
the differential equations dy; = f(y;) dz; and the integrals [ f(z;) dz; are defined
on the same set Qy C Q of full measure, whatever the function f is.

In this article, we assume that the path x takes its values in V = R, and that
the differential forms or vector fields f take their values in W = R™. However, V
and W could in fact be any Banach space, even of infinite dimension.

Motivations

This article does not give a full treatment of the theory of rough paths. But its
aim is to give the reader sufficient information about this theory to help him to
have a general view of it, and maybe to apply it. The reader who is interested in
this theory can read either [32] or [36] to go further.

The theory of rough paths is suitable for trajectories of stochastic processes,
since there are many types of stochastic processes for which it is possible to con-
struct their “iterated integrals”. Yet each application to a particular type of prob-
abilistic problem may require a specific approach. As randomness plays no role in
this theory, probability theory takes only a small place in this article. The reader
is refered to Sect. 12l and to the bibliography for applications to stochastic analysis.

Outline of the article

For the sake of clarity, we explain in Sect. 2 how to integrate a differential form
along a path of finite p-variation with p € [1,2), and then how to solve a differential
equation controlled by such a path. In Sect. [3] we deal with paths of finite p-
variation with p € [2,3). This is the most common case a probabilist could use.
Besides, we think that understanding the situation in this case together with the
proofs of Sect. 2] allows us to fully understand the general theory.

Sections Ml and [ are devoted to introducing the basic algebraic results on it-
erated integrals. Section [0 gives the general definition of geometric multiplicative
functionals, i.e., the objects x previously introduced, and some convergence results
on them. The notion of almost multiplicative functional, which is the basic element
to define an integral, is presented in Sect. [l The general results on integration of
one-forms and controlled differential equations are given in Sects. 8 and [ without
proof.
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A practical example is presented in Sects. [0 and [[T], where the theory is applied
to the Brownian motion. Section [II] also contains a method to compute the p-
variation of a multiplicative functional.

Finally, Sect.[I2]l contains a list, which attempts to be as complete as possible at
the date of writing, of bibliographic references on works using the theory of rough
paths. This article ends with some bibliographical and historical notes.

Note. At the first reading, the reader may go directly from the end of Sect. B to
Sect. [I0l for an application to the Brownian motion.
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2 The case of a not so irregular control

Set AT = {(s,t) € [0,1]*]0 < s < ¢ < 1}. Through all this article, we use a func-
tion w from AT to R, satisfying the following assumption.

Assumption 1. The function w : AT — R, is such that
(i) The function w is bounded.

(ii) The function w is continuous near the diagonal, i.e., on {(s,s)|s € [0,1]},
and w(s,s) =0 for all s € [0, 1].

(iii) Foral0 < s <u <t <1,
w(s,u) +w(u,t) < w(s,t). (2.1)
If follows immediately that for all § > 1, w? is also super-additive: w(s,u)? +
w(u, t)? <w(s,t)? forall s <u<t <1

Moreover, it is easily seen that for all €, there exists some 7 small enough such
that |t — s| < n implies that w(s,t) < ¢ for all (s,t) € A™.
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2.1 Integration of a differential form along an irregular
path

In this section, we show that, provided one controls the value of |x; — x| for
p € (1,2), then [} f(z,) dz, may be defined with Riemann sums.

Assumption 2. There exists a real 1 < p < 2 such that
|y — 24P < w(s,t) for all (s,t) € AT (2.2)

for a function w satisfying Assumption [[l For example, this is true if z is 1/p-
Holder continuous, in which case, w(s,t) = C|t — s| for some constant C'.

The differential form f defined by (L2)) is identified with (fi,..., f4) : R? —
(R™)<. The function f is bounded and a-Hélder continuous, with a > p — 1.

Note that ([2.2) together with (21]) exactly means that x is of finite p-variation
for some p € [1,2).

Of course, (ILI)) will be defined as limit of Riemann sums. In order to do so,
set, for all 0 < s <t <1,

Ysit = f(l‘s)(xt - xs)~ (23)

For all § > 0, let IT° be a family of partitions 0 <} < --- < ti(; < 1 of [0, 1] whose
meshes decrease to 0 as § decreases to 0. Assume that for all 0 < §' < ¢, II ¢ 1%

For all 9 > 0, set
-1

H6

< — ) ) 5 46

st = Yst? + Yis .t § : Yo e, 1
i=j

where j and ¢ are such that I1° N (s,t) = {t?, . }

Proposition 1. Under Assumption [2, z?f admits a limit denoted by z,, for all
0 < s <t < 1. Furthermore, (s,t) € AT v zg, is continuous, and Zs, + zut = Zs4
(Chasles’ relation) for all 0 < s <u <t < 1.

Finally, there exists some constant K depending only on f, p and w(0,1)
such that |zs+|P < Kw(s,t) for all (s,t) € AT. This implies that z has finite
p-variation.

Thus, one may define [’ f(z,)dx, to be 2s+. The proof relies on the following
Lemmas.

Lemma 1. There exists a constant C depending only on f such that for all 0 <
s<u<<t<l,

1+«
b

> 1. (2.4)

[Yst — Ysuw — Yurt] < C’w(s,t)e, with 0 =

10
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Proof. Since f is Holder continuous and z satisfies (2]), it is easily established
thatv for C' = Sup:x;éy |f(l‘) - f(y)|/|l’ - y|aa

|ys,t — Ysu — yu,t| < |f(-ru> - f(l's)HZL‘t — J/’u| < C|xu — x5|a’_rt — xu|
< Cw(s, u)*Pw(u, t)'/P < Cw(s, t)1+)/P,

Hence (2.4]) is proved. O

Lemma 2. Let 0 < s <t <1, and let s < t; < ... < tp <t be a partition of
(s,t). Then, if k > 2, there exists an integer  in {1,2,... k} such that

w(s,t),

E V)

w(te—1,tey1) <

with the convention that tg = s and txy1 =t.

Proof. The result is clear if k = 2, since w(ty,t2) < w(s,t). Assume that k& >
3. As w is super-additive, % | w(t;_1,tiy1) < 2w(s,t). So, at least one of the
w(ti—1,tir1)’s is smaller than 2w(s,t)/k. O

Proof of Propositiond Fix 6 > 0 and 0 < s <t < 1. We have I’ N (s,t) =

§ s
{#,....4} 5

If II° N (s,t) = 0, then =, = Yis 5, Where the integer i is such that [s,t] C
[t?7 t?+1]'

If T1° N (s, ) contains at least one point, then we choose an integer k such that
7 < k </, and we construct a new partition

={t, Bty 1)}

by suppressing the point t{. We use the convention that t?_l = s and ¢ 1 =t
According to Lemma [ the point ¢ is chosen so that

2
bt tirl) < ———————w(s, 1).

Thus, using the previous notations,

m _ I + + _
Zop = Fst T Y a8 T Yl 4l Yyo

-1k k> k+1 k‘—l’t

é .
k+1

With Lemma, [T,

9
5 2
th - th < Cw(tp—1,tra)’ < C(!H‘W}(st)]) w(s, t)’

11
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for a constant C' which is equal to the Hélder norm of f.
Suppressing a carefully chosen point in II, and reiterating the process, one
easily obtains that

H6 — Y| < Kw(s,1)? + |yss — ypo (2.5)

2oyt |

where K = C'+2°C'Y,; 1/n, and i and i’ are such that [t} 5,195 ] is the smallest
interval containing [s,t]. In particular, t) increases to s and ¢34 decreases to ¢

as 0 decreases to 0.
Let 0 < s <u<t<1 SetIlPN(s,u) = {t?,...,ti} and I1° N [u,t) =

{tﬁ,,...,t‘i}. So,

g m _ 1l
Zs,u + Rut = Rst — yti,tj,, - yti,u - yu,tj, . (26)

As f is bounded, |y,| < ||f|l w(r,r")/?» ——— 0. Moreover, t k5 v and

|r’—r|—0
t5, U Set Z) = zgf With (2.6), the inequality |y,| < || f|l, w(r,7)/? and

the continuity of w near its diagonal, it is easily proved that (Z°)s-0 satisfies the
conditions of the Ascoli theorem, i.e., for any x > 0, there exists some n > 0 such
that supj, ., 2] — Z2| < k. Thus, there exists a subsequence of (Z°)s5¢ which
converges uniformly to some continuous function Z on [0, 1]
8

One could set z,; = Z;— Z,. Again with (2.6]), zst = z(glt z&sjt(yti,tzﬂ —Yid s
ysvtiﬂ)’ where t) and t},, are two adjacent points of II° such that s € (tJ,¢),,].
Hence, z?f converges to zs; for all (s,t) € AT. Hence, it follows from (2Z.6) that z
satisfies the Chasles relation: z,; = 25, + 2, for all 0 < s < u <t < 1. Besides,
from the continuity of Z, (s,t) € A" + z,, is continuous. -

Let Z be another limit of the sequence (Z%)s-0, and set Z,; = Z; — Z, for all
(s,t) € AT. As for z, Z also satisfies the Chasles relation, and so is Az = Z — z.
However, |Az| < 2Kw(s,t)?. For any partition IT = {¢,...,#; } of [s,],

k—1
‘Azs,t‘ < Z ‘Aztz,tz+1| 2K Z t’L)tZ-i-l

=1

< 2K t tlatl o1 — (.
w<8’ ) 1:SBp7kw( +l) mesh(IT)—0

So, the limit of (21 )50 is unique.

With (23) and the boundedness of f, |z < Kw(s,t)? + |ys4]. But |ys.| <
[l [2eal < 11l (s, )12 Thus, |24, < (Ke(0,1)2 + || f2 (s, £) and = is of
finite p-variation. The proposition is then proved. ]

12
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2.2 The semi-norm of p-variation

In the preceding proof, the regularity of x plays in fact no role. The only condition
required is (Z2). Note that (Z2) implies that for any partition IT = {to,..., % }

of [s, ],
k—1 k
Z ‘xt¢+1 — Ty P g w(tiat’i+l) g (.U(S, t)
i=0 '
Define the semi-norm of p-variation by

|
—

s
Il
o

k-1 L/p
Var, (s 4(x) = sup (Z |z, — :vti|p) : (2.7)
O={to,..,tk } \ i=0
partition of [s,t]
Remark 1. When one considers z(t) = t and p > 1, it is immediate that for any
partition 0 < #p < - -+ <t < 1, the following inequality holds: S5 [t — [P <
SUP;—q k1 |tis1 — t;[P~1. The later quantity converges to 0 with the mesh of the
partition. But Var, ;4 (z) = 1. This means that in the definition of the p-variation,
we have really to consider a supremum on all the partitions, and not only on those
whose mesh converges to 0.

An interesting property of the p-variation is that as soon as Var, s 4 () is finite,
then Var, [ 4(z) < Var, s 4(x) for all ¢ > p. In other words, any function of finite
p-variation is of finite g-variation for all ¢ > p.

Inequality (Z2) in Assumption 2 means that Var,q(z) < w(s,t) for all
0 < s <t <1 On the other hand, we know that Var,,(x) + Var,j,q(2) <
Vary (.4 ().

Although Var, [oq] is only a semi-norm, Vary,1j(-) + |||, is @ norm on the
space of continuous function. However, the space of continuous functions with this
norm is not separable.

Set for (s,t) € AT and two continuous functions z and ¥,

Op,js,) (T, y) = Vary, s 1(z — y),

and 0y, [5.4(x) = Ops.(2,0). Set also 6,(x,y) = 0pj01)(z,y) and §,(z) = 0p0,1)(2).
Note that 9, |o,1) is a not a distance, excepted when restricted to functions for which
g is fixed.

Let = be a function such that d,(z) is finite. If there exists a function w : At —
R, satisfying Assumption [I] and such that

|z, — 25| < w(s,t)

for all (s,t) € A, then z is said to be of finite p-variation controlled by w. Tt is
clear that the function w defined by w(s,t) = 6, s4(z)P satisfies Assumptions [II
and that for all (s,t) € AT, |z, — 24P < w(s, t).

The following lemma is related to sequences of functions of finite p-variation.

13
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Lemma 3. Let (2"),en be a sequence of functions of finite p-variation and let x
be a function of finite p-variation such that 6,(z™,x) converges to 0. Then there
exists a subsequence (™ )gen and some function w satisfying Assumption [ such
that x™ and x are of finite p-variation controlled by w. Moreover, for any € > 0,
there exists an integer k for which

VO =k, Oy ps(a™, x) < ew(s,t) for all (s,t) € AY.

Proof. There exists a subsequence (ng)ren such that &,(x, z™) < 47%. Hence, we
set

+o0
w@¢w=?*(@&M@P+§:f%&mf%xw)
k=0

By our choice of the subsequence, this function w is well defined for all (s,t) €
AT As Oy sy (2™, z) < Op(a™, ) —— 0, and 9,5 (z", x) is continuous near the
diagonal, (s,t) — Y15 256, (54 (™, )P is continuous near the diagonal. Similarly,
(5,t) = Opsy(2™)? is continuous near the diagonal. Clearly, w is super-additive
and satisfies Assumption [II

Since 8y, s 4 (™ )P < 2P710, 5.0 (x™, 2)P + 20715, 15 4 (2)P, = and all of the a"*’s
are controlled by w. Furthermore,

n 1
5p7[57t] (‘T k7'r)p < ?(’U(Svt)u

and the lemma is proved. O

The proof of the following Lemma is straightforward.

Lemma 4 (A convergence and compactness criterion). Let q be a real number
greater than p. Then,

Varg 0,1 (x —a™)4

<2 sup (w, — )P (Vary o, (2)? + Var, (")) (2.8)

Moreover, if (z™)nen converges pointwise to x, then

Vary, 0.1](x) < limeian Vary, 0.17(2").

Hence, to prove that 2" converges to z in g-variation, we have only to prove
that z" converges uniformly to x and that sup, .y Var, o (2") is finite for some
p <gq.

Thus, if (z")nen is equi-continuous, uniformly bounded, and the sequence
(Vary, j0.1](2") )nen is also bounded, then there exists a subsequence of (2"),en which
converges uniformly to a function x. With (2.8]), 2™ converges in g-variation to x
for any g > p.

14
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Remark 2 (Extension of Helly’s selection principle). If (2™),cy is a family of contin-
uous functions uniformly bounded and of finite p-variation such that (Vary, p 1(2") )nen
is bounded, then there exists a function x of finite p-variation and a subsequence
(™ )ren such that ™ converges pointwise to x. But x is not necessarily con-
tinuous. This may be seen as an extension of Helly’s selection principle (see [7,
Theorem 6.1]).

2.3 Continuity

For any bounded and a-Hélder continuous function f with a Holder constant
a > p — 1, we have constructed a map £ : x — 2z, where x is a function on

[0, 1] with finite p-variation (with 1 < p < 2) and z is the function ( If f(x,)da,;
0<s<t< 1).
We have seen in Proposition [I that £¢(x) is also of finite p-variation.

We are now interested in the continuity of K. Let  and z be two functions
of finite p-variation, both satisfying Assumption Pl with respect to the same w.

Proposition 2. Assume that there exists some € > 0 such that for all 0 < s <
t<1,
(2 — Tp) — (2 — I,)[” < ew(s, 1),

and that xy = Zy. Then there exists a function k(e) decreasing to 0 as € decreases
to 0 and depending only on f and p such that

[85(@)se — By (T)se] < (e)w(s, )7
for all (s,t) € AT.

Proof. The proof Is similar to the one of Proposition [Il Using the same notations,
define zsf and zst As previously, we create a new partition II by suppressing a
carefully chosen point of I1°. Hence, to estimate

m a1’ I ~I
’(zs,t - Zs,t) - (Zs,t - Zs,t) )

we have only to estimate, for all u € [s, t],

A = |(ys,t - ys,u - yu,t) - (gjs,t - gs,u - gu,t)'a
with Ysit = f(xs>(xt - xs) and gs,t - f(‘%sxft - fs) Thus,
A< [(F) = Flaa)) (@0 — z) = (F(F) = £(3)) (@ — )
f

() — (xs)||wt—xt (#u — )]

15
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Now, if C' denotes the a-Hélder constant of f, we remark that

|f(xu> - f(xs) - f(%u) + f(*%s)| < 2€a/p0w<0’ 1)1/p
and that
|f(xu) - f(xs) - f(‘%u) + f(js” < 2cw(87t)a/p'
Choosing 5 € (0,1) such that Sa + 1 > p, one gets

|A] < Cgl/pw(s, t)(H—oc)/P + QCga(l—ﬁ)/Pw(O’ 1)(1_6)/19(4)(8, t)(aﬁ'H)/p,

Hence, as in the proof of Proposition [

118 ~T1%

Zs,t - Zs,t — Yst — gs,t < HI(E)UJ(S,'{;)67

where £’(¢) decreases to 0 with €, and depends only on f, zy and p. On the other
hand, there exists some function x” decreasing to 0 with e such that |ys: — Us:| <
K"(e)w(s,t)V/P. In the limit, if x = x'w(0,1)0D/P 4 k"

— R (@) s — Rp(T)sr] < m()w(s, )P

|Zs,t - 2s,t
The Proposition is then proved. O

Denote by GP(R?) the space of continuous functions in C([0, 1]; R?) of finite
p-variation and starting at the same given point xy. Denote by VP the topology
that the distance 4, defines on the space GP(RY).

Corollary 1. Let f be a bounded and a-Hdélder continuous function, and let p €
[1,2) be such that o > p — 1. Let (x,)nen be a sequence of continuous functions
in GP(R?) converging in VP to a function x in GF(R?). Then Rs(x,) € GF(RY)
converges in VP to Re(x). Thus, © — Rs(x) is continuous with respect to 6.

Proof. Using Lemma [ there exists a function w : AT — R, satisfying Assump-
tion [Il that controls x and 2™ (or maybe a subsequence of it) and such that for any
€ > 0, there exists some integer n. for which

20— 2y — (2 — 22)]? < ew(s, )

for every n > n. and all (s,t) € A*. From Proposition 2] for all (s,¢) € AT and
any n € N,

[y (2) e = Ry(a")ss| < Rle)w(s,1)"7?,
with k(e) — 0. This function k depends only on f and p. As w is bounded
on AT,

Vary, jo.1] (ﬁf(x) — ﬁf(x”)>p — 0.

n—oo
The previous convergences are proved at least along a subsequence, but using the
way Lemma [3 is proved, the limit of K;(2") is in fact unique. The Corollary is
then proved. O
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As an application, let II° = {tf <)< < tié < 1} be a family of parti-

tions of [0, 1] whose meshes go to 0 with §. Then it is easily seen that the piecewise
linear approximation z° of some path x € G4(R?) for some ¢ € [1,2) given by

‘ ‘ (xtfﬂ — xtf) when t € [t?, t?+1]
7

converges uniformly to x.
Let 0 < 59 < ... < s <1 be a partition of [0,1]. Then,

-1 KS—1 q
Z |x8¢+1 xSi Z Z ‘rsi-o—l J]Si
i=1 I=0 st s;€ftdt0, ]
ko—1 4
) )
+ Z Z Si+1 - xSi :

J=0 j s.t. t?e(si,3i+1)

However,
) s |9
xsi+1 Ilsi

>

i 8.t 8;€ [t t

S |xtj+1 B xtj|q

J+1)

and if 4 is such that tg € (si, 8i+1) for a given j, then

s 5|1 q—1 q q—1 q
xs¢+1 — T, <2 |xt§+1 - xt?| +2 |xt§ - It?_1| :
In the previous 1nequahty, we set if necessary, t°, = 0 and tk(; = 1. It is now

clear that Var, o1 (2°) < 3 Var, 1)(x), and then, from LemmalZL Varp 0.11(z° — )
converges to 0 for all p > ¢. If follows that

/ Fat) 327 " f(2,) dx,.

d’F 0—0 Js

This convergence holds in fact both in p-variation and uniformly.

2.4 Solving differential equations

Let f = (f1,..., fa) be a function from W = R™ to W% We are now interested in
solving the differential equation

Y = Ys + Z fz yr (29)

=179

where x is a continuous function of finite p-variation, with p € [1,2).

17
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Theorem 1. If f is a-Hdlder continuous with o > p—1 and x is in GP(RY), then
there exists a solution y in GP(R™) to (29). Moreover, if f is bounded, continuous
with a bounded derivative which is a-Holder continuous with o > p — 1, then y
with a given initial condition yo, is unique. Besides, the map x — y = Ty, (x)
(called the 1td6 map) is continuous from GP(R?) to GP(R™).

Proof. For two continuous paths y, z of finite p-variation, denote by £ the map

defined by
~ t [ m ] d . )
o= ] [(§ ] e £ o)
57t S ’L:1

i=1

for any (s,t) € A*. Clearly, = . Define also J(y, x) = §. For any integer n > 1,
set y" = J(y" 1, x). Of course, if y" converges to some function y in GP(R™), then
y is solution to (2.9).

Step 1: Emistence. Assume that two paths x and y of finite p-variation are con-
trolled respectively by w and yw on a time interval [S, T'], for some constant v > 0.

A slight modification of the proof of Proposition [[lshows that there exists some
constant K, depending only on f and p, such that

1Tat(y,2) — f(ys) o] < 7PKw(s,t)? forall S < s <t <T,
with 0 = HTC“ > 1. Hence,
Tas(y,2)| < (K9P0 (S, T)777 4 | £l )w(s, £)/7.
If v =27 f||%., and S and T are close enough so that
w(S, T)" MK < |f |l

we have proved that on [S, T, J(y, x) is of finite p-variation controlled by vyw(s, t).

Thus, one may construct a finite number N of intervals [T}, T;11] such that
To STy < - < Ty and (T3, T )P < 270K | 100

From a function y° of finite p-variation controlled by yw, one may recursively
construct functions y* by setting y, = J(y"~',x)s, and y§ = yo, where yo is a
given point in R™.

On each interval [T}, T;,1], y™ is of finite p-variation controlled by yw. From
the convexity inequality, |y7, [P < NP 'yw(s,t) for all (s,1) € A*.

So, (y7;0 <t < 1)nen is equi-continuous, bounded, and according to Ascoli’s
theorem and Lemma [ there exists some y of finite p-variation such that a subse-
quence of (y™),en converges to y in g-variation for some ¢ > p. But y — J(y,x)

n
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is also continuous on G¢(R™). So, we deduce that y is solution to (2.9) with the
initial condition yq.

Step 2: Uniqueness. In this step, assume that f is continuous, bounded with a
bounded a-Hoélder continuous derivative with o > p — 1.

Let y and 3 be two paths of finite p-variation controlled by w and starting
from the same point, that is yo = 7y. Assume also that x is of finite p-variation
controlled by w, and that y — ¥ is of finite p-variation controlled by yw for some
~v > 0. It is clear that v may be chosen smaller than 2P.

We are interested in J(y,x) — J(y,z). With our construction, this differ-
ence is approximated by ¥ (f(yu) — f(Ut,))%41,,, on some partitions IT =
{t:]0 <t <...<tp <1} whose meshes go to 0. We follow the proof of Propo-
sition Il and we set for all s < u < ¢,

Eout = |(F0s) = F@)sr = (F(ys) = F ) )T = (F ) = FGu) )
= |(#) = ) = (F@) = £@) )

< /01 vf(ys + T(:/y\s - ys)) ’ ({y\s - ys) dr

w(s, 1)

- /01 VI (gt 70— ya)) - (G = ) d7

But, as Vf is a-Hélder continuous, there exists some constant C' such that
o <l (19 (= = )

1
+ C|Gu — yul /O Ys — Yu + T(Us — Ys — Ju + yu)|” dT)
< w(s, t)l/pQIVfHoo YPw(s, )P + Oy Pw (0, u) Pw(s, u)*P

+ CyIFO P40, u) Pw (s, u)o‘/p)
< w(s, t)(1+04)/p71/p(01 + Cﬂa/p>

where C; and (5 depend only on f, w, a and p. We have also remarked that ~
may be chosen smaller than 2P, 50 g,.,,; < w(s, t)IFV/PyUP(C) 4 29Cy).

Following the proof of Proposition [l for all (s,¢) € AT, there exist some
constant K depending only on f, w, o and p such that

js,t<y7'x) - js,t(g//\a 33') - (f(ys) - f(:/y\s))l's,t < K")/l/pW(S,t>(1+a)/p. (210)
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On the other hand,

‘(f(%) - f(?%))x&t (57 t)l/p va“oo ’yO,S - gO,S’

(5,1)/2w(0, 5) /AP |V f| . - (2.11)

From (2.I0) and (2I1]), one can select a time T" small enough depending on «, p,
f and w such that

1/p
|js,t<y7 l’) - js,t(?jy ZE)’ < 77&)(8, t)l/p,

In other words, J(y, z) — J(g, =) is controlled by 2~P~w on [0, T].

If both y and g are solutions to (Z.9)), then J(y, ) —3(y, z) = y—7. So, iterating
the procedure, one deduces that y — ¥ is controlled by 27w on the time interval
[0, T] for each integer n. This proves that y = 3 on [0, 7. Similarly, it is possible
to construct iteratively a finite sequence of increasing times T}, for £k = 1,...,n
with 77 = 0, 7o = T and such that T,, = 1 and y = y on [T}, Tk+1] as soon as
yr, = Yr,. For that, these times are constructed so that w(7T}, Tj+1) is smaller than
a given constant ¢ small enough, which explains why this set is finite. We deduce
that the solution of (2.9)) is unique on [0, 1].

Step 3: Continuity. Denote by Js,, the map which at x gives the solution y
to (29) with the given initial condition yj.

For a given °, one may iteratively construct for each integer n > 1 a path y" by
setting 4™ = J(y" !, x). In Step 1, we have seen that (y"),en admits a convergent
subsequence, and in Step 2, under stronger hypotheses on f, that the limit J,, (z)
of (y™)nen is unique. Furthermore, if ¢°, y', y' — y° and z are of finite p-variation
controlled by w, y" — y™*~ ! are of finite p-variation controlled by 2=~ Yry. So,
Jfy0(x) — y™ is of finite p-variation controlled by 2~ ("=2Py.

Now, consider two paths x and Z both of finite p-variation controlled by w,
and such that x — 7 is of finite p-variation controlled by sw for some € > 0. Let
(Y™ )nen and (J")nen be two sequences of functions of finite p-variation controlled
by w with y° = 7 and constructed by setting y" = J(y" !, z) and " = J(y"', 7).
From Proposition @] it is clear that for each n > 0, there exists a function ¢, (¢)
converging to 0 with & such that y™ —gy™ is of finite p-variation controlled by ¢, (¢)w.
But y — y™ and § — " are both of finite p-variation controlled by 2-(=DPy.

Thus, for all > 0, there exists ny large enough so that both J;, () —y
and Jy,,(Z) — g" is controlled by nw for all n > ny. Besides, if ¢ is small enough
and z — ¥ is controlled by ew, then y" — 3™ is controlled by nw. This means
that for € small enough, J, () — J,,(Z) is controlled by 3Pnw, if ¢ is also chosen

smaller than . With Lemma [, this means that J;,, is continuous from GP(R")
to GP(R™). O

n
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Remark 3. The previous proof is slightly different from the original proof of [32],
where f was required to be differentiable with a a-Hé6lder continuous derivative to
prove the existence of a solution.

3 Integration of one-form along trajectories of
finite p-variation with 2 <p <3
In this section, we consider the case of a path x with finite p-variation, with

2<p<3.

3.1 Second iterated integrals

Let = be a piecewise smooth function from [0,1] to RY. For 4,5 = 1,...,d and
(s,t) € AT, set

) ; t o ) . t o . .
/ dat, daf, = [ (al, = ab)dad, = [ (al, = 2l) (@), d.
s<r1<ro<t s S

Let ey,...,eq be the canonical basis of V. = R which implies that z; =
¢ eat for all t € [0,1]. In order to simplify expressions, define [ dr ® dx
as an element of V® V by

t d . .
/ de@de =) ei@@j/ dal dad,.

27‘]:1 <’f‘1<7’2<t

Remark that for all 0 < s <u <t <1,
t U t
/dx@dx:/ dx@da:+/dx®dx+(mu—xs)®(:ﬂt—xu). (3.1)

The space V ® V is equipped with a norm ||[|,4y, also denoted by | - |, such
that [z @ yllygy < [lzlly lylly-

3.2 Estimating the error in the approximated Chasles’ re-
lation for an irregular control

We assume still that x is piecewise smooth. However, the only information we
want to use is that x is continuous, and the following assumptions on x: there
exists a function w satisfying Assumption [l and a real number p € [2,3) such that
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for all (s,t) € At

‘xt - xs’p < w(s7t)7 (32&)
p/2

t
/ dr®@dz| <w(s,t). (3.2b)

Assume also that f : R? — R? is bounded, with a bounded derivative. This
derivative is a-Holder continuous, with o such that 2 + a > p.
Define the p-variation on [s, ] of a function y from A* to R by

k-1 1/p
Varn[svt] (y) = sup (Z |yt¢,ti+1 ’p) :
I={to,....,tx } \ i=0
partition of [s,t]

When ys+ = y: — ys, this definition is the same as the one of (2.7)).

Under these conditions (3.2a))-(3.2h),

t
Vary, 0,1] (x) < 400 and Vary2,0,1] (/ dzr ® dx) < 4o00.

However, by (3.1]), this does not imply that the map ¢ + [j dz ® dz has finite
p/2-variation.

Our goal is now to define a “good approximation” y,; of [’ f(z,)dx,, so that
this integral will be a limit of Riemann sums:

k-1

t
. 110 . g
/S flz,)dz, = lim 2.y with 2, = ; Yes s,
for a partition II° = {tg,t‘f, ot } of [s,t] whose mesh goes to zero with §. In

the proof of Proposition [II we have seen that one can consider the limit of zsnf ,
provided that he has a control of the form

’ys,t - ys,u - yu,t‘ < Cw<3>t)6 fOI' au O g S < [ < t < 17

for some constant C' and some 6 > 1. The fact that § > 1 is crucial, since the
proof of Proposition [ involves the Zeta function ¢(0) = 3,5, 1/n’.

In Lemma [I we used the fact that f is a-Hoélder continuous, that o > p and
that |x; — xs|P < w(t, s). With only (3.2al) if p > 2, this no longer works even if f
has a bounded derivative, i.e.,a = 1.

We are then forced to use a better estimate. If x is smooth, then for: =1,...,d,
. . d 1t Qft :
Fite) = ) + Y [ S dad,
i=178 O%j
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and then
t A . t d r fZ A .
| Faaa, = fe) [+ | / () dad, da,
S S ]:1 S

For any y in V = R? denote by V f(y) be the bilinear form defined on V@ V by

(V1 (). e ® ;) = g§j<y>.

A first approximation of the integral [ f(z,) dz, will be given by
t
Yst = flas)(x — xs) + Vf(xs)/ dr ® dz. (3.3)
With ([B2a) and B.2D), |ys|* < N(f)w(0, 1)w(s,t), where
N(f) =inf{M > 0| ||f|l, <MVl <M
sup Vf@) = Vl/|lz—yl* < M} (3.4)
a#y
So, y is of finite p-variation.
Lemma 5. For all 0 < s <u <t,

|ys,t - ys,u - yu,t| < 2N(f)w(87 t>97
with 0 = (2+a)/p > 1.

Proof. Let a and b be two points of R?. Then,

Fi(b) = fi(a) + ;/@1 gi (a+ (b= a)r)(¥ — o) dr

d 8fz

= fi(a) + > o, (a)(t — a’) + R'(a,b) (3.5)
with
l = 6]” 6f’ —a)r —a?)dr
IR (a,b)| = (a% o (a+ (b—a)r ))(b] )d 36
( Hlb—al'™®

since the derivative of f is a-Holder continuous (the quantity N (f) has been defined
in (34)). Set R = (R',..., R%).
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Using (B.5) and (B.1)),

|ys,t - ys,u - yu,t| < (Vf(l'u) - Vf(l's)) /ut dl’ ® dl‘ + |R(xu;xs)(xt - xu>|

As Vf is a-Holder continuous, z satisfies (3.2a)) and [’ dz ® dx satisfies ([3.2H),

24«
p

[Yst — Ysu — Yurt] < C’w(s,t)9 with 6 = > 1.

The Lemma is then proved. 0

3.3 Geometric multiplicative functionals

One may re-use the proof of Proposition [I] exactly the same way with y,+ defined
by ([B.3), and not by (2.3). As we saw in the proof of Proposition [ or in the proof
of Lemma [Bl, the smoothness of x plays no role.

However, if z is not smooth, [’dz ® do has to be defined. In fact, there
is no general procedure to construct this term. However, for some particular z,
such as the trajectories of some stochastic process, this is possible, but may be
rather technical (see Sect. for examples of stochastic processes for which the
second order iterated integral has been defined). In the following, we assume that
the second order iterated integral exists. But the path we consider is not = but
the couple (7, [dx ® dz), which no longer lives in R?, but in R and whose
components satisfy some algebraic relations.

With this end in view, consider x,; = (x,,,x2,) defined for (s,t) € A%, such
that there exists a function w satisfying Assumption [Il and a constant p € [2,3)
for which:

x,, € Vand x; , = z, — , (3.7a)

%57 < wis, 1), (3.7b)
x2,eVeVand X2, =x2, + %, +X,, ®X,,, (3.7¢)
2, [77% < w(s, t) (3.7d)

for all 0 < s < u <t <1 Sucha x is called a multiplicative functional with p-
variation controlled by w. Condition (3.7a) means that x* may be identified with
the path z. In this case, we say that x lies above x. Condition (B.7D]) means that
x has finite p-variation, and is (:2al). Condition (3.7d) is equivalent to (B.1]), while
B.Zd) is analogue to (3.2h)).

When z is piecewise smooth, set x!, = z; — z,, and Xit = [!dr ® d, and
[B.Tal)-(B.Zd) are clearly satisfied. Denote by S?(V) the set of such multiplicative
functionals.
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The distance d, 54 is extended to p € [2,3) by

Op (s1(X, ¥) = Var, s q(x" —y") + Vary s s q(x* — y?).
Denote still by V* the topology it generates on the space of multiplicative func-
tionals of finite p-variation.

We restrict ourself to multiplicative functionals which may be approximated
by some elements in S*(V), where S?(V) is the set of multiplicative functionals
x such that x!, = z; — s, and x2, = [/ dz ® dz for a piecewise smooth path .
Define GP(V) as the set a multiplicative functionals satisfying (B.7al)-(B.7d) for a
given control w, and such that

X may be approximated in VP by elements in S?(V). (3.7e)

In this case, x is said to be a geometric multiplicative functional. In fact, ([B.7€)
is not really necessary in the case 2 < p < 3, but provides us with an intuitive
view of integral driven by rough paths. This issue is discussed in Sect. [[0.3] for
Brownian motion.

Remark 4. If x belongs to GP(V), and ¢ = (¢; j)ij=1,...4 is an antisymmetric matrix,
ie., ¢; = —cj;, seen as an element on V ® V, then the function (s,t) € AT —
Xst+c(t—s) is also an element of GP(V). We give further explanations in Sects.
and [10.2

3.4 Integration of a one-form

In the previous sections, we have given all the elements to construct the integral
of a differential one-form along a path x of finite p-variations with p € [2,3), given
that one also knows a geometric multiplicative x lying above x.

Once Lemma [5] has been proved, then one could use the same machinery as in
the proof of Proposition [, to prove that

k-1
Zog =1m Y Y (3.8)
0—0 « 0

197141
1=

exists and is unique for all partition {tg, ot } of [s,t] when y is given by ([B.3).

Proposition [3] below summarizes this result. However, we will give in the next
section a more complete construction of the integral of a one-form along the path x.
In this new definition, the integral belongs to the set of geometric multiplicative
functionals GP(W). This means that this integral could also be used as a path
along which a another differential one-form is integrated.
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Proposition 3. Let x be an element in GP(V) lying above a continuous path x
for p €[2,3). Let f be a continuous, bounded function with a-Hélder continuous,
bounded derivatives for o« > p — 2. Then, for all 0 < s <t < 1 and any family
of partitions II° = {tg,...,tia} of [s,t] whose meshes decrease to 0 as § —
0, the limit zs; defined in [(B.8) exists and is unique, when ys; = f(xs)xiﬁt +
Vf(%)xit. The limit z;, which does not depend on the partitions 11°, is denoted

by [l f(z,)dx,, and is of finite p-variation. Finally, for all 0 < s <u <t < 1,
Zst = Zsu + Zu,t-

We also have the equivalent of the continuity result of Proposition 2, assuming
that x? and X2 are close enough in the sense given in Proposition 2, where p is
replaced by p/2.

3.5 The iterated integrals of /! f(z,)dx,

Let us consider the differential form f(x) = 2%, fi(x)da’, where the f"s are
functions from V = R? into W = R™. The integral z}, = [; f(z,) dx, takes its
value in W, and is of finite p-variation. However, to construct the solution of a
differential equation of the type

t
Yt = Ys +/s f(yr) dl’r,

one may first define the integration of one-forms, and then use Picard’s iteration
principle. However, integrating with respect to a control of finite p-variation with
p € [2,3) requires an element in GP(V). So, to use a fixed point theorem, we need
to construct [ f(x,)dx, not only as an element of W, but also as an element of

GP(W).
To this end, set

y;,t = f(xs)Xi’t + Vf(:L’S)Xit ew, (3.9a)
vie=[flz) @ f(z,) - x2, e W W, (3.9b)

and y,; = (yi;¥2,). In the definition of y?, we used a shorthand, which means
in fact that

d
yg,t - Z fz(xs) ® f](:L‘S)Xi;’J.
i,7=1

Denote by z}, the element of W given by Iff(x,)dx,.

Let 1 denote an element of a one-dimensional space. We use the following
computation rule: If y belongs to W®* for some integer £k = 1,2, then 1 ® y =
y®1 =y c W& If y and z belong to W, then y ® z belongs to W®2. If y belongs
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to W and 2z belongs to W®? then y® z = 2@y = 0. Set To,(W) =10 W @ W2,

By the definition of the tensor product, if x, y and z belong to T5(W), then for all

a,fER (x4 Py ®@z=ar®z+fy®zand z® (ax + fy) =z @z + fr @ y.
Let T = {t;|to < --- < t; } be a partition of [s,?]. Set

ZE,t = (1 + Zl}o,tl + yt20,t1) K- (]‘ + Zl%gfl,tg + ytggfl,tz)'

The computation rules previously given mean that we keep only the elements in
Ty (W), and not those in W* for k > 2. From Proposition B the projection z'!
of 2" € TH(W) on W is equal to zj,.

The proof that z! has a limit when the mesh of the partition II decreases to 0
is similar to the proof of Proposition [Il But we have also to estimate the “error”
when y?, is split into y2, and y, ,.

Lemma 6. For all 0 < s <u<t<1, set
e(s,ut) = V5~ Yaou = Yor = Ysu @ Yug-
There ezists some constant C' depending only on N(f), w(0,1) and « such that
le(s,u,t)] < Cw(s,t)’
with 6 = (2+«a)/p > 1.
Proof. Recall that z, = x;,. Using (B.7d) and the relation

Yi,u ® Y’lll,,t = f(xs)xiu ® f(xu)xit
= [(2) @ f(@s) - x4 @ Xpy + [(20) @ (f(a) = F(,)) - X0 @ Xy
we obtain that
e(s,ut) = (f(2) @ flws) = fl2a) @ f(w)) - X2,
— fz) @ (fla) = f(zs) - XL, @xL,.
But
= (f(wg) = (@) ® f(2,) + fl2a) © (flws) = Fl2a):

Using the relation f(z,)— f(zs) = Vf(zs)(zy —2s) + R(zy, z5) together with (B.6),
the boundedness of f and V f, we obtain that

f(2s) = () @ f(2)] < 2N(F)* (|20 — 2] + 2 — 26]'79)
<N () (w(s, )7 + w(s, 1) /7).

Moreover, [x;, @xL,| < [x},]-[x5,| < w(s,t)*?. The Lemma is now easily proved
by combining all the previous estimates. [
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Proposition 4. As the mesh of 11 decreases to 0, zgt admits a limit, denoted by
z., and by [' f(x,)dx,. This limit is of finite p-variation.

Proof. Assume that 11N (s,t) has more than one element. Let ¢; be an element
of IT N (s,t) such that w(tg_1,tk+1) < 2w(s,t)/|IIN (s,t)| (see Lemma ). We use
the convention that ¢,_; = s if [IN (s,t;) = 0, and that ¢, =t is [T N (¢, t) = 0.
Using the computations’ rules on 1 & W @ W®? provided in Sect. 3.5 one has

(1+ Z%k,l,tk"‘ylezk,l,tk) ® (1 + ng,tkﬂ + ygk,tkﬂ)
=1+ Z%kflvtlvrl + yfkflvtk + y?kvtkﬁ»l + Z%kfl’tk ® ng,thfl
=1+ Z%k—lvtk-kl + thk—lvtk+1 B g(tk_l’ bk tk’"‘l)
+ Ztlk—latk ® Z%thkJrl B ygk—lvtk ® ytlkvtk+1'
Set

1 1 1 1
5k o Ztk—lvtk ® Ztkﬂfkﬂ ytk—lytk ® ytkytk-+l

1 1 1 1 1 S
- (Ztk—lytk ytkflvtk) ® Ztkvtk+1 Yin 1.t ® <ytk:tk+1 Ztk,tkﬂ)'

In Proposition 3], as in Proposition [l for all (r,u) € AT,
1210 = Yrul < Kw(r,u)®r/?

for some constant K depending on f, a and p. Be81des |ym| Cuw(r,u)/? +

Cw(r,u)??, where C'is || f|l o + |V fllo- S0, [0k] < C'w(s,t)?, where the constants
¢ > 1 and C” depend only on f, o and p. Thus, if [T" = 1T\ {# }.

II

zl, — 20| < |e(temr, ths torn)| + [0k] < CMw(s,1)”,

where the constants 68” > 1 and C” depend only on f, a and p. The end of the
proof is similar to the one of Proposition [

For the uniqueness of the limit, remark that if z and z are two multiplicative
functionals of finite p-variation such that z}, =z}, for all (s,t) € AT, then

(s, t) = Zg,t - z?,t

is additive, i.e., ¥(s,u) + @Z)(u t) =(s,t) forall 0 < s <u <t <1 Let z and

z be two cluster pomts of (z!! )5>0 for a family (IT° )5>0 of partitions of [0,1]. By

construction, z' = z!. Moreover, for all integer n > 1,

2 =2
Zsy — Zgy

<Z‘zf$t? zfntn’ 2Kw(s,t) sup w(t?,t;jrl)‘)_l,
-1

i=1,...,n—1

where ¢ = s+i(t—s)/n. Since w is continuous near its diagonal, letting n increase
to infinity proves that z? = z2, and the limit is unique. O
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Corollary 2. The map

xe0(V) — ([ oo+ x4, axs(s,0) € A7) € 7w

S
is continuous with respect to 6,,.

It is because this map is continuous that, in view of (3.7€)), the integral belongs
to GP(W).

The proof of Corollary 2] is similar to the one of Proposition 2l and Corollary [I]
although a bit more complicated, since the number of terms to consider is more
important.

4 A faithful representation of paths

We have explained in the previous sections how to construct solutions of differential
equations controlled by path of finite p-variations with p < 3. We have also
constructed defined the integration along such irregular paths. We have seen that
the “iterated integrals” appear naturally for defining our new objects. Our article
is now devoted to provide the construction of these objects for all real number p.
In this section and the next one, we consider iterated integrals of piecewise
smooth paths. We present some results, mainly due to K.-T. Chen (see [6] and
related articles), which allows to perform some manipulations on smooth paths
which could be expressed using algebraic computations. These results provides us
with a very powerful tool. The first main result expresses that a piecewise smooth
path = can be uniquely defined by a power series involving its iterated integrals.

4.1 The Chen series

Let 2 : [0,t] — V = R? be a piecewise smooth path. We shall assume that for all
s € (0,t), there exists no € > 0 such that z([s — ¢, s]) = z([s, s + €]). Such a path
is called irreducible. Let I = (iy,...,i;) be a multi-index. Denote by [ dz the

iterated integral
t ) .
/ dlx:/ da ... dait,
0 0<siy <r-<sq,, <t

Introduce some indeterminates X',..., X% FEach of these indeterminates cor-
responds to a direction in the space R%. Thus, X’ may be identified with the
vector e; of the canonical basis of R?. For a multi-index I = (iy,...,4), set

X1 = Xt ... X,
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The non-commutative power series with indeterminates X* for i = 1,...,d is
given by

a(0.8,x)= 3 XI/Otde

I multi-index

provides a faithful representation of x, and ® is called a Chen series.

Theorem 2 (K.-T. Chen). If ®([0,t],z) = ®([0,¢],y) for two paths x and y, then
x =1y on [0,t] up to a translation.

In facts, manipulation on paths may be considered as manipulation on power
series, as we will see.

4.2 Concatenating two paths

If z denotes the path obtained by the concatenation of two paths z : [0,#] — R?
and y : [t, s] — R? such that x(t) = y(¢), then

®([0, 5], 2) = ([0, ], 2)®([t, 5], ). (4.1)

It means that the power series corresponding to z is equal to the formal non-
commutative product of the two power series corresponding to x and y. Further-
more, if #(s) = z(t — s), then ®([0,¢],2) = ®([0,t],z)~".

4.3 Products of iterated integrals

Another interesting property arises when one considers the product of two iterated
integrals:

-/
. . ./ 1.
_ 11 (3 7 J
U, = / da), ... dz, / dat ... dxd, |.
s<uy <---<u; <t s<uy < <uyr <t

If I = (iy,...,i5) and I' = (i}, ...,4}) are two multi-indices, denote by I U J the
shuffle product of I and J. Then

i” i;’,,
\I’ls,t = Z d.’lfull e dxuj// .
. S<U1<"-<uj//<t

K=(i ,.‘.,i;’,/) multi-index €1U.J

The shuffle product I W J of I and J is the set of all multi-indexes of length
length(7) 4 length(J) such that for each K in U J, the elements of K correspond
either to the elements of I or J, and I (resp. J) is recovered if the elements of
I'U J belonging to I (resp. J) are kept regardless the elements of J (resp. I).
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5 Lie algebra and enveloping algebra

In this section, we continue to manipulate piecewise smooth paths and their Chen
series. The main result of this section is Proposition [6l, which asserts that the Chen
series ®([s, 1], x) could also be expressed as

¢
O([s,t],x) = exp( > @1/ dmc) ,
I multi-index s

where the coefficients ©; belong to a particular subspace of the space containing
the X'’s for all multi-index I.

5.1 Enveloping algebra

We present now some aspects of Lie algebras and enveloping algebras. The relation
with ®([0,¢],x) is developed in Sect. (3l On this topic, see for example [40],
Chap. 1].

Let A={ay,...,a,} besome letters. In Sect. 53] these letters will be identi-
fied with the indeterminates X*. The letters may be used to construct some words
a;, - - - a;, for some multi-index I = (iy,...,4) of length k. The set of words with
letters in A for which an empty word 1 is added is denoted by A*. Let K be a
ring containing Q. A non-commutative polynomial P is a linear combination over
K of words on A :

P= > P,w, P, € K with only a finite number of terms.
weA*

The set of non-commutative polynomials is denoted by K(A). Similarly, we may
define formal series in the same way, but the number of terms in the sum is
countable. The set of formal power series is denoted by K ((A)).

With A may be constructed a Lie algebra with bracket [a,b] = ab — ba for
all a,b € A. This Lie bracket may be extended to the set all non-commutative
polynomials P. The set K(A) is closed under [-,-] and corresponds to the Lie
algebra generated by A.

Given this Lie algebra L, it is known that there a unique associative algebra
E(L) and a Lie algebra homomorphism ¢q : £ — E£(L) such that for all other
associative algebra B and any Lie algebra homomorphism ¢ (i.e., [p(a), ¢(b)] =
©([a,b]) for all a,b € L) from L to B, there exists a unique algebra homomorphism
f: E(L) — B such that ¢ = f o py. The associative algebra £(L) is called the
enveloping algebra. So, any algebra homomorphism from £ into some associative
algebra B may be extended to an algebra homomorphism from £(£) into B.

Denote by Lk (A) the smallest submodule of K (A) containing A and closed
under the Lie bracket.
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Proposition 5. The algebra K(A) is the enveloping algebra of Ly (A).

Given a Lie algebra L, its enveloping algebra £(L) may be constructed by
quotienting the tensor algebra

T(L) = Lo

n=0

by the ideal Z generated by the elements of the form * ® y — y ® © — [z, y] for
x,y € L.

5.2 A characterization of the Lie polynomials

An element of Lk (A) is called a Lie polynomial. A formal series S that may be
written S = 3,50 S, where the S,,’s are Lie polynomials is called a Lie series.

Remark 5. To understand the difference between a Lie polynomial and an element
of K(A), consider the following example: If the elements of a tangent space of a
manifold are seen a first-order differential operators, then the Lie brackets [z, y]
of two of them remains a first-order differential operator and then belongs to the
tangent space. If the letters a; are identified with vectors of a tangent space, a
Lie polynomial belongs (formally) to the tangent space. Yet an element of the
enveloping algebra is a general differential operator, with terms that could be of
any order.

Let 0 be the algebra homomorphism from K ({A)) — K ({A)) x K{({A)) defined
by 6(a) = a®1+1®a for all a € A. The existence of § as an algebra homomorphism
is given by the property of the enveloping algebra.

Theorem 3. An element P in K((A)) is a Lie series if and only 6(S) =S ® 1+
1® S. Furthermore, if S is a Lie series, then the constant term Sy is equal to 0,
where 1 is the empty word of A*.

From the condition on §(P), the Lie polynomials are also called primitive.
For a formal series S with zero constant term (S; = 0), the exponential is

defined to be
S"
= n! )

exp(S) =

For a formal series of the form S = 1+ T where T have a zero constant term, the
logarithm is defined to be

(-1

log(S) =log(1+T)=>_ .

n>1
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Theorem 4. The following properties hold:

(1) Let S be a series in K({A)) with a constant term equal to 1. Then log(S) is
a Lie series if and only if 6(S)=5S®S.

(ii) The set of series in K{{A)) with a constant term equal to 1 such that log(S)
15 a Lie series is a group under multiplication.

An element in the group generated by exp(S) where S is a Lie series with a
constant term Sy equal to 0 is called group-like. Theorems [3] and [l assert that the
map log is a bijection from group-like elements to primitive elements.

5.3 The series of iterated integrals is a group-like element

Now, take as alphabet A = (eq,...,eq), where ey, ..., e, is the canonical basis of
V = R% The ring K is R. The product of two words a and b is replaced by the
tensor product a ®b of @ and b. Each of the e;’s corresponds to the indeterminates
X¢, and this identification is used. That is,

t
o(s,f,2)= 3 ei1®---®eik/ dyz.
IImulti—index §
=(11yeenyig

Thus, the series ®([0,t],z), which belongs to K((A)), may be seen as an element
of REVA V2@ ... . More precisely, for all integer k, the element D I=(ir,in) €1 ©
- ® e, [ d;x belongs to VE*. In Sect. L2, we have seen that the concatenation
of x:[0,s] — V and x : [s,t] — V creates a new paths z : [0,¢] — V characterized
by the series ®([0,t],z) given by the product of ®([0, s],xz) and ®(][s,t],z). With
our convention, (] is rewritten ®([0,t],z) = ®([0, s],x) ® ®([s, ], z).

Remark 6 (Another notation for the iterated integrals). If ], . . ., €/, is the canonical
basis, identified with ey, ..., eq4, of the dual V* of V, then define a multi-linear form
ffdr®---®dz on V¥ x -+ x V* by

¢ ) .
</ dx®---®dm,(egl,...,eg)>:/ day - dak.
S k 581 < <8 <t k

Thus, fst dr®---®dx is an element of the dual of V* x - .- x V* which is identified
with V¥ and [/dz ® - - ® dz is identified with

t
Z €i1®"'®€ik/d1$.

The following Proposition may be proved using the properties of the shuffle
product and the Campbell-Hausdorff formula, and links the series constructed in
Sect. Ml with our constructions of objects related to Lie algebras.
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Proposition 6 ([5]). For any irreducible, piecewise smooth path x : [0,t] — R%
®([0,t],z) is a group-like element when the elements e; of the basis of RY are
identified with the indeterminates X*. Moreover,

t
log®(0,4],2) = ¥ @1/ dyz, (5.1)
I multi-index s
where Op belongs to Li(A) =08 Va[V,V]&[V,[V,V]|&--- and does not involve
more that length(I) Lie brackets.

Remark 7. There are very nice algebraic properties that can be considered on
the series of type ®([0,¢],x). In particular, two structures of bi-algebra may be
considered, one corresponding to concatenation of paths, the other one to product
of the series and then using shuffle products (see for example [40], Sect. 1]). See
also [47] for an example of use of the Poincaré-Birkhoff-Witt Theorem that gives
a basis of Lie algebras.

6 (Geometric) multiplicative functionals

We have already encountered geometric multiplicative functionals in Sect. 3.3l In
this section, we give a definition of geometric multiplicative functionals of any
order.

Roughly speaking, a geometric multiplicative functional

_ 1 2 k
X = (17Xs,t =Tt — Ts, Xs,t’ e ’XS,t>(57t)EA+

lying above a path = corresponds to x together with its first “iterated integrals”,
and such that the iterated integrals x> = [d2’ ® --- ® da® of piecewise smooth
approximations 2 of x converge to x for £ = 2,... k.

If x is a piecewise smooth path, we have seen that one can construct its Chen
series ®([0,¢], ), which fully characterize x. Moreover, given a Chen series of a
path x, one could formally solve a differential equation controlled by x or consider
the integral of a one-form along the path z, by writing these objects with the Chen
series of x (For example, see Sect. below).

If x is irregular, then knowing x is not sufficient to define its iterated integrals
(see Remark [ and Sect. [6.2] for example). However, when one knows a (geometric)
multiplicative functional x = (1,x!,x2,...,x*) lying above a path z of finite p-
variation with & = |p], then it will be proved that there exists a procedure to
extend x in a (geometric) multiplicative functional (1,x',x?,...), and that this
extension has some nice properties, especially with respect to the topology of
generated by the norm of p-variation. Thus, one can construct an extension of the
notion of Chen series for irregular paths, provided enough information is known
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on the path, i.e., its first “iterated integrals”. And, in view of the results of Sects.
and [B] one will not be surprised by the results of Sects. 8, where integrals of one-
form along irregular paths are constructed, and [9 where differential equations
controlled by irregular paths are solved.

For any integer k > 1, set

T:(V)=RoVaeV:g...0 Ve,

which is a truncated tensor algebra. Let also Ax(V) C Ti(V) containing all the
elements of A(V) =00 V& [V,V]®[V,[V,V]]®..., where all the terms involving
more than k Lie brackets are set to 0. Similarly, computations on 7;(V) are done
by setting to 0 all tensor products involving more than £ terms.

The norm we choose on V¥ is such that

21 @ -+ @ wpllyen < lwa] X - [a].

This norm is also denoted by |-|, and there are different possibilities for constructing
such a norm (see for example [41]).

Definition 1. A multiplicative functional x = (x°x',...,x*) of order k is a
function from A" into T} (V) such that
x : AT — Ty(V) is continuous, (6.1a)
Xt = Xsu @ Xy forall 0 < s <u <<t <1 (6.1b)
Furthermore, x is said to be geometric if
logxs: € Ar(V), (6.1c)

and x° = 1.

Of course, in the previous definition, x* denotes the projection of x on V&

The set of multiplicative functionals with values in T, (V) is denoted by 7(V).
The subset of 7},,(V) of of multiplicative functionals of finite p-variation is de-
noted by MP(V). Let us also denote by GP(V) C MP(V) the set of geometric
multiplicative functionals of finite p-variation taking their values in 77,(V).

Clearly, for a piecewise smooth path, x,; = ®([s,t],x) is a geometric mul-
tiplicative functional, and x!, = [/ dz ® --- ® dz. Denote by S*(V) the set of
geometric multiplicative functionals in T (V) lying above a piecewise smooth path
given by the projection of ®(x) on T (V).

Definition [ extends the one given previously by (B.7al)-(3.7€), and (G.Id) re-
places ([B.7€). We will see below in Proposition [7 that these conditions are equiv-
alent, provided that MP(V) is equipped with the good norm.
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6.1 A norm on multiplicative functionals

We use for multiplicative functionals in 73 (V) the norm

1%

. 1/p iNl/i
plsd] = igﬂ?fk(ﬁr(l/p)) Var, /i (5. ().

and [|x||, = [Ix[[, ;o). Here 3 is a positive constant, and I' is the Gamma function.
Note that ||x[|, is finite for all ¢ > p as soon as [|x||,, is finite.
The space 7;,(V) equipped with the norm ||||, is complete, but not separable.

Remark 8. Note that any rough path x lies above the path x defined by z; = %o .
For such a path, zy = 0, and Var, p1) is a norm on this space of functions from
x:[0,1] = V with zy = 0, and not only a semi-norm.

Definition 2. We say that x in 7;(V) is of finite p-variation controlled by w :

AT — Ry (satisfying Assumption [) when [|x|[} . ; < w(s,?) for all (s,t) € A™.

Lemma 7. A multiplicative functional x in T;,(V) is of finite p-variation controlled
by w if and only if )
) w(sa t)i P .
x| < BT/p) fori=1,... k. (6.2)
Moreover, Lemma[3 also holds for multiplicative functionals: If (X")nen 1S a se-
quence of multiplicative functionals converging to x in ||-||,, then there exists an
w: AT — Ry satisfying Assumption [l such that x™ (or possibly only for the ele-
ment of a subsequence of (X")nen) and x are controlled by w, and for all € > 0,
there exists some n such that for all m > n,
m,i 7 QJ(S, t)Z/p
i -l < SRl (63)
Let x be a smooth path, and x be its associated geometric multiplicative func-
tional, i.e., x;t = fst dr ® --- ® do. Hence, there exists a constant C' such that
|x. ;| < C(t —s)'/il. Thus, the choice of the norm ||| ) is coherent with that fact
that a smooth function is controlled by w(s,t) = C|t — s|.
We said earlier that (6Id) replaces [B.7€d). In fact, the two hypotheses may be
seen as equivalent.

Proposition 7 ([32, Lemma 2.3.1, p. 259]). The space GP(V) is the closure of
Nl (V) (i.e., geometric multiplicative functionals lying above piecewise smooth
trajectories) with respect to ||-||,.

Practically, geometric multiplicative functionals will be constructed by approx-
imating irregular trajectories by piecewise linear functions whose iterated integrals
converge. This is why (B.7é€]) is generally more useful than (6.1d).
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Lemma 8 (A convergence and compactness result). Let p be a fized real number.
Let (X™)nen be a family of multiplicative functionals in T, (V) such that for some
qg<pandfori=1,...k,

Ve >0, 3n > 0 such that |s —t| <n = \XZZ

<, (6.4a)

sup Vary; p.1)(x™") < +oo0. (6.4b)
neN

Then there exist a subsequence (ng)een and a multiplicative functional x in
T:(V) such that

ny _
[x™ —x]|, 0

In other words, (X" )nen is relatively compact in (Tp(V), ||[|,,)-

Moreover, if x™ lies above a path x" and (xf)nen is relatively compact in R,
then any possible x limit of (X")nen lies above a path x, which is also a possible
limit of the sequence (x™)nen in the space of continuous functions.

Remark 9. In particular, (6.4al) and (6.4D)) are true if (x{),en is bounded and there
exists a function w satisfying Assumption [l such that [x"[|, ;4 < w(s,t) for all

(s,t) € AT and any n € N.
Remark 10. Thanks to the Ascoli theorem and the relation (6.1D), the condition
(6.4a)) is also equivalent to saying that the sequences of functions (¢ — X )nen are

relatively compact in the space of continuous functions for ¢ = 1,... k. This is a
fact we use in the proof of this Lemma.

Proof. If y is a multiplicative functional in 7;(V), (G.ID]) implies that for all (s,t) €
At andi=1,...,k,

Yor =Yost D, Yo.®Yes (6.5)
fetl=i f>1

Hence,

Vo —Youl < X lybll - vel
kt-l—i 01

SOVl Do 1yedl S CP Yo ¥l s -
(=1

where C' depends only on ¢ and .

With (6.4a)) and (6.5), it is clear that (¢t +— xg,’f)neN is bounded and equi-
continuous for i = 1,...,k. Thus, Ascoli’s Theorem implies that there exists a
continuous function ¢ — xq, € R4 ++4" guch that, at least along a subsequence,
t — xg, converges uniformly to ¢ — xq .
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Using (6.5) recursively, one can construct from ¢ — x¢,; a function (s,t) €
AT — x,, that is a multiplicative functional and such that, at least along a
subsequence, X, — = Xt uniformly in s and ¢.

It is now easily seen that Var,,;(x") < liminf, . Var,,;(x™") for i = 1,... k.
Thus, x is of finite p-variation. With a variation of (28], one obtains that for all
p>q, ||lx— Xan,[s,t] goes to 0, at least along a subsequence.

The second part of the Lemma is clear from Ascoli’s Theorem. O

Corollary 3 (A tightness result). Let (X"),en be a family of random variables tak-
ing their values in Ty (V). Assume that the family of stochastic processes (Xt €
[0, 1])nen is tight in the space of continuous functions with the uniform norm, and
that for all € > 0, there exists some constant C large enough so that

sggp[nxnuq >Cl<e (6.6)

for some real number ¢ > 1. Then (X),, is tight in (T(V), [-[|,) (hence in MP(V)
if k= |p]|) for all p > q.

Remark 11. Since (7x(V), ||||,,) is not separable, a sequence (X"),en may be tight
in this space but fails to satisfy (6.0).

Remark 12. Owing to (6.15), the tightness of (¢ — Xg)nen for alli € {1,...,k}

is equivalent to saying that for all ¢ > 0 and any C' > 0, there exists some 1 > 0
small enough such that

sup sup ]P’[ sup \X;’Z! > (| <e.

neN i=1,....k [t—s|<n

Proof. The proof is immediate from Lemma [§ and Remark [I2] since the subsets
K of T;;(V) of the form Ky N K; for a given C' > 0 are relatively compact in
(Z(V), [|-|l,,), where the sets of functions (£ + x{,)xex, are equi-continuous for i =
1,...,k and K contains the multiplicative functionals such that sup,., [[x[[, < C
for some ¢ < p and a given constant C'. n

6.2 Back to the case 2 <p <3

To provide a better understanding of what a geometric multiplicative functional
could be, consider a multiplicative functional x in Z5(V) with V = R?. Set
1

Gs1(x) = 5 x;t ® X;t and 2, (x) = Xit — G,4(x).

Thus, 2A(x) = (A (x)); j=1,.a with A% (x) = L(x377 — x77"). Remark that &(x)

and 2(x) are respectively the symmetric part and the antisymmetric part of x2.
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Moreover, &(x) depends only on x!, and if x! lies above a path z, then &(x) =
S(x). Moreover, if z is of finite p-variation, the map = — &(z) is continuous for
the topology generated by Vary s sq(-) + |||l

On the other side, if x is a natural geometric multiplicative functional in S*(V)
lying above a smooth path x, then Qllsjt(x) is the area contained between the curve

(2%, 2)refs, and the chord (% ) (zi, z]). Denote also this area by Qlijt(x)

Lemma 9. For all 0 < s < t < 1, the map v € S*(R?) — A, ,(x) is not

continuous with respect to the uniform norm (except if d = 1, in which case
lei (33') = 0)

Proof. Assume that d = 2 and identify R? with the complex plane C. Set z} =
n~'e™. Then, g, (2") = 7, but ™ converges uniformly to 0. O

Thus, to construct a geometric multiplicative functional x lying above x of
finite p-variation with p € [2,3), one has to focus only on the construction of
the antisymmetric part 2(x) of x. This also provides us a with nice geometric
interpretation. However, note that this choice is not unique.

Lemma 10. If x is in GP(V) for p € [2,3), and ¢ = (pi;)ij=1,..4 1S a function
from [0,1] to d x d-antisymmetric matrices, and of finite p/2-variation. Then X
defined by

)A(it = X;t and XQ” = X?ij + i, (t) = @ij(s).
Then X is also in GP(V).

Proof. 1f x is a geometric multiplicative functional, and ey, ..., ey is the canonical
basis of V = R, then rewrite Xt aS

d
2,2,
Xsﬂg:l—l—Zex +Zel®ej b,
=1 i,j=1

The quantity log(xs:), which belongs to Ay(V) (see (6.Id)), may be explicitly
computed:
log(xs¢) = Zex 4= Z e;, e;]2A
1,j=1
where [e;,e;] = €; ® e; — €; ® e; is the Lie bracket of e; and e;. It is clear that X

is a multiplicative functional in MP(V), and as ¢ is antisymmetric, i.e., @; ;(t) =
—QOJJ(t) for all t € [0, 1],

log(Xsr) = log(xs1) + 5 Z €, €5](ig () — @i;(s)).

5,7=1

Thus, log(Xs,) belongs to A»(V) for all (s,¢) € AT. Then, X belongs to GF(V). O
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We have then a way to construct as many geometric multiplicative functionals
lying above a path x as we want. The difference between the geometric multi-
plicative functionals y = [ f(zs)dxs and § = [ f(xs) dX; is immediate in view

of (E.)-(05):

81
}A’it yst+ Z/ J a:,, ) dapyi(r)

1,j=1

and 32, = y?, + / fl) @ f(a) - du(r).

In Sect. below, these results will be used to compare the theory of integra-
tion given by this theory and the Stratonovich integral for Brownian motion (see
especially (I0.2) and (I0.3)).

The fact that ¢ was taken additive (i.e., ¢(s,u) + ¢(u, s) = p(s,t) for all 0 <
s <u<t<1)in Lemma [0 is justified by the following Lemma.

Lemma 11 ([32 Lemma 2.2.3, p. 250]). If x and X are two multiplicative func-
tionals in MP(V) which agree for all order smaller than k = |p] (i.e., x., =X,
for i = 0,1,...,k — 1), then ¢(s,t) = xt, — X, is additive, and is of finite
p/k-variation.

6.3 Intermezzo: solving linear differential equations

It is now time to justify the usefulness of geometric multiplicative functionals, and
the choice of the semi-norm [|-[|,, -

Assume that z is a plecevvlse smooth path, and that x is its Chen series (in
T(V), i.e., consider all its iterated integrals).

Let C' be a m X m-matrix and assume to begin with that d = 1. Then it is
well known that the solution of the differential equation dy, = Cy,dx; is vy, =
exp(C'zy)yo, where exp is the exponential of matrices.

Now, consider a family C', ..., Cy of m x m-matrices, and the differential equa-
tion
d .
dy; = Z Ciyy daj. (6.7)
i=1

As y appears in the right-hand side of (6.7)), one may replace it by its value given

by (6.7)). Thus,

yt_ys+ZCys/ dl‘ + Z/ Ciijsdxf«l d.%‘an2

ij=1 s<r1<ro<t
For a multi-index I = (i1, ...,4), set C; = C;,C, -+ - C,..
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Re-iterating the substitution, one obtains the formal power series

Y = (Id+ 3 (Jl/ d,a:) (6.8)

I multi-index

As the C;’s appear at the same place as the indeterminates X in the formal Chen’s
series ®([s, ], ) of z, (68) may also be written, using (5.1I),

t
Yy = eXp ( Z @[(Cl, ey Cd)/ d[%’) Ys,

I multi-index

where ©(C},...,Cy) is a linear combination of terms in the smallest space of
matrices containing { C1, ..., Cy } and closed under the Lie brackets [A, B] = AB—
BA.

Of course, one may wonder if the series

E@) =1+ Y Ol/dfx

I multi-index

converges. But there are i multi-indexes I of length 4, and ||Cy|| < ¢ = (sup,_;___4[|C||)".

As < C|t — s]*/d! for some constant C' which depends on the bounds of the
derivatives of x, then

_ 2 dici|t — s
12 < 3 S < oo
i=0 :
Thus, using the condition that a rough path x is of finite p-variation controlled
by w, one may construct the solution y of

d .
dy, =Y Ciyp dxyy, for t > s, (6.9)

i=1
by setting

yt:<1d—|— > o length”> Ys. (6.10)

I multi-index

Inequality (6.2]) implies that the series that appears in this expression is convergent,
in the sense of the norm of operators.

6.4 Extending multiplicative functionals to any order

We have defined geometric multiplicative functionals as elements of the “truncated”
tensor algebra Ty (V), while an expression like (6.10) requires to know a geometric
multiplicative functionals in the tensor algebra 7, (V). Does one need to know all
the terms of a geometric multiplicative functional?
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Theorem 5 ([32, Theorem 2.2.1)). Let x be a multiplicative functional in Ti(V),
where k = |p| for some p = 1. Assume that there ezists a function w satisfying
Assumption[d such that for all (s,t) € AT,
, w(s, )P

X, < 6.11

el < S o1y
fori=1,... k. Then, if 3 is large enough (however, the choice of [ depends only
on p), for all integer ¢ > k, there exists a procedure to construct a multiplicative
functional y € T,(V) extending x (i.e., x' =y' for i = 1,...,k) and satisfying
©I0)) for i =1,...,¢. Moreover, the extension y of x given by this procedure is
unique.

Sketch of the proof. The idea is to construct y© € T,(V) recursively, by setting
y® = x € T(V) and, once y) has been defined, set z/*V in 7,1 (V) by 2+ =
y© + >(i1,iesn) 0+ €iy @ €gy1. Thus, y 1 is defined by

(e+1 (¢+1)
s,t

5 46
t9,t5

(£+1)
§ é
ti‘s—l’ti‘s

):%imz(ul)@z KRRz

0t
where I1° = {t?
0 as 0 decreases to 0. Thanks to the multiplicative property of y©, remark that
yEDi = y(@i for § = 1,...,¢. In fact, this idea was already used in the proof
of Proposition [, and will be used later in the proof of Theorem [7l In 7,(V), the
extension of x is then y®. O]

s<ty <o < tf(; < t} is a partition of [s, t] whose mesh goes to

This Theorem means that there exists a function ¥, transforming multiplicative
functionals in MP (V') to multiplicative functionals in 7o (V). There are many ways
to extend a multiplicative functional. For example, if ¢ is a smooth function with
values in V2, then (1,0, ¢(t) — ¢(s))snea+ belongs to M?(V) and extends the
multiplicative functional (1,0). But the function W¥; applied to smooth paths
yields the series of iterated integrals, i.e., Ui(x)s; = ®([s,t],x). Moreover, the
next Theorem states that W, is continuous on MP(V). So, given a multiplicative
functional x € MP(V), we call U,(x) its extension.

Theorem 6 (|32, Theorem 2.2.2]). Let x and y be two multiplicative functionals
in Tr,(V) satisfying the hypotheses of Theorem[d for the same w. Assume that there
exists a constant [3 large enough (depending only on p) and a constant 0 < & < 1

such that (5. 1)1
- - w(s, )P
X, — Vi e = fori=1,... k. 6.12
| ,t ,t‘ ﬁf(z/p) ( )
Then, their extensions X and y to To(V) given by Theorem A also satisfy (G.12)
for all integer 1.
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In view of Lemma [5l this means that the map giving the extension of a multi-
plicative functional in 7}, (V) is continuous with respect to the norm ||-[| .

Combined with Proposition [, this means that the extension of a geometric
multiplicative functional in GP(V) to 7;(V) is also a geometric multiplicative func-
tional in this space for all £ > |p|.

Using Theorem [l if x is a geometric multiplicative functional in 7}, (V) of
finite p-variation (i.e., ||x||, is finite: there is no difficulty to find a function w such
that x is controlled by w), then one may solve (€9) by density using (6.10) and
the previous Theorem.

The idea behind Theorem [Hlis that the more irregular is a trajectory (“rough”),
the more “iterated integrals” have to be considered. But on the other side, once
one knows enough iterated integrals, then the whole set of iterated integrals could
be known. Hence, when one deals with a path z of finite p-variation, then he needs
to know a geometric multiplicative functional x lying above x and belonging to
the truncated tensor algebra T}, (V).

7 Almost multiplicative functionals

When p < 2, the geometric multiplicative functionals we consider are x;; =
(1,x{,), with x!, = 2; — z, for a continuous path of finite p-variation. In this case,

we have defined integrals of the type ! f(x,) dx, for Hélder continuous functions f,
which are, as we have seen, of finite p-variation. This integral is a multiplicative
functional in MP?(W), since from Chasles’ relation,

[ stwyan, + [ pyn = [ ) da, 1)

However, we have seen that [ f(z,)dz, may be constructed as limit of Riemann
sums, and for that, we have used the approximation

pou = S =) = [ e da

Of course, (Ys¢)(syea+ fails to satisfy (), but the error e5us = Yst — Ysu — Yurt
was easily controlled. And the estimate on &5, was the key of the proof of
Proposition Il So, (¥s)(s,)ea+ may be called an almost multiplicative functional.

Definition 3. A continuous function x : AT — Ty (V) for some integer k is called

an almost multiplicative functional if it is of finite p-variation controlled by w (see
Definition 2]) and, for i =1,... k,

|(Xot — X @ Xut)'| < Kw(s,t)? forall 0 < s <u<t <1 (7.2)

for some 6 > 1 and some constant K.
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Thus, an almost multiplicative functional fails to satisfy (G.IL), but the error
is in some sense close to a multiplicative functional.

Theorem 7 ([32, Theorem 3.3.1]). Let x be an almost multiplicative functional
taking its values in Ty (V) with finite p-variation controlled by w. Then there exists
a unique multiplicative functional z in T, (V) such that for all (s,t) € A, there
exists a constant C depending on K, 0 (defined by ((2))), the degree k and the
control w(s,t) such that

|(%pu — Zrw)'| < Cw(r,u)? fors<r<u<tandi=1,... k. (7.3)

Furthermore, there is at most one multiplicative functional z in T,(V) satisfy-
ing ([T3) regardless the choice of C'.

Sketch of the proof. The idea was already used in the proofs of Proposition dl and
Theorem Bt Construct z by setting z° = z(® = 1 and recursively for £ =1, ...k,
ygéz = szt_l) + x¢,, where 279 = (2°,2', ... 2"") € T,_1(V). Hence, define
z) € T,(V) by

0 _ q; ) ) )
2ot = WM Vihat O Yy @ O, s

where T1° = {tf ‘ s<ty <o < tfg < t} is a partition of [s, t] whose mesh goes to

0 as 0 decreases to 0. The multiplicative functional z is then z(®). O

8 Integration of a one form

We now have all the elements to define an integral like f; f(z,)dx, against a
geometric multiplicative functional x € 7,|(V) of finite p-variation for an arbi-
trary p > 1. We want this integral to belong to 77,;(W) if f is a one-form taking
its values in a Banach space W, and in fact that (s, ) € A™ — [! f(x,) dx, belongs
to GP(W).

8.1 Lipschitz functions

The notion of Lipschitz functions we use is that of E.M. Stein (see for example the
book [44]).

Definition 4. Let F be a closed subset of the normed space U, and a > 0. Let
W be a separable Banach space, and f a function with values in W. Assume that
k < a < k+1. Then f belongs to Lip(a, F, W) if there exist some functions f”
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where J is a multi-index of length length(J) < k and some functions Ry : F x F —
W such that for all z,y € F,

1

W )t =y

Fllay=fy= 3
L:(glv“vz’m«)v
length(J,L)<k

+ RJ(x7y)7

where (J, L) denotes the concatenation of the multi-indexes J and L. By definition,
f? = f. The functions f” shall satisfy

/()] < M and |R;(z,y)| < Mla — y[* et (8.1)

forallz,y € F and any J of length length(.J) < k. Denote by || f||;, the smallest M
such that (81 is true. With this norm, Lip(«, F, W) is a Banach space.

This definition requires some comments. If F = V = RY, then the functions
in Lip(a, R4, W) are from R? to W with bounded derivatives up to order |«].
Moreover, f(-it) = %, and f-i2) is (o — || )-Holder continuous.

i1 ip

If F is a strict subset of R, then a function f € Lip(a, F, W) may be extended

continuously to a function in Lip(a, R?, W), but the family of the f7’s is not

necessarily unique. In this case, by a function f in Lip(a, F, W), we denote not
Only fv but the whole famlly (fJ>J multi-index, length(J)<|a] -

8.2 Integration

To start with, let f = (f1,..., fs) be a smooth function defined on the Banach
space V = R?. The idea to define [j f(,)dx, is to construct an almost multiplica-
tive function y such that y,, gives a first approximation of | ! f(z,) dz,, and then
to transform y to a geometric multiplicative functional using Theorem [7l

The value of y;,; will be computed as previously using a Taylor expansion of
f when it is assumed that = is smooth. So, in a first approach, assume that x is
piecewise smooth and that x is the geometric multiplicative functional given by
its iterated integrals.

Set

k ¢
yt—QSZY;,t:Z Z @I(f)(xs)/s d;x

J=11 multi-index, I=(i1,...,i;)

with ©;(f)(z,) =
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Once this is done, one may define yJ for j = 2, ..., k using the iterated integrals
of ¥ ¥i; = X1 multi-index, T=(i1,nij) Jr dry. But this involves expressions such as

S(Jl,...,Jg):/ d(/sldjlx)...d</sedjex>,
S<S1<Kspst 0 0

where Jy,. .., J; are themselves multi-indexes. But it is possible to express such a
sum S(Jq,...,Jy) as the sum of

t
S(Jla"‘aJZ) = Z 6\I(‘/ dK$7

K multi-index,
length K=length(Jy)+---+length(J,)
where ex € {0,1} (see [32, Predefinition 3.2.1, p. 283]). Denote by J; ¢ -+ o Jy
the set of multi-indexes K that appear really in the previous sum, i.e., for which
EK = 1.

Definition 5. Let x be a geometric multiplicative functional of finite p-variation
lying above a path z, and let f be a differential form in Lip(c, V, W) for some
a>p—1, that is, v € V — f(-)v is linear and for all v € V, f(-)v belongs to
Lip(a, V, W) for some o > p — 1. The integral [; f(z)dx, of f along the path x
is defined to be the geometric multiplicative functional of finite p-variation given
by Theorem [1l corresponding to the almost multiplicative functional

Y= D S D)) © - @D (f) R GEI K,

J1,...,J; multi-indexes, KeJyood;
length(Jy)+---+length(J;)<k

Here, ©;(f)(z) is defined by to be an element in the dual of V®lreth() (with
values in W): If ey,...,e4 is the canonical basis of V and ¢€),..., ¢ is its dual
basis, then

11

Theorem 8 ([32, Theorem 3.2.1, p. 285]). Definition[d is valid, i.e., the definition
of v gives rise to an almost multiplicative functional, which is controlled by Kw
if x is controlled by w, where the constant K depends only on «, p, ||f|ly;, and
SUD s yyea+ W(s,t). Moreover, x — [ f(xo + Xg ) dx, is continuous from GP(V) to

GP(W).

Diariy) () (@) = [ (@), @ - @ €.

9 Solving differential equations

We can now consider solving differential equations of the form

Yy =a+ /Ot f(ys) dXS, (91)
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where x belongs to GP(V), and y, belongs to a Banach space W for all ¢ > 0. Thus,
f is a differential form, such that for all v € V, f(-)v belongs to Lip(a, W, W) for
some o > p — 1.

Equation (@) will be solved using Picard’s iteration principle: Construct a
sequence (y")nen by yi ™ = a+ [3 f(y") dx,, and prove that 4™ converges to some
element y. But such a principle requires that y"*' and y” belong to the same
space. So, consider some multiplicative functional z = (x,y) in 7|,/ (V ® W), and

define
R(z) = /h(xo + X0, 0+ Yg,) dzs,

where h(x,y) is the differential form h(z,y) = X" f;(y) dz*. Thus, Picard’s iteration
principle will be applied on elements of 7}, (V & W).

Definition 6. The solution of (0.1) is an extension z in GP(V & W) of x € GP(V)
such that z lies above (z,y) with (zo, o) = (20, a) and z satisfies z = K(z).

Note that although the projection y on GP(W) of z can be seen as the solution
of ([@.1), z also keeps track of the “interactions” between x and y using the iterated
integrals.

Theorem 9 ([32, Theorem 4.1.1, p. 298]). If f is a linear form on V with values
in Lip(a,, W, W) for some a > p — 1, then there exists a solution to (Q1l) when x
belongs to GP(V). Moreover, if f is a linear form on V with values in Lip(a, W, W)
for a > p, then this solution z is unique, and the map J : X +— z, called the 1to
map, is continuous from GP(V) to GF(V & W).

Remark 13. To prove the existence of a solution under the assumption that f
belongs to Lip(a, W, W) with o« > p — 1, one only has to act as in Step 2 in the
proof of Theorem [T In Step 3 of the proof of Theorem 4.1.1 in [32], it is proved
that the paths y™ given by the Picard iteration principle are of finite p-variations
controlled by the same w. Hence Lemma [§ can be used.

10 A practical example: Brownian motion

We show in this section how the theory of rough paths may be used to define a
stochastic integral against Brownian motion. It is well known that almost surely,
a trajectory of Brownian motion is a-Holder continuous for all o < 1/2. Thus, a
trajectory of Brownian motion is then of finite p-variation for all p > 2.

Given a Brownian trajectory B(w), the main difficulty is to create a geometric
multiplicative functional B(w) lying above B, where the Brownian motion is de-
fined on a probability space (2, F,P) and lives in V = R?. In view of Proposition[7]
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one has only to construct a piecewise smooth approximation B°(w) converging to
B(w) as § — 0, and to study the convergence of B® with B¢ (w) = B’(w) and

. t )
B2 (W) = [ B (w)dB ()

But we know that: (i) The limit of B%%? depends on the choice of the approxi-
mation. (ii) When it converges, B2%? does not converge almost surely but only
in probability or in L?(P) (however, it is proved that for dyadic partitions, the
convergence may be almost sure. See [24] for example).

Point (ii) is contained in the classical result from E. Wong and M. Zakai in [51]
for some piecewise linear approximation of the Brownian motion, while point (i)
is related to the extensions of such a result (see [19, Sect. VI-7, p. 392] or [22,
Chap. 5.7, p. 274] for example). In fact, the problems with (i) are similar to the
results given in Sect. [6.2: There are different geometric multiplicative functionals
lying above the same path B.

10.1 The “natural” choice

The natural choice for B? is given by
B (w) = By, (w) + (tisr — 1) (¢ = t:)(Buiy, () — Biy(w)) (10.1)

for t € [ti,tip1], where TI° = {#;|0<t; < - <tp <1} is a deterministic par-
tition [0,1] whose mesh goes to 0 with J. It is clear that B°(w) converges uni-
formly to B(w). We have seen at the end of Sect. that Var, o1)(B°(w)) <
3Var, o1 (B(w)) for all ¢ > 2. According to Lemma 8, B°(w) converges in the
topology generated by Var,o1)(-) + |||, to B(w) for all p > 2.

For such an approximation, we know that

2,3,5,6 uniformly in (s,t) € At 2,i,j def
s,t Bs,t =
0—0

B (B! — B)odB?

t
s

in probability. Here, the stochastic integral is a Stratonovich integral. We prove
below in Sect. [T.2 that B? converges to B in the topology generated by ||| , if the
partitions II° are dyadic. Thus, for this choice of B2, the geometric multiplicative
functional B belongs to GP(V) for all p > 2.

Now, let f be a linear function on V taking its values in Lip(a, V, W) for some
a > 1, with W =R™. A direct consequence of Proposition [3] or Theorem [§is that
X, = [l f(B,)dB, is well defined and belongs to GP(W) for all p € (2,1 + a).

Remark 14. A practical feature of the theory of rough paths is that X is defined
on a subset €y C € of full measure whatever the function f is.

48



A. Lejay / An Introduction to Rough Paths

Let X be a path such that X lies above X, with Xy = x¢. Then, a direct
consequence of Theorem [§is that

X = o+ /0 "H(B%)aB’ PO X,
the convergence holding with respect to both the uniform norm and the norm of
p-variation. But from a theorem of Wong-Zakai type, it is also known that X?
converges in probability to x¢ + [, f(Bs)odBs. Thus, this integral is almost surely
equal to X. There is in fact a deep relation between the Stratonovich integral and
the one given by the theory of rough paths.

10.2 Stratonovich integrals and rough paths theory

We develop in this section the link between stochastic integrals given by the theory
of rough paths and Stratonovich integrals for Brownian motion. It also explains
the influence of the term B2, where B is a geometric multiplicative functional ly-
ing above the Brownian motion, but different from the one given by the “natural”
construction of Sect. [[0.Jl Note that such geometric multiplicative functionals
may arise naturally. For example (see e.g., [20, 28] in the homogenization theory),
there exist some families (X¢).-o of semi-martingales converging, thanks to a cen-
tral limit theorem, to a Brownian motion B, but such that A,;(X*®) converges to
A 1(B) + ¢(t — s) for some matrix c.

By definition, the Stratonovich integral [} [;(Bs)odBY is the limit in probability
of

]6 def kil (fj(Bti+l>2+ f](Btz)) (B]ZH _ B])

k—1 k=1 /(¢ — f. .
— fj(Bti)(Bt1+1 . B%) + Z (f](Bti+1) f](Bti))(BtZH _ Bgl)’

1 i=1 2

=
—_

<.
I

where TI° = {#;|0 <t; < -+ <t <t} is a deterministic partition of [0,¢]. The
functions f belongs to Lip(c, W, W) with o > 1. Let p € (2,1 + «) be fixed. By
definition, f;(x) — fi(y) = X0, gfg[( — 2% + Rj(z,y) and Rj(z,y) < |y — z|*.
Thus,

ij Bt 7.—0—1 Bgz)
lk 1 d 8f]

+§ZZ

=1 4=1

BZ

t+1

— B} )(B.,, — Bl)+¢",

1
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with
; kel ‘
e = Z Rj<Bti7 Bti+1)(BJ1+1 - Bgz)
i=1
k—1
C’; [— ’ (at+1)/p < Ct sup ’terl ¢ ’ (a+1-p)/p — 0.
This constant C' is such that |B; — By| < CY0+9)|t — 5|'/P for the considered
trajectory of the Brownian motion.
Now, let B be a geometric multiplicative functional lying above B. There is
no necessity to choose the previous one, and we have seen in Sect. how to
construct as many areas as we want. Then

1 j 2,0,

Q(Bf +1 - Bfl)(Bg i1 Bt]) Bt tirl Q’(t t1+1< )
where Q[(B) is the antisymmetric part of B?. Moreover, we have seen that the
sum Z?Zl L fi(By)(BLL,, — BlL) + ;giﬂ (Btl)Bt2 tjﬂ converges almost surely to

X; — Xo, Where X is the path above which [ f(B;)dBs; € GP(W) lies. So, we
deduce that

X0+Z/ F,(B,)od B = X, — 9,(B)

d k f
with Q;(B) = Z Z 87 A tz+1(B)
Gl=1i=1

The limit defining 9Q,;(B) is a limit in probability.
Remark 15. Using the antisymmetry of Qlﬁ’é(B), one has

d k-1 af] afg
o) = g5 3 3 (52 - 51 et )

/=1 i=1

Thus, if gTZ — % =0, Q,(B) = 0, then X depends only on B and not on the

choice of B2. In particular, this is true if f; = g—i for some function F. In such a
case, this could be shown directly, if (B?)ss is a family of geometric multiplicative
function lying above an approximation B? of B and converging to GP(V) to B, then
the change of variables’ formula reads: F(B?) — F(B}) = [ fi(B%)dB?. Thus,
F(B?) — F(BY) converges to F(B;) — F(By), while [{ f;(B%)dB? converges to X;.

Now, if B™* is the “natural” rough path lying above B (see Sect. [0.Tl), then
Q[ﬁ’i (B"") is the Lévy area Ai’,{(B ) of the 2-dimensional Brownian motion (B, BY),es 4,
i.e., the area enclosed between the curve of (B¢, B) and its chord:

‘ 1 ' A t .
atm) = L ([t~ Blyoasi - [~ Byoant).
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The result given at the end of Sect. [0l implies that Q,(B"*") = 0 almost surely.
Moreover, one knows from Sect.[6.2that there exists a function ¢ = (¢; ;)i j=1
from [0, 1] to the space of antisymmetric matrices (i.e., ;;(t) = —,(t) for all
€ [0,1]) and of finite p/2-variation such that A ,(B) = A (B) + ¢(t) — ¢(s).
We deduce that

To summarize, if B° is a piecewise smooth approximation of B such that
(1,B%, [dB° ® dB%) converges to the geometric multiplicative functional B in
GP(V), and A, ,(B) = A, +(B) + ¢(t) — ¢(s), then we obtain directly that

/fB‘S Ap? Brobabiliy, probablhty / F(B,)od B, + Z/ o B,) dig,(s)

_/ F(B,)od B, + Z/ (%—2;2) (B,)dge,(s). (10.2)

When one considers the solution Y° in W = R™ of the ordinary differential
equations

_y0+/ FY9) dBY,

then Y converges in probability to the solution Y of

—— odB+1mz [ (52t - 2 ) 0annte). 03

,,,,,

-----

Here, the drift term is different from the one in ([I0.2]), since it comes from the
cross iterated integrals of the type [dY ® dB, which may be computed first for
smooth paths, and then by passing to the limit.

Thus, the theory of rough paths provides us with some new light on the results
presented in Sect. VI-7 in [19, p. 392] (see also Historical Note [ below). In this
book, the results concern the case where ¢y ;(t) = ¢, ; where ¢ = (¢g;)j=1,. a1
antisymmetric matrix, whose terms are given by

-----

_ 1 O 05 1 S s 0| _ 1 05 ( 16
(152%251@[/0 B4 A —/0 BIPdBL| = lim B[ A3 (B7)].

where B°(w) is given by an interpolation of B(w) sampled at points 0,d, 29, . . .
The matrix ¢ depends on the way the trajectory is interpolated.
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Remark 16. In the construction of the Stratonovich integrals, it is important that
the partitions II° are deterministic. If not, a drift term may appear, which may
be computed using the expression of ;(B). This result has also been widely used
to construct approximations of solutions of SDEs using partitions whose meshed
goes to 0 at a speed that depends on the considered trajectory of the underlying
Brownian motion (see for example [16]).

10.3 Ito stochastic integrals

When one construct integrals, only the fact that x is multiplicative is used. The
fact that x is geometric is not really used, except that is allows us to construct first
the objects for smooth paths, and then to deduce what the result should be for
general geometric multiplicative functionals. It is the way the integral was defined
in Sect. 8 However, when p < 3, as we have seen in Sect. [3, one may directly set,
given a multiplicative functional x,

y;,t = f(xS)Xi,t + Vf(:rs)Xit and yz,t = f(zs) ® f(Is)Xitp

and prove that y = (y',y?) may be transformed into a multiplicative functional
denoted by [ f(zs)dxs. Moreover, the map x — [ f(x¢ + Xo ) dx, is continuous
in MP?(V).

For a N-dimensional Brownian motion B, we know that
t . , to . :
[ (Bl = Bi)odBl = [ (Bl BI)ABI + 5,4t - 5)

where 9; ; is the Kronecker symbol. Thus, one may define a multiplicative func-
tional Bi* € MP(V) by (B‘st‘t’)1Z = B! - B, (Bff‘t))z” = (B?it)z’i’j —06;;(t—s) and
define the (pathwise) Ito stochastic integral to be [ f(B,)dB*.

Remark 17. Of course, [ f(B,)dB, and [ f(Bs)dBi*® are defined pathwise, but
pathwise means “pathwise with respect to B” and not pathwise with respect to B”.
And the definition of B from B is not pathwise, and requires that some stochastic
integration, here of It6 or Stratonovich type, is already defined.

11 How to compute p-variation?

It is generally difficult to compute the p-variation of a function. We give in this
section a trick which has been introduced in [I7] and allows us to compute the
p-variation of a multiplicative functional x provided one has a nice estimate on
|X?2_n’(i+1)2_n|p/j for j=1,...,|p], for all integer n and i =0,...,2" — 1.

We give an example in the case of the Brownian motion, that allows us to
complete the results of Sect. [I0.Jl In fact, this approach was successful in many
cases: See [38, 3, 24 [1, 27] for various applications.
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11.1 Using dyadics

For any integer n and any k = 0,...,2", set t} = /2", that is ({})k=o,. o~ Is
the dyadic partition of [0,1] at level n. Let (s,¢) belongs to A*, and construct
recursively a sequence (S, )mez, mo of elements in (¢}),en, k=0, 2n by the following
way: Let ng be the smallest integer such that [t}}°, ;9] C [s,t] for some integer k.
set s_y = t;,° and 51 = £}}9,. Hence, construct s,, for m > 1 by setting, if s,, <,

N = inf {n > ny 1 |3k €N, tim =7 a7 <t

Denote by s,, the value ¢}7,, where k is the unique integer for which ¢;™ = ¢,
and t;7, >t. If 5, =t then s, =t for all n > m.

Construct s, for m < —1 using a similar procedure, where s, decreases to s
instead of increasing to t.

This construction ensures that the sequences (1, )men and (1, )mez+, m<o are

increasing, and
[s,t] = U[sem_1,5m]U---Uls 1,81 U U[Sp_1,8m] U+~ .
Then, for all x in MP(V),
Xeg = MM X 1, @ @Koy @0 @Ko ps0s-
Thus, if k= |p| and j =1,... k,

J
I = E E E 1 . i
CAZ X5m1 »Smy+1 ® ® Xsmivsmi-‘—l -

i=171,..,ri=1..,0 m1<---<m;
Tt ri=g M1, M ELT

-
Il

In the previous expression, we use the convention that m; +1 =1 if m; = —1. So,
forg=1,...,k,

A j
’Xi7t| g Z Z ( Z |X7&;:n75m+1|) e ( Z ‘ngrL75m+1|) :
=1

T1,ye,7i=1,...,7 \MEZL* mezZ*
Tyt =3

Using the Holder inequality, for r = 1,...,k and any 8 > (p — 1) /p,

r/p
S o] € CO) ( > 0 Bl W)
meZL* me

) r/p
J
<C (Z Sl \p/’”) :

r=1meZ*

23



A. Lejay / An Introduction to Rough Paths

(p—r)/p
where C(r) = (ZmEZ* nmﬂp/(pr)) and C = sup,_; _; C(r). Our choice of 3

ensures that C' is finite. Then, there exists a constant K depending only on k
and C' such that

' j Jlp
x| <K (Z Z nff/rlx’;mjsmﬂ ’Mr)

r=1mez*

and then that

ilp

) J
xi| < K Z Z Pl Z |Xt?,tf+1 i ) (11.1)
r=1n>n(s,t) i=0,...,2" -1
trElst], t7, 1 €lst]

where n(s,t) is the smallest integer n such that there exists some integer k for
which [}, ;1] C [s,1].
Inequality (I1.T)) is useful, since it allows to estimate both

sup \Xg’t |, and Var,/; 0.1 (xj)
(s,t)EA+ t—s<n

which satisfies

r=1n=0 =

on_q ilp
Varyjj0,11( (Z > P Z |th,t7+1|p/r) (11.2)
provided one knows X s» | for all dyadic point ¢} = /2"

11.2 Application to Brownian motion

We have constructed in Sect. [0l a piecewise linear approximation B’(w) of a
Brownian motion trajectory B(w). Let B? (resp. B) be the geometric multiplica-
tive functional in GP(V) lying above B? (resp. B) and constructed as in Sect. [0

Proposition 8. The sequence (B?)s~q converges in probability to B in MP(R?)
for all 2 < p < 3. Moreover, if B® is a piecewise linear approzimation of B along
dyadic partitions (consider only the §’s of type 1/2"), then B® converges almost
surely to B in MP(R?).

Proof. To simplify, we do not give a complete proof here. We prove only that B?
converges in probability to B where § = 27" for some integer n, and the parti-
tion I1° we use is (£} )x—0. on With {7 = k27",
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There is no real difficulties in extending the proof when II° is not dyadic par-
titions (see [27] for example), although it requires a bit more computations. Fur-
thermore, still using the ideas to compute the p-variation of B° by estimating B° 0
where s,t are dyadic points (s,t) = (k/2™,(k 4+ 1)/2™) for all m > 1 and any
k € {0,...,2"}, it could be shown that if II° is the dyadic partition, then B?
converges almost surely to B (see [24]).

Let g be a real number in (2,p). If m < n, then according to the Doob
inequality, there exists a constant C' depending only on ¢ such that fora =1,...,d,

a,6|? a a |7 m m —m
EUB U Btzn } S E[’Btinﬂ - Btzl ] S C(tk—H — )q/2 <02 vz,

If m > n, then again by the Doob inequality, there exists a constant C' depending
only on ¢ such that fora =1,...,d,
=

q}g

< 02 mq2ﬂ¢1/2 < C'2—™ma/2

E [[Bf;? _ B
k+1 k

LAl

if 7 is such that [¢7*, 7] C [t} t7.,]. So, we deduce that for a = 1,...,d and any
§ = 27" for some mteger n,

IEUB;Zn1 o

kolk41

q] < 02 ma/?,

Let A;’f (B°(w)) be the area enclosed between the curve defined by (B%°(w), BY®(w))s<r<t
and its chord for a,b € {1,...,d}.

Let m be an integer such that m < n, and let £ be an integer such that
ke {0,...,2" —1}. Let r belongs to [t7,t!" ) with ¢7 > t]’. Then, it follows
easily from (I0.]) that

a,0 a,d
B~ By

<|Bi, - Bi

+|Bg — By

for @ = 1,...,d, since Btn = By for all i € {0,...,2"}. The Doob and the
convexity 1nequahtles anly that there exists a constant C depending only on ¢
such that fora =1,...,d,

E[ sup ‘B“‘S B < C’2q1<]E[|<B“>t;LH — (B Q/Z}
re[t;c",t;fgrl
(B — (B l]) (113
< CQq—l(Q—WJ/? + Q—WJ/Z)
< 02127 ™42,
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The last inequality holds since m < n.
Let j and j' be such that 7 = #}* and ¢}, = #;*. With the Doob inequality, there
exists some constant C” such that, when one uses (I13)), for a,b € {1,...,d},

=1 q/2

> (85 - By) (B, - BiY)

=7

E

i1 2 b b "
os|(Sm-my(@), )| .,

ZZ] 1+1

1/2
q
< C'E| sup ]‘Bf — Bf;: ] lthes — ty]e/?

_rE[t;c",tZ;l

< O/ C2Y/29ma/4,

But it is easily verified that

Af e (B

k "k+1
- -
- zlsz (B = By ) (B, — Br) - ;Z (Bl — Bl ) (Bi  — Bp).
i=j =

So, the inequality (IT4]) implies that there exists some constant C' depending only
on ¢ such that

E“Afg,tzﬁrl(Bé)‘q/Q] < C27™92 for all m < n. (11.5)

If m > n, the trajectory of B° between the times ¢ and til is a straight line, so
A% .. (B%) = 0. So, (ILA) is true for all integers n and m.

k k41
Since A%*(B?%) is the antisymmetric part of B&%?%

implies that for a,b € {1,...,d}

9 the convexity inequality

Ba,b,2,5 q/2 < 1 Ba,1,5 . b,1,5 + 2(1/2—1 A(I,b (B(S) q/2
t217t21+1 = 2 tL”thll t?vt?ﬂ t;cn7t;en+1

< C2-m4/?

for some constant C' that depends only on ¢q. For any 5 > 0,

om_1
Z m” Z 9ma/2 — Z mPam1=4/2) < 4o
i=0

m=1 m>=1

since 1 — ¢/2 < 0. So, one deduces from (I1.2)) that

sup (IE {Varq (Bl"s)q] + E{Varq/g (B2’5)q/2D < +o00.

>0
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For 0 < u < v < 1, let m(v—u) is the smallest integer m such that [t7, t7, ;] C [u, v]
for some integer k. This quantity is deterministic and depends only on u—v. Owing
to (L)), for § large enough and for all > 0,

sup (E[ sup ’B;’f

>0 [t—s|<n

q] +E[ sup ’Bi’f

[t—s|<n

q/2D <C Y P2

mzm(n)

for some constant C' that depends only on ¢ and 3. Consequently, the series
Ymzm(ny MP27™174/2) may be arbitrary small if 7 is chosen small enough.
Corollary [3] proves that (B°)ssq is tight in GP(R?) for all p > ¢ > 2. But we
already know from the Wong-Zakai theorem that Bg}t converges in probability to
B, uniformly in (s,t) € AT. Thus, (B?)sso converges in probability to B in
GP(RY). O

12 Applications to stochastic analysis

The trajectories of stochastic processes are generally of finite p-variation with
p > 2. The typical case is of course that of the Brownian motion, whose trajectories
are a-Holder continuous for all v < 1/2; and then of finite p-variation as soon as
p > 2. To apply the theory of rough paths to stochastic processes, the main
difficulty is generally to construct the equivalent of the iterated integrals of the
trajectories of the process.

The theory of rough paths has proved successful in many situations:

— Brownian motion and semi-martingales [32] 43].
— Reversible Markov Processes [1].
— Brownian motion on fractals [17].

— Fractional Brownian motion with Hurst exponent greater than 1/4 (note that if
the Hurst exponent h belongs to (1/4,1/3], then third order iterated integrals
have to be considered) [9} [10].

— Stochastic processes generated by divergence form operators [1I, 27].
— Lévy processes [48, 149, [50].

— Gaussian processes in infinite dimension [24].

— Free Brownian Motion [3].

Further results or extensions of previous results to geometric multiplicative
functionals also follow:
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— Flow of diffeomorphisms [32] [34].
— Calculus of variations [35].
— Large and small deviation principle [25, [42],
— Support theorems [25].
— Application to homogenization [28].
Some applications to numerical analysis are also provided:

— Pathwise construction of solutions of SDEs using path-dependant meshes [4]
15, [16].

— “Cubature formula” for computing weak solutions of SDEs numerically [37, 47].

Bibliographical and historical remarks

1. The article [32] is the synthesis of a series of works from T. Lyons and his co-authors:
[30,, 31, B3], 43]...

2. The idea of “pathwise” stochastic calculus is an old idea: see for example [12, [14]...
But the theory of rough paths brings for the first time a theory of pathwise stochastic
calculus valid for a large number of processes.

8. The use of the representation of the solution of some SDE using formally exponentials
of iterated integrals have been also widely used: see for example the works [2, [T11], [I8],
211, [45] and related papers.

4. Stochastic Taylor expansions applied to numerical computations of solutions of SDEs
has also given rise to an abundant literature: see for example [20] and references within.

5. (Related to Sect.[I0.2]). Shortly after being stated in [51], the theorem from E. Wong
and M. Zakai on the approximations of SDEs by ordinary differential equations attracted
many interest, and was extended in many directions. E. J. McShane was the first to show
in [39] that different approximations of the trajectories may lead not to construct the
Stratonovich integral, but the Stratonovich integral and a drift. An explicit construction
is also given. There is now an important literature on such a corrective drift: See for
example [8 23 [46] and references within.
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