Curvature-Constrained Shortest Paths in a Convex Polygon
Pankaj K. Agarwal, Thérèse Biedl, Sylvain Lazard, Steve Robbins, Subhash Suri, Sue Whitesides

To cite this version:

HAL Id: inria-00100887
https://inria.hal.science/inria-00100887
Submitted on 15 Dec 2009

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion des documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
CURVATURE-CONSTRAINED SHORTEST PATHS IN A CONVEX POLYGON

PANKAJ K. AGARWAL\textsuperscript{1}, THERESE BIELLI\textsuperscript{1}, SYLVAIN LAZARD\textsuperscript{1}, STEVE ROBBINS\textsuperscript{5},
SUBHASH SURI\textsuperscript{1}, and SUE WHITESIDES\textsuperscript{**}

Abstract. Let $B$ be a point robot moving in the plane, whose path is constrained to have curvature at most 1, and let $\mathcal{P}$ be a convex polygon with $n$ vertices. We study the collision-free, optimal path planning problem for $B$ moving between two configurations inside $\mathcal{P}$ (a configuration specifies both a location and a direction of travel). We present an $O(n^2 \log n)$ time algorithm for determining whether a collision-free path exists for $B$ between two given configurations. If such a path exists, the algorithm returns a shortest one. We provide a detailed classification of curvature-constrained shortest paths inside a convex polygon and prove several properties of them, which are interesting in their own right. For example, we prove that any such shortest path is comprised of at most eight segments, each of which is a circular arc of unit radius or a straight line segment. Some of the properties are quite general and shed some light on curvature-constrained shortest paths amid obstacles.
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1. Introduction. The path-planning problem, a central problem in robotics, involves planning a collision-free path for a robot moving amid obstacles, and has been widely studied (see, e.g., the book by Latombe [21] and the survey papers by Schwartz and Sharir [31] and Halperin, Kavraki and Latombe [17]). In the simplest form, given a moving point robot $B$, a set of obstacles, and a pair of configurations $I$ and $F$ specifying locations for $B$, we wish to find a continuous, collision-free path for $B$ from $I$ to $F$. This formulation, however, does not take into account the so-called nonholonomic constraints (for instance, bounds on acceleration or curvature), imposed on a robot by its physical limitations (see [21] for a more detailed discussion). Although there has been considerable recent work reported in the robotics and non-linear-control literatures on nonholonomic motion-planning problems (see [3, 5, 19, 20, 22, 24, 32, 42, 43] and references therein), relatively little theoretical work has been done in this important area from an algorithmic perspective.
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In this paper, we study the path-planning problem for a point robot whose configurations are specified by giving both a location and a direction of travel. This means that any solution to the path-planning problem for given initial and final configurations $I$ and $F$ must respect the directions of travel specified by $I$ and $F$ as well as the locations they specify. Furthermore, we require the path of the robot to have curvature at most 1. This curvature constraint arises naturally when the point robot models a real-world robot with a minimum turning radius; see for example [21]. Recently, Reif and Wang [29] confirmed that the problem of deciding whether there exists a collision-free curvature-constrained path for $B$ between two given configurations amid polygonal obstacles is NP-hard. As a first step toward understanding which environments admit efficient solution to this NP-hard problem, we study curvature-constrained path planning inside convex polygons.

We establish several new properties of shortest paths inside convex polygons and use them to characterize shortest paths in such environments. Using these properties and some geometric data structures [10], we present an efficient algorithm that, given initial and desired final configurations $I$ and $F$ in a convex polygon $P$, determines whether there exists a curvature-constrained path from $I$ to $F$ that lies inside $P$, and if so, computes a shortest one.

1.1. Previous results. Dubins [15] was perhaps the first to study curvature-constrained shortest paths. He proved that, in the absence of obstacles, a curvature-constrained shortest path from any start configuration to any final configuration consists of at most three segments, each of which is either a straight line segment or an arc of a circle of unit radius, assuming that the curvature of the path is upper bounded by 1. Using ideas from control theory, Boissonnat, Cérèzo, and Leblond [3], and at the same time Sussmann and Tang [38], gave an alternative proof. Further characterizations of shortest paths, in an obstacle-free environment, have been made by Bui, Boissonnat, Laumond and Souères in [4, 8].

In the presence of polygonal obstacles, Jacobs and Canny [18] proved that if there exists a curvature-constrained path between two configurations, there exists in the closed free space a curvature-constrained shortest path between these two configurations. Fortune and Wilfong [16] gave a $O(\text{poly}(m, m))$ time algorithm that decides whether a path exists, without finding one, where $n$ is the total number of vertices in the polygons defining the obstacles and $m$ is the number of bits of precision with which all points are specified. Jacobs and Canny [18], Wang and Agarwal [41], and Sellen [33, 34] gave approximation algorithms for computing an $\varepsilon$-robust path. (Informally, a path is $\varepsilon$-robust if it may be deformed by $\varepsilon$ in a certain way while remaining feasible.) For the restricted case of pairwise disjoint moderate obstacles, i.e., convex obstacles whose boundaries have curvature upper bounded by 1, Agarwal, Raghavan, and Tamaki [1] gave efficient approximation algorithms. Boissonnat and Lazard [6] gave an $O(n^2 \log n)$ time algorithm for computing an exact shortest path for the case when the edges of the pairwise disjoint moderate obstacles consist of $n$ segments that are circular arcs of unit radius or line segments. Their algorithm can be used to compute an optimal curvature-constrained path inside a convex polygon in time $O(n^2)$. Recently, Ahn, Cheong, Matoušek, and Vigneron [2] characterized the region of all points that can be reached from a given configuration in a convex polygon. Wilfong [42, 43] studied a restricted problem in which the robot must stay on one of $m$ line segments (thought of as “lanes”), except to turn between lanes. For a scene with $n$ obstacle vertices, his algorithm preprocesses the scene in time $O(m^2(n^2 + \log m))$, following which queries are answered in time $O(m^2)$.
There has also been work on characterizing shortest curvature-constrained paths when $B$ is allowed to make reversals, that is, to back up. Reeds and Shepp [28] were the first to compute the characterization of such shortest paths in an obstacle-free environment. Boissonnat et al. [5] and Sussmann et al. [38] presented an alternative proof using ideas from control theory. Sautère and Laumond refined the characterization of shortest paths [36]. In the presence of obstacles, Desaulniers proved that a shortest path does not necessarily exist even when paths exist [13]. Finally, much work has been done on computing curvature-constrained paths, in the presence of obstacles, when reversals are allowed; see e.g. [3, 19, 20, 21, 22, 23, 24, 25, 32, 39, 40].

Other more general dynamic constraints have been considered in [3, 11, 12, 14, 26]. In particular, Sussmann [37] extended the characterization of curvature-constrained shortest paths to the 3-dimensional case.

1.2. Our model and results. Let $B$ be a point robot and $P$ a closed convex polygon with $n$ vertices. For simplicity we assume that the edges of $P$ are in general position: no two edges are parallel and no unit-radius circle (in $\mathbb{R}^2$) is tangent to three edges of $P$. We believe that our techniques can be extended to carry through without this general position assumption, although the technical details would be daunting. A configuration $X$ for $B$ is a pair $(\text{loc}(X), \psi(X))$, where $\text{loc}(X)$ is a point in the plane representing the location of the robot and $\psi(X)$ is an angle between 0 and $2\pi$ representing its orientation. When the meaning is clear, we generally write $X$ instead of $\text{loc}(X)$.

The image of a differentiable function $\Pi : [0, t] \rightarrow \mathbb{R}^2$ is called a path. We denote by $\Pi$ both the function and the path it defines. We regard a path $\Pi$ as oriented from $\Pi(0)$ to $\Pi(t)$. We assume a path $\Pi$ is parameterized by its arc length, and we let $||\Pi||$ denote its length. We say that $\Pi$ is a path from a configuration $X$ to another configuration $Y$ if $\Pi(0) = \text{loc}(X)$, $\Pi(t) = \text{loc}(Y)$, and the oriented angles (with respect to the positive $x$-axis) of $\Pi'(0)$ and $\Pi'(t)$ are $\psi(X)$ and $\psi(Y)$, respectively. A path is called moderate if its average curvature is at most 1 in every positive-length interval.\(^1\) This implies that the curvature is defined almost everywhere and that it is at most 1 wherever it is defined. Indeed, the derivative of a moderate path $\Pi$ satisfies a Lipschitz condition, and therefore the derivative is differentiable almost everywhere [30, Theorem 8.19].

Any curve that lies entirely within the closed polygon $P$ is called free. A path is feasible if it is moderate and free. A path $\Pi$ from a configuration $X$ to another configuration $Y$ is optimal if it is feasible and its length is minimum among all feasible paths from $X$ to $Y$ (if a feasible path from $X$ to $Y$ exists, then an optimal such path also exists [18]).

Throughout the paper, we say that we compute an object as a short way of saying that we compute such an object if one exists, and return a flag of non-existence otherwise.

Main results. Let $P$ be an $n$-vertex convex polygon in the plane, and let $I$ and $F$ be two configurations inside $P$.

(i) We give a classification of optimal paths from $I$ to $F$.
(ii) We prove that an optimal path from $I$ to $F$ consists of at most eight maximal segments, each of which is either a line segment or a circular arc of unit radius.
(iii) We give an $O(n^2 \log n)$ time algorithm to determine whether a feasible path from $I$ to $F$ exists. If such a path exists, then the algorithm returns an

\(^1\)The average curvature of a path $\Pi$ in the interval $[s_1, s_2]$ is defined by $||\Pi'(s_1) - \Pi'(s_2)||/(s_2 - s_1)$. 
optimal path from \( I \) to \( F \). If there are only \( k \) edges of \( \mathcal{P} \) at distance at most 6 from both \( I \) and \( F \), then the running time of our algorithm becomes
\[
O(n + k^2 \log n).
\]

Note that Result (ii) above is actually quite surprising. Indeed, it means that the complexity of optimal paths inside a convex polygon is constant and does not depend on the number of edges of the polygon.

Note also that our algorithm for computing optimal paths is significantly faster than the algorithm implicit in the work of Boissonat and Lazard [6] on computing an optimal path amid overlapping moderate obstacles, whose running time would be
\[
O(n^2).
\]

Some of the properties of moderate paths we prove are interesting in their own right. For example, one of these properties identifies a type of narrow region, called a “pocket”, from which a moderate path cannot escape once it enters from outside. The conclusion will highlight this and another of these properties, which require technical definitions from later sections to describe in detail.

Our paper is organized as follows. In Section 2, we present basic definitions, notation, and useful known results. In Section 3, we give a classification of the optimal paths. In Sections 4 and 5, we describe our algorithm. We conclude in Section 6 with a discussion and some open problems.

2. Geometric Preliminaries. Given a configuration \( X \), let \( L_X \) denote the oriented line passing through \( \text{loc}(X) \) with orientation \( \psi(X) \). A configuration \( X \) belongs to an oriented path (or curve) \( \Pi \) if \( \text{loc}(X) \in \Pi \) and \( L_X \) is the oriented tangent line to \( \Pi \) at \( \text{loc}(X) \). Note that a configuration \( X \) belongs to two oriented unit-radius circles.

We will use \( C^+_X \) and \( C^-_X \) to denote the two circles of unit radius, oriented counterclockwise and clockwise, respectively, to which the configuration \( X \) belongs.

If \( X \) and \( Y \) are two points on a simple closed curve \( \gamma \), then \( \gamma^+[X, Y] \) (respectively \( \gamma^-[X, Y] \)) denotes the portion of \( \gamma \) from \( X \) to \( Y \) in the counterclockwise (respectively clockwise) direction, including \( X \) and \( Y \); we will use \( \gamma^+(X, Y), \gamma^-(X, Y) \) to denote portions excluding \( X, Y \). Similarly, for a path \( \Pi \) and two configurations \( X, Y \in \Pi \), we will use \( \Pi[X, Y] \) to denote the portion of \( \Pi \) from \( X \) to \( Y \).

Segments and Dubins paths. Let \( \Pi \) be a feasible path. We call a nonempty subpath of \( \Pi \) a \( C \)-segment (respectively \( S \)-segment) if it is a circular arc of unit radius (respectively line segment) and maximal, i.e., it is not strictly contained in a longer circular arc (respectively line segment) of the path. A segment is either a \( C \)-segment or an \( S \)-segment. A \( C \)-segment on a path \( \Pi \) is called a \( C^+ \)-segment (respectively \( C^- \)-segment) if \( \Pi \) induces a counterclockwise (respectively clockwise) orientation on it. Suppose \( \Pi \) consists of a \( C \)-segment, an \( S \)-segment, and a \( C \)-segment; then we will say that \( \Pi \) is of type \( \text{CSC} \), or \( \text{C}_1 \text{SC}_2 \), or \( \text{C}_1 \text{S}_2 \text{C}_2 \) if for ease of reference we want to number segments in order of their appearance in the sequence; superscripts + and − will be used to specify the orientations of \( C \)-segments of \( \Pi \). Abusing the notation slightly, we often use the same symbol to denote both the type of a segment and the segment itself. Thus we may denote the first \( C \)-segment occurring in some path of type \( \text{C}_1 \text{SC}_2 \) by \( \text{C}_1 \). The above notation can be generalized to an arbitrarily long sequence. Recall that throughout the paper, \( C \)-segments and \( S \)-segments have positive length. Dubins [15] proved the following result.

Lemma 2.1 (Dubins [15]). In an obstacle-free environment, an optimal path between any two configurations is of type \( \text{CCC} \) or \( \text{CSC} \), or a substring thereof.

We will refer to paths of type \( \text{CCC} \) or \( \text{CSC} \) or substrings thereof as Dubins paths. In the presence of obstacles, Jacobs and Canny [18] observed that any subpath of an
optimal path that does not touch any obstacle except at the endpoints is a Dubins path. In particular, they proved the following.

**Lemma 2.2** (Jacobs and Canny [18]). Let \( \Omega \) be a closed polygonal environment, \( I \) an initial configuration, and \( F \) a final configuration. Then an optimal path from \( I \) to \( F \) in \( \Omega \) consists of a sequence \( \Pi_1 \cdots \Pi_k \) of feasible paths, where each \( \Pi_i \) is a Dubins path from a configuration \( X_{i-1} \) to a configuration \( X_i \), such that \( X_0 = I, \ X_k = F \), and, for \( 0 < i < k \), \( \text{loc}(X_i) \in \partial \Omega \).

The above lemma implies that an optimal path in a closed polygonal environment consists of \( C \)- and \( S \)-segments. In the following, we will consider only those paths that are formed by \( C \)- and \( S \)-segments. We will refer to circles and circular arcs of unit radius simply as circles and circular arcs. Notationally we distinguish between a \( C \)-segment and its supporting circle, that is, the circle on which the circular arc lies, by using calligraphy font \( C \) for the latter. While the symbols \( C \) and \( C \) are similar in appearance, it will be clear from the context whether we are referring to a supporting circle (denoted \( C \)) or to a circular arc (denoted \( C \)).

**Terminal and nonterminal segments.** A segment of a feasible path \( \Pi \) is called terminal if it is the first or the last segment of \( \Pi \); otherwise it is called nonterminal. We apply the adjectives terminal and nonterminal to subpaths as well. If the first or last segment in \( \Pi \) is a \( C \)-segment, we will refer to it as a \( C_s \)-segment or a \( C_f \)-segment, respectively. Circles \( C_s^+, C_s^-, C_f^+, \) and \( C_f^- \) are called terminal circles (see Figure 2.3).

The following lemma states some basic known properties of optimal paths; see [1, 15, 18].

**Lemma 2.3.** In an optimal path inside a convex polygon \( \mathcal{P} \),

(i) any nonterminal \( C \)-segment has length greater than \( \pi \),

(ii) any nonterminal \( C \)-segment is tangent to \( \partial \mathcal{P} \) or to a terminal circle in at least one point, and

(iii) no nonterminal subpath has type CCC.

Next we prove a property of a \( CS \)-subpath in an optimal path, which will be useful for our analysis.

**Lemma 2.4.** Let \( \Pi \) be an optimal path that contains a subpath of type \( CS \) where the \( C \)-segment is not terminal. Then the \( C \)-segment is tangent to \( \partial \mathcal{P} \), and the length of \( C \) between its first point and its last point of tangency with \( \partial \mathcal{P} \) is greater than \( \pi \).

**Proof.** Let \( \Pi \) be an optimal path containing a subpath \( \Pi' \) of type \( C_1 C_2 S_3 \) or \( S_1 C_2 S_3 \). See Figure 2.2. Let \( X \) be the common endpoint of the first and second segments of \( \Pi' \), let \( Y \) be the last point of tangency of \( C_2 \) with \( \partial \mathcal{P} \) along \( \Pi \), and let \( X' \) be the point antipodal to \( X \) on \( C_2 \) (\( X' \in C_2 \) because the length of \( C_2 \) is greater than \( \pi \) by Lemma 2.3(i)).

Dubins [15] proved that the perturbations shown in Figure 2.2 (transforming paths \( C_1 C_2 S_3 \) and \( S_1 C_2 S_3 \) into paths of type \( CCCS \) and \( SCCS \) by reducing the length of the first segment by any arbitrarily small value) shorten the paths in an obstacle-
free environment. These shortenings can be done unless an obstacle obstructs the shortcut, i.e., unless \( \partial P \) is tangent to \( C_2 \) after \( X' \) (along \( \Pi \)). Thus if \( ||\Pi[X, Y]|| \leq \pi \), then \( \Pi \) can be shortened in \( P \), which contradicts the optimality of \( \Pi \). □

![Figure 2.2. Length-reducing perturbations.](image)

**Anchored segments.** We define here the notion of anchored segments in a way that is similar to the notion introduced in [1]. A C-segment or circle is called anchored if it has at least two points of tangency with \( \partial P \) and the terminal circles. The terminal circles are not considered anchored. An anchored C-segment is denoted by \( \tilde{C} \). By our general-position assumption on \( P \), there are a finite number of anchored circles. A C-segment with at least one point of tangency with \( \partial P \) is denoted by \( C \).

An anchored C-segment or circle is \( P\tilde{P} \)-anchored if it is tangent to \( \partial P \) at two points, and \( \tilde{P}C \)-anchored if it is tangent to \( \partial P \) at one point and tangent to a terminal circle at another point; see Figure 2.3.

A circular arc is called long if its length is greater than \( \pi \); otherwise it is called short. A \( P\tilde{P} \)-anchored C-segment is called strongly \( P\tilde{P} \)-anchored if it contains the long arc defined by the points of tangency of its supporting circle with \( \partial P \) (see Figure 2.4b). Similarly, a \( \tilde{P}C \)-anchored C-segment is called strongly \( \tilde{P}C \)-anchored if it contains the long arc between a point of tangency of its supporting circle \( C \) with \( \partial P \) and a point of tangency of \( C \) with a terminal circle (see Figure 3.1a).

![Figure 2.3. \( \tilde{P}C \)-anchored (\( C_1 \)) and \( P\tilde{P} \)-anchored (\( C_2 \)) circles.](image)

**Closed moderate paths.** We state here the following results about closed moderate paths.

**Proposition 2.5.** The region bounded by a simple moderate path \( \Pi \) whose initial and final locations coincide (the initial and final orientations may differ) contains at least one disk of unit radius. Moreover, if the initial and final orientations also coincide and if \( \Pi \) is not a circle of unit radius, then the region bounded by \( \Pi \) contains at least two distinct (but possibly overlapping) disks of unit radius.
The second statement in the proposition above was proved by Pestov and Ionin [27] for the restricted class of closed $C^2$ continuous curves (i.e., twice differentiable curves with continuous second derivative) whose curvatures are bounded everywhere. At the time we submitted this paper, Ahn et al. [2] presented a simple generalization of Pestov and Ionin’s result, which yields the first statement of Proposition 2.5; furthermore, it appears straightforward to generalize their proof to obtain the second statement. Rather than carrying out that generalization here, we include in Appendix A the proof we gave in the original version of this paper.

**Pockets.** We introduce here the notion of pockets. Let $C$ be a circle intersecting $\partial P$ at two or more points, and let $X, Y$ be two consecutive\(^2\) intersection points of $\partial P$ with $C$ so that the short arc of $C$ joining $X$ and $Y$ lies inside $P$. If $C^+[X, Y]$ is the short arc and the turning angle\(^3\) of $\partial P^+(X, Y)$ is less than $\pi$, then the closed region bounded by $\partial P^+[X, Y]$ and $C^+[X, Y]$ is called a *pocket* (see Figure 2.4) and is denoted by $\Lambda_C[X, Y]$. Similarly we define the pocket $\Lambda_C[X, Y]$ for the case in which $C^-[X, Y]$ is the shorter arc. We will mostly be interested in pockets for which $C$ is tangent to $\partial P$ at $X$.

![Figure 2.4. Pockets.](image)

We first prove the following simple property of pockets.

**Lemma 2.6.** A pocket cannot contain a unit circle.

**Proof.** Any pocket is contained in an open strip of width 2 (see Figure 2.4c) which does not contain any circle of unit radius. Thus there is no room for a unit circle in a pocket. $\square$

We prove the following lemma, which will be crucial for characterizing the optimal paths containing a strongly anchored $C$-segment.

**Lemma 2.7.** If a feasible path enters the interior of a pocket, then it cannot escape the pocket.

**Proof.** For a contradiction, let $\Pi$ be a feasible path that enters the interior of a pocket $\Lambda_C$ at $X$ and escapes it at $Y$. See Figure 2.5. Let $C$ denote the circle defining the pocket $\Lambda_C$, and let $D$ be the closed disk whose boundary is $C$. If $C$ intersects $C_X^+$ in exactly two points, let them be denoted by $X$ and $X^+$. If $C = C_X^+$, let $X^+$ denote the point on $C$ antipodal to $X$. If the intersection of the two circles consists of exactly one point, denote this point by $X = X^+$. We define $X^-$, $Y^+$, and $Y^-$ similarly. Let $O_X^+, O_X^-$, and $O$ be the centers of the circles $C_X^+$, $C_X^-$, and $C$, respectively.

\(^2\) Since $C$ and $\partial P$ are both convex, two consecutive intersection points of $\partial P$ and $C$ are consecutive on both $\partial P$ and $C$.

\(^3\) The *turning angle* of a convex polygonal chain is $\sum_i(\pi - \theta_i)$, where $\theta_i$ is the interior angle at vertex $i$. 
We first prove that the segments $X^+X^-$ and $Y^+Y^-$ are diameters of $\mathcal{C}$. See Figure 2.5. The quadrilaterals $O_X^+XOX^+$ and $O_X^-XOX^-$ are parallelograms. (These parallelograms flatten to line segments when $\mathcal{C}$ is equal to $\mathcal{C}_X^+$ or $\mathcal{C}_X^-$, but then $X^+X^-$ is a diameter of $\mathcal{C}$ by definition.) Since the two parallelograms share the edge $XO$, and the edges $O_X^+X$ and $XO_X^-$ are collinear, the two parallelograms are congruent. Therefore, $O$ is the middle point of the segment $X^+X^-$. Similarly, $Y^+Y^-$ is also a diameter of $\mathcal{C}$.

Let $\gamma_X$ be the union of the arcs of $\mathcal{C}_X^+$ and $\mathcal{C}_X^-$ in $\mathcal{D}$, i.e., $\gamma_X = (\mathcal{C}_X^+ \cup \mathcal{C}_X^-) \cap \mathcal{D}$, and let $\gamma_Y$ be defined similarly. The set $\gamma_X$ is either equal to $\mathcal{C}$ or consists of two unit radius circular arcs $XX^-$ and $XX^+$; similarly for $\gamma_Y$. The set $\gamma_X$ belongs to $\mathcal{D}$ and segments $X^+X^-$ and $Y^+Y^-$ are diameters of $\mathcal{C}$, thus $\gamma_X$ separates (not necessarily strictly) $Y^+$ and $Y^-$ in $\mathcal{D}$. Since $\gamma_Y$ also belongs to $\mathcal{D}$, $\gamma_X$ and $\gamma_Y$ intersect, by the Jordan curve theorem.

First, note that the region $\Lambda_C \cup \mathcal{D}$ cannot contain any unit radius disk except $\mathcal{D}$, this is because $O$ is the only point in $\Lambda_C \cup \mathcal{D}$ that is distance at least 1 from the boundary of $\Lambda_C \cup \mathcal{D}$.

Second, note that $\Pi$ must be simple. Otherwise, $\Pi$ would contain a simple, moderate subpath $\Pi'$, lying in $\Lambda_C$, with equal initial and final locations. This contradicts Proposition 2.5, since by Lemma 2.6, a pocket cannot contain a unit disk.

Third, locations $X$ and $Y$ cannot be equal. Otherwise, $\Pi$ would be simple, moderate and lying in $\Lambda_C$, with equal initial and final locations. As before, this contradicts Proposition 2.5.

Now we describe how to obtain a path $\Pi'$ that leads to a contradiction. Consider first the case in which $\gamma_X$ and $\gamma_Y$ each consist of two unit radius circular arcs $XX^+$, $XX^-$ and $YY^+$, $YY^-$, respectively. Let $I$ be the intersection point between $\gamma_X$ and $\gamma_Y$ that is closest to $X$ on $\gamma_X$ (see Figure 2.5). This ensures that the circular arcs $IX \subset \gamma_X$ and $YI \subset \gamma_Y$ intersect only at $I$. Let $\Pi'$ be the concatenation of the circular arc $IX \subset \gamma_X$, the path $\Pi$, and the circular arc $YI \subset \gamma_Y$. Path $\Pi'$ is simple because $\Pi$ is simple and the arcs $IX$ and $YI$ only intersect at $I$. Thus $\Pi'$ is simple, moderate and contained in the region $\Lambda_C \cup \mathcal{D}$, which does not contain any unit radius disk except $\mathcal{D}$. Thus, by Proposition 2.5, $\Pi'$ encloses $\mathcal{D}$. It follows that the circular arcs $IX$ and $YI$ defining $\Pi'$ cannot intersect the interior of $\mathcal{D}$. Thus the arcs $IX$ and $YI$ are reduced to a point $I = X = Y$, a contradiction.
Consider now the case in which exactly one of $\gamma_X$, $\gamma_Y$ is equal to $C$. Assume without loss of generality that $\gamma_X = C$ and $\gamma_Y$ consists of two unit radius circular arcs $YY^+$ and $YY^-$. See, for example, Figure 2.6a, b. Since $\gamma_X = C$, circle $C$ is equal to $C_X^+$ or $C_X^-$; assume without loss of generality that $C = C_X^+$. Let $I$ be the point in $\gamma_X \cap \gamma_Y = \{Y^-,Y,Y^+\}$ such that $C^+[I,X]$ has minimum length. It follows that the arc $C^+[I,X]$ intersects the arc $Y \in \gamma_Y$ only at $I$. As before, we define $C'$ as the concatenation of $C^+[I,X]$, $\Pi$ and $YI$, and again $C'$ is simple, moderate and must enclose $D$. It follows that the circular arc $YI$ defining $\Pi'$ cannot intersect the interior of $D$, and thus $I = Y$. Thus path $\Pi'$ is the concatenation of $C^+[I,X]$ and $\Pi$. Path $\Pi$ lies in $\Lambda_C$, and $\Lambda_C \cap D$ is an arc of $C$ of length smaller than $\pi$. Thus, since $\Pi'$ must enclose $D$, the arc $C^+[I,X]$ is the long arc of $C$ joining $I$ and $X$. Since $Y^+Y^-$ is a diameter of $C$, the arc $C^+[I,X]$ strictly contains $Y^+$ or $Y^-$, contradicting the definition of $I$.

The remaining case is when both $\gamma_X$ and $\gamma_Y$ are equal to $C$. Let $\Pi'$ be the concatenation of $\Pi$ and the arc $XY$ of $C$ joining $X$ and $Y$ such that, if possible, $\Pi'$ is moderate everywhere (see, for example, Figure 2.6c), or if not possible, $XY$ is the short arc (see Figure 2.6d). In the first case, $\Pi'$ encloses at least two unit radius disks by Proposition 2.5, contradicting the fact that $\Lambda_C \cup D$ contains $\Pi'$ and only one unit radius disk $D$. In the second case, $\Pi'$ encloses one unit radius disk by Proposition 2.5, and lies in $\Lambda_C$ because the short arc of $C$ joining $X$ and $Y$ lies in $\Lambda_C$. Thus $\Lambda_C$ contains a unit disk, contradicting Lemma 2.6.

![Fig. 2.6. Illustration of the proof of Lemma 2.7.](image)

3. Classification of Optimal Paths. The goal of this section is to prove the first of our main results, namely a detailed characterization of optimal paths in convex polygons. We show that any optimal path is of type $C_TCSCCSCCCF$ or a subsequence of this form. However, not every subsequence of the above sequence can form an optimal path. The following theorem gives a more refined description of optimal path types. Recall that a segment has non-zero length by definition. In the following, we use $\bullet$ to denote a subpath of zero length.

**Theorem 3.1.**

An optimal path $\Pi$ inside $P$ either is a Dubins path or is one of the types listed below. Except in case (B.i), all the C-segments labeled $C$ are strongly anchored.

(A) If $\Pi$ has no nonterminal CC subpath, then $\Pi$ is one of the following types:

(A.i) $\Pi_TSCS\Pi_F$, where $\Pi_T \in \{C_T,\cdot\}$ and $\Pi_F \in \{C_F,\cdot\}$ (see Figure 2.4b), and

(A.ii) $\Pi_TSC\Pi_F$, where $\Pi_T \in \{C_T,\cdot\}$ and $\Pi_F \in \{C_F,C_F,\cdot\}$ (see Figure 3.1a).

(B) If $\Pi$ has a nonterminal CC subpath, then $\Pi$ is one of the following types:

(B.i) $C_TCCC\Pi_F$ or $C_TCCC\Pi_F$. 

By definition, $C_TCCC\Pi_F$ is an optimal path.
(B, ii) $\Pi_I S C \hat{S} C \hat{S} C F$, or $C_I C \hat{S} C \hat{S} \Pi_F$, where $\Pi_I \in \{C_I, \cdot\}$ and $\Pi_F \in \{C_F, \cdot\}$, and
(B, iii) $\Pi_I \hat{C} C \Pi_F$, where $\Pi_I \in \{C_I \hat{C} S, C_I S, C_I, S\}$ and $\Pi_F \in \{S \hat{C} C F, SC_F, C_F, S\}$
(see Figures 3.1b, c).

![Diagram](image)

**Fig. 3.1. Examples of shortest paths.**

**Remark 3.2.** We informally checked by a case analysis on figures that for the polygon and configurations $I$ and $F$ shown in Figure 3.1c, no path of type (A) or (B) is feasible except paths of type $C_I C \hat{S} C \hat{S} C C F$. This leads us to believe that the type $C_I C \hat{S} C \hat{S} C F$, having eight segments, does occur as an optimal path type.

The proof of Theorem 3.1 is based on the following lemmas.

**Lemma 3.3 (Agarwal, Raghavan and Tamaki [1]).** An optimal path has at most one nonterminal CC subpath. Moreover, any nonterminal C-segment that precedes (respectively follows) a $C_I C_2$ subpath is oriented the same way as $C_I$ (respectively $C_2$).

Next we state a lemma whose proof we postpone until Section 3.1.

**Lemma 3.4.** (i) If an optimal path has a subpath of type $SCS$, then the C-segment in that subpath is strongly PP-anchored.
(ii) If an optimal path has a subpath of type $C_I C_2 C_3 S$ (or $SC_3 C_2 C_1$) so that the C-segment $C_2$ does not touch $\partial P$, then $C_3$ is strongly PP-anchored (see Figure 3.5).

We next characterize some optimal paths that contain a strongly anchored C-segment.
Lemma 3.5. (i) If an optimal path $\Pi$ contains a strongly $\mathcal{P}\mathcal{P}$-anchored C-segment $\tilde{C}$, then $\Pi = \Pi_T \mathcal{C} \Pi_F$, where $\Pi_T$ and $\Pi_F$ lie in some pockets defined by $\tilde{C}$.

(ii) If an optimal path $\Pi$ contains a strongly $\mathcal{P}\mathcal{C}$-anchored C-segment $\tilde{C}$ whose supporting circle is not free, then $\Pi$ is of type $C_1 \mathcal{C} \Pi_F$ or $\Pi_T \mathcal{C} \mathcal{C}_F$, where $\Pi_T$ and $\Pi_F$ lie in some pockets defined by $\tilde{C}$.

Proof. In case (i), the segment $\tilde{C}$ is strongly $\mathcal{P}\mathcal{P}$-anchored, so it is tangent to $\partial \mathcal{P}$ at two points. Let $X$ be the first point of tangency encountered along $\tilde{C}$, and let $Y$ be the second point of tangency. See Figure 3.2a. By the general-position assumption, $\tilde{C}$ does not touch $\partial \mathcal{P}$ at any point other than $X$ and $Y$. Without loss of generality, let $\tilde{C}$ be oriented counterclockwise. Let $\tilde{C}$ be its supporting circle and define $X'$ as the first point of intersection between $\tilde{C}$ and $\partial \mathcal{P}$ encountered moving clockwise along $\tilde{C}$ from $X$. Notice that $X'$ belongs to $\tilde{C}^- (X, Y)$ since the intersection between $\tilde{C}$ and $\partial \mathcal{P}$ contains $Y$.

![Figure 3.2](image_url)

**Fig. 3.2. Illustration of the proof of Lemma 3.5. In (a), an optimal path containing a strongly $\mathcal{P}\mathcal{P}$-anchored C-segment must start and end in a pocket.**

Segment $\tilde{C}$ is strongly anchored, so $\| \Pi [X, Y] \| = \| \tilde{C}^- [X, Y] \| > \pi$. Point $X'$ is on the short arc $\tilde{C}^+ [Y, X]$, so $\| \tilde{C}^+ [X', X] \| < \pi$. The turning angle of $\partial \mathcal{P}^+ [X, Y]$ is equal to $\psi(X') - \psi(X)$ (mod $2\pi$) which, in turn, is equal to $\| \Pi [X, Y] \| > \pi$. The total turning angle around $\partial \mathcal{P}$ is $2\pi$, so the turning angle of $\partial \mathcal{P}^+ [X', X] < \pi$. Finally, $\tilde{C}$ is tangent to $\partial \mathcal{P}$ at $X$ so $\tilde{C}^+ [X', X]$ lies inside the polygon. Thus arc $\tilde{C}^+ [X', X]$ forms the pocket $\Lambda_T [X', X]$.

The pocket $\Lambda_T [X', X]$ contains $\Pi_T [X, X']$, and thus $\Pi_T$, by Lemma 2.7. Indeed, otherwise, the path $\Pi_T$ contains $\tilde{C}^+ [X', X]$ and $\partial \mathcal{P}$ is tangent to $\tilde{C}$ at $X'$. This contradicts either the optimality of $\Pi$ (if $X' = Y$), or the fact that $X$ is the first point of tangency between $\tilde{C}$ and $\partial \mathcal{P}$, encountered along $\Pi$ (if $X' \neq Y$).

Similarly, $\Pi_F$ is contained in a pocket $\Lambda_F [Y, Y']$, where $Y'$ is the first point of intersection between $\tilde{C}$ and $\partial \mathcal{P}$ encountered moving counterclockwise along $\tilde{C}$ from $Y$.

For the case (ii), we assume that $\Pi = \Pi_T \mathcal{C} \Pi_F$; the case in which $\Pi = \Pi_T \mathcal{C} \mathcal{C}_F$ is symmetrical. Let $X$ be the first point along $\tilde{C}$ that is tangent to $\partial \mathcal{P}$, and let $Y$ be the last point of $\tilde{C}$. See Figure 3.2b. Then the proof is exactly the same as in (i), once noted that $X'$ always exists on $\tilde{C}^-(X, Y)$ because $\tilde{C}$ is not free by assumption.

Lemma 3.6. Let $\Pi$ be an optimal path that contains a subpath of type $C_1 \mathcal{C}$ or $\mathcal{C} \mathcal{C}_1$, where $\tilde{C}$ is either a strongly $\mathcal{P}\mathcal{P}$-anchored C-segment, or a strongly $\mathcal{P}\mathcal{C}$-anchored C-segment whose supporting circle is not free. Then $C_1$ is terminal.
Proof. We consider the case in which $\Pi$ contains a subpath of type $C_1 \breve{S} \breve{C}$; the case of a subpath of type $\breve{C} \breve{S} C_1$ is symmetrical. Suppose that $C_1$ is not terminal. If $\breve{C}$ is strongly $PP$-anchored or is a strongly $PC$-anchored $C$-segment whose supporting circle is not free, then $\breve{C}$ defines one or more pockets. By Lemma 3.3, $C_1$ belongs to one of the pockets defined by $\breve{C}$, say $\Lambda_\breve{C}$.

We claim that the circle $C_1$ supporting the $C$-segment $C_1$ is not free. Indeed, otherwise, there would exist a feasible path that enters $\Lambda_\breve{C}$ on $C_1$ (since no circle of unit radius is entirely contained in a pocket by Lemma 2.6) and escapes the pocket on $\breve{C}$, contradicting Lemma 2.7.

Since $C_1$ is not terminal, its length is greater than $\pi$, by Lemma 2.3(i). The length of $\breve{C}$ is also greater than $\pi$ because anchored circles are not terminal by definition.

Suppose first that the $C$-segments $C_1$ and $\breve{C}$ have the same orientation along $\Pi$. Since the lengths of $C_1$ and $\breve{C}$ are greater than $\pi$, the convex hull of $C_1$ and $\breve{C}$ contains $C_1$. By convexity of $\mathcal{P}$, the convex hull of $C_1$ and $\breve{C}$, and thus $C_1$, lies inside $\mathcal{P}$, which contradicts the above claim that $C_1$ is not free.

Suppose now that the $C$-segments $C_1$ and $\breve{C}$ have opposite orientation along $\Pi$ (see Figure 3.3). Let $A$ and $B$ be the first and last point of the $S$-segment, respectively, in the subpath $C_1 \breve{S} \breve{C}$. Let $U$ be the last point of tangency along $\Pi$ between $C_1$ and $\partial \mathcal{P}$, and let $U'$ be the point antipodal to $U$ on $C_1$. By Lemma 2.4, $U'$ belongs to $C_1$. Note that the arc on $C_1$ joining $U'$ and $A$ is longer than $\pi$. Let $\ell$ be the line tangent to $C_1$ at $U$; $\ell$ contains an edge of $\mathcal{P}$.

If $\ell$ does not intersect $\breve{C}$, then the line tangent to $C_1$ at $U'$ (which is parallel to $\ell$) intersects the subpath $S \breve{C}$ at a point $Z$ (see Figure 3.3a). It follows that the convex hull of $\Pi[U', Z]$ contains $C_1$. Thus $C_1$ is free, again contradicting the claim that $C_1$ is not free. On the other hand, if $\ell$ intersects $\breve{C}$, then let $V, V' \in \breve{C}$ such that $V V' = U U'$ (see Figure 3.3b). Points $B$ and $V$ lie on opposite sides of $\ell$, and $\mathcal{P}$ lies in one of the half-planes bounded by $\ell$. Since $B \in \Pi \subset \mathcal{P}$, we conclude that $V \notin \mathcal{P}$. Recall that $||\breve{C}|| \geq \pi$; therefore $V' \in \breve{C}$. The point on $\breve{C}$ that is antipodal to the last point of $\breve{C}$ lies on $\Pi[B, V']$. Thus, by Lemma 2.4 applied on the reversed path of $\Pi$, $\breve{C}$ is tangent to $\partial \mathcal{P}$ at a point on $\Pi[B, V']$. Since the line tangent to $\breve{C}$ at $V'$ separates $U'$ and $A$, any line tangent to $\Pi[B, V']$ separates $U'$ and $A$. Thus $U' \notin \mathcal{P}$, which in turn implies that $U' \notin C_1$, thereby contradicting the claim that $U' \in C_1$. \hfill \Box

We now prove Theorem 3.1.

Proof of Theorem 3.1: The proof proceeds by considering how a nonterminal $C$-segment may appear in $\Pi$. If there is no nonterminal $C$-segment in $\Pi$, then $\Pi$ is of type $C_1 SC_P$ or a substring thereof, i.e., $\Pi$ is a Dubins path.
Assume now that there is a nonterminal C-segment in \( \Pi \). Then such a segment belongs to a subpath of \( \Pi \) of type either \( SCS \) or \( CC \). Suppose \( \Pi \) contains a subpath of type \( SCS \). By Lemma 3.4, the C-segment in \( SCS \) must be strongly \( \mathcal{P}_P \)-anchored. Thus, by Lemma 3.6, \( \Pi \) is of type \( C_I SCSF \), or substrings (containing \( SCS \)) thereof. In other words, \( \Pi \) is of type (A.i).

If \( \Pi \) contains a nonterminal C-segment but not a subpath of type \( SCS \), we know it must contain a subpath of type \( CC \). There are two cases to consider, depending on whether the \( CC \) subpath is terminal.

\textbf{Case 1:} \( \Pi \) does not contain any nonterminal subpath of type \( CC \). Thus one of the \( C \)-segments in any \( CC \) subpath must be a terminal segment. Either \( \Pi \) is of type \( C_I C_F \) or \( C_I C_CC_F \), or any nonterminal C-segment of \( \Pi \) is also adjacent to an \( S \)-segment. \( \Pi \) must then be of type \( C_I CSCCF \), or any substring thereof containing \( S \) and a terminal \( CC \). By Lemma 2.4, the nonterminal \( C \)-segments are strongly \( \mathcal{P}_C \)-anchored. All these types of paths are thus either Dubins paths or of type (A.ii).

\textbf{Case 2:} \( \Pi \) contains a nonterminal subpath of type \( CC \). By Lemma 3.3, it is the unique nonterminal \( CC \) subpath in \( \Pi \). Thus \( \Pi \) has the form \( \Pi_I C \Pi_{II} F \), where \( \Pi_I \) and \( \Pi_F \) do not contain a nonterminal subpath of type \( CC \). Thus any nonterminal C-segment in \( \Pi_I \) must be followed by an \( S \)-segment; otherwise \( \Pi_I CC \) will contain a nonterminal \( CCC \) subpath, which contradicts the optimality of \( \Pi \) (Lemma 2.3(iii)). Furthermore, since we have no \( SCS \) subpath in \( \Pi_I \), a nonterminal C segment must be preceded by a \( C \)-segment. This means \( \Pi_I = C_I CS \) or a subsequence of it. The subsequence cannot be empty, for otherwise the middle \( CC \) subpath of \( \Pi \) would in fact be terminal; nor can it be simply \( CC \), as noted above. Thus \( \Pi_I \in \{C_I CS, C_I S, C_I, S\} \). Similarly, \( \Pi_F \in \{SCCF, SCF, CF, S\} \).

If \( \Pi_I = C_I CS \) or \( \Pi_F = SCCF \), then the nonterminal C-segment in \( \Pi_I \) or \( \Pi_F \) is strongly anchored, by Lemma 2.4.

If both \( \Pi_I \) and \( \Pi_F \) contain an \( S \)-segment, then the nonterminal \( CC \) subpath in \( \Pi \) is preceded and followed by an \( S \)-segment. Thus both \( C \)-segments of the nonterminal \( CC \) subpath in \( \Pi \) touch \( \partial \mathcal{P} \). Indeed, otherwise \( \Pi \) contains a subpath of type \( SCC \) or \( CCS \) that does not touch \( \partial \mathcal{P} \), which contradicts Lemma 2.2. Hence if both \( \Pi_I \) and \( \Pi_F \) contain an \( S \), then \( \Pi \) is of type (B.iii).

If neither \( \Pi_I \) nor \( \Pi_F \) contains an \( S \)-segment, then the path is of type \( C_I CCCF \). By Lemma 2.2, one of the nonterminal C-segments must touch \( \partial \mathcal{P} \). This \( C \)-segment is also tangent to a terminal circle and is therefore \( \mathcal{P}_C \)-anchored. Thus the path is of type (B.i). Note that if both nonterminal C-segments touch \( \partial \mathcal{P} \), then the path is of type \( C_I C_CCF \), which can be considered as type (B.i) or (B.iii).

The last case to consider is when exactly one of \( \Pi_I \) or \( \Pi_F \) contains an \( S \)-segment. Say \( \Pi_I = C_I \) and \( \Pi_F \neq C_F \). The path has form \( C_I C_I C_I \Pi_F \), where \( \Pi_F \) starts with an \( S \)-segment. We know that \( C_2 \) must touch \( \partial \mathcal{P} \) by Lemma 2.3(ii). If \( C_1 \) also touches \( \partial \mathcal{P} \), then the path \( \Pi \) is of type (B.iii). Otherwise, if \( C_1 \) does not touch \( \partial \mathcal{P} \), then by Lemma 3.4(ii), \( C_2 \) must be strongly \( \mathcal{P}_P \)-anchored. Lemma 3.6 then restricts the path \( \Pi \) to be of type (B.ii). Similarly, if \( \Pi_I \neq C_I \) and \( \Pi_F = C_F \), the path \( \Pi \) is of type (B.iii) or (B.iii).

\[ Q.E.D. \]

\subsection*{3.1. Proof of Lemma 3.4.}

\textbf{3.1.1. Proof of Lemma 3.4(i).} We prove here Lemma 3.4(i) which states:

\begin{quote}
If an optimal path has a subpath of type \( SCS \), then the \( C \)-segment in that subpath is strongly \( \mathcal{P}_P \)-anchored.
\end{quote}
Consider an optimal path $\Pi = S_1 C_3 S_5$ from configuration $I$ to configuration $F$. We show that the path $\Pi$ can be shortened unless the $C$-segment $C_3$ is strongly $\mathcal{P}$-anchored. Assume without loss of generality that the $C_3$ is oriented counterclockwise, and refer to Figure 3.4.

**First perturbation.** We first apply the perturbation shown in Figure 3.4a, which transforms the path $\Pi = S_1 C_3 S_5$ into a path $\Pi'(\varepsilon_1) = S_1' C_3' S_5'$ by reducing the length of $S_5$ by a small value $\varepsilon_1$ (i.e., $\|S_5\| = \|S_5\| - \varepsilon_1$), such that the new segment $C_3'$ is oriented clockwise and is smaller than $\pi$ (segment $C_3'$ is naturally oriented counterclockwise). For simplicity, in what follows, we denote $\Pi'(\varepsilon_1)$ by $\Pi'$.

**Claim 3.7 (Dubins [15]).** In an obstacle-free environment, path $\Pi'$ is shorter than $\Pi$, for any $\varepsilon_1 > 0$ small enough.

This directly yields that, if the optimal path $S_1 C_3 S_5$ is tangent to $\partial \mathcal{P}$ at the junction between $C_3$ and $S_5$, then the perturbed path $\Pi'$ has shortened in $\mathcal{P}$, unless $C_3$ is strongly $\mathcal{P}$-anchored. By symmetry, we get the same result if the path $\Pi$ is tangent to $\partial \mathcal{P}$ at the junction between $S_1$ and $C_3$. Therefore, we can assume in the following that neither $S_1$ nor $S_5$ is touching $\partial \mathcal{P}$.

**Second perturbation.** We now transform (see Figure 3.4b) the path $\Pi' = S_1' C_3' S_5'$ into a path $\Pi''(\varepsilon_1, \varepsilon_2) = S_1'' C_3'' S_5''$ by reducing the length of $S_5'$ by a small value $\varepsilon_2$ (i.e., $\|S_5'\| = \|S_5'\| - \varepsilon_2$), such that the length of $C_3''$ does not change (i.e., $\|C_3''\| = \|C_3''\|$) and the new segment $C_3''$ is oriented clockwise and is smaller than $\pi$ (segments $C_3''$ and $C_3'''$ are naturally oriented clockwise and counterclockwise respectively). For simplicity, we denote $\Pi''(\varepsilon_1, \varepsilon_2)$ by $\Pi''$.

**Claim 3.8.** In an obstacle-free environment, path $\Pi''$ is shorter than $\Pi'$, for any $\varepsilon_2 > 0$ small enough.

**Proof.** Refer to Figure 3.4b. Let $Y'$ be the first point of $C_3'$ and $Z'$ be the first point on $C_3'$ such that the tangent to $C_3$ at $Z'$ is parallel to the line segment $S_1$. Point $Z'$ exists on $C_3$ because, by construction, $\|C_3\| < \pi$ and $\|C_3''\| > \pi$. Furthermore, $\|C_3''\| = \|C_3'''\|$. We define similarly points $Y''$ and $Z''$ on $C_3'''$. Then it follows from
\[ \|C_2'\| = \|C_2''\| \text{ that } \|C_3'[Y', Z']\| = \|C_3''[Y'', Z'']\| \]. Thus if \(X'\) and \(X''\) denote the first point of the segments \(C_2'\) and \(C_2''\) respectively, we get \(\|II'[X', Z']\| = \|II''[X'', Z'']\|\).

Now let \(I\) be the point defined by \(I Z = I X\) (or \(II = X Z' = Z' Z'\)). Let \(I''\) be the path from \(I\) to \(F\) that is the concatenation of the line segment \(I Z''\) and \(II''[Z'', F]\). Similarly, let \(I''\) be the path from \(I\) to \(F\) that is the concatenation of the line segment \(I Z''\) and \(II''[Z'', F]\). We get, by construction, that \(\|I''\| = \|I''\| - \|II'[X', Z']\|\) and \(\|I''\| = \|I''\| - \|II''[X'', Z'']\|\). Since \(\|II'[X', Z']\| = \|II'[X'', Z'']\| \), \(\|I''\| = \|I''\|\). But we know that \(\Pi''\) is shorter than \(\Pi''\) because \(\Pi''\) is obtained by the Dubins’ length-reducing perturbation, shown in Figure 3.4a, applied on the reversed path of \(\Pi''\) which is of type \(SCS\). Thus \(\Pi''\) is shorter than \(\Pi''\) in an obstacle-free environment, for any \(\varepsilon_2 > 0\) small enough.

**Claim 3.9.** If the C-segment \(C_3\) in the optimal path \(\Pi = S_1 C_3 S_5\) is not strongly \(\mathcal{P}\mathcal{P}\)-anchored, then we can choose \(\varepsilon_1\) and \(\varepsilon_2\) arbitrarily small such that \(\Pi''\) is free in \(\mathcal{P}\).

**Proof.** Let \(\overline{v}\) be the unit vector whose direction is opposite to the direction of \(S_1\), and let \(\overline{u}\) be the unit vector whose direction is the same as the direction of \(S_5\). See Figure 3.4a.

In the two perturbations described above, the lengths of \(C_3\) and \(C_3\) increase. More precisely, the translated copy of \(C_3\) by vector \(\varepsilon_1 \overline{v}\) is part of \(C_3\), and the translated copy of \(C_3\) by vector \(\varepsilon_2 \overline{u}\) is part of \(C_3\). Thus if \(Z''\) and \(T''\) are the translated copies of the endpoints of \(C_3\) by vector \(\varepsilon_1 \overline{v} + \varepsilon_2 \overline{u}\), \(\Pi''\) is the concatenation of \(\Pi''[I, Z'']\), \(\Pi''[Z'', T'']\), and \(\Pi''[T'', F]\), where \(\Pi''[Z'', T'']\) is the translated copy of \(C_3\) by vector \(\varepsilon_1 \overline{v} + \varepsilon_2 \overline{u}\). On the other hand, any arbitrarily small neighborhood around \(S_1\) (respectively \(S_5\)) contains \(\Pi''[I, Z'']\) (respectively \(\Pi''[T'', F]\)), for any \(\varepsilon_1\) and \(\varepsilon_2\) small enough. Thus, since we assumed that neither \(S_1\) nor \(S_5\) touches \(\partial \mathcal{P}\), neither \(\Pi''[I, Z'']\) nor \(\Pi''[T'', F]\) touches \(\partial \mathcal{P}\), for any \(\varepsilon_1\) and \(\varepsilon_2\) small enough. Thus it is sufficient to show that, if \(C_3\) is not strongly \(\mathcal{P}\mathcal{P}\)-anchored, then we can choose \(\varepsilon_1\) and \(\varepsilon_2\) arbitrarily small such that the translated copy of \(C_3\) by vector \(\varepsilon_1 \overline{v} + \varepsilon_2 \overline{u}\) is free.

Let \(A\) be the last point of tangency on \(C_3\) with \(\partial \mathcal{P}\). Let \(\overline{w}\) be the unit vector tangent to \(C_3\) at \(A\) (with direction corresponding to the orientation of \(C_3\)). If \(C_3\) is not strongly \(\mathcal{P}\mathcal{P}\)-anchored, then, for any \(\mu > 0\) small enough, the translated copy of \(C_3\) by vector \(\mu \overline{w}\) is free. On the other hand, for \(\lambda_1\) and \(\lambda_2\) such that \(\overline{w} = \lambda_1 \overline{v} + \lambda_2 \overline{u}\), the \(\lambda_1\) and \(\lambda_2\) are non-negative, because by Lemma 2.4, the distance on \(C_3\) between the first point of \(C_3\) and \(A\) is greater than \(\pi\). Therefore, if \(C_3\) is not strongly \(\mathcal{P}\mathcal{P}\)-anchored, then, for any \(\mu > 0\) small enough, the path \(\Pi''\) defined with \(\varepsilon_1 = \mu \lambda_1\) and \(\varepsilon_2 = \mu \lambda_2\) is free in \(\mathcal{P}\).

By Claims 3.7, 3.8, and 3.9, if the C-segment \(C_3\) in the optimal path \(\Pi = S_1 C_3 S_5\) is not strongly \(\mathcal{P}\mathcal{P}\)-anchored, then we can choose \(\varepsilon_1\) and \(\varepsilon_2\) arbitrarily small so that \(\Pi''\) is free and shorter than \(\Pi\). This concludes the proof of Lemma 3.4(ii).

**3.1.2. Proof of Lemma 3.4(ii).** We prove Lemma 3.4(ii) which states:

If an optimal path has a subpath of type \(C_1 C_2 C_3 S\) (or \(SC_3 C_2 C_1\)) so that the C-segment \(C_2\) does not touch \(\partial \mathcal{P}\), then \(C_2\) is strongly \(\mathcal{P}\mathcal{P}\)-anchored.

Consider an optimal path \(\Pi = C_1 C_2 C_3 S\) from configuration \(I\) to configuration \(F\) so that the C-segment \(C_2\) does not touch \(\partial \mathcal{P}\). We prove that the C-segment \(C_2\) is strongly \(\mathcal{P}\mathcal{P}\)-anchored. Assume without loss of generality that \(C_1\) is oriented counterclockwise. We assume for a contradiction that \(C_3\) is not strongly \(\mathcal{P}\mathcal{P}\)-anchored and show that the path \(\Pi\) can be shortened in \(\mathcal{P}\).
Notation. Let $O_i$, $i = 1, 2, 3$, denote the center of the circle supporting the $C$-segment $C_i$ of $\Pi$. See Figure 3.5(a). Let $X$ denote the point of tangency between the $C$-segments $C_2$ and $C_3$, and let $Y$ denote the antipodal point of $X$ on $C_3$ ($\|C_3\| > \pi$, by Lemma 2.3). Let $Z$ be the point of tangency between the $C$-segment $C_3$ and the $S$-segment. Let $T$ be the last point of tangency with $\partial P$ on the (oriented) circular arc $\Pi[Y, Z]$; such a point exists by Lemma 2.4. Let $T'$ be the antipodal point of $T$ on $C_3$. By definition, the circular arc $\Pi(T, Z)$ does not touch $\partial P$. Furthermore, the circular arc $\Pi[X, T']$ does not touch $\partial P$ because otherwise $C_3$ would be strongly $\mathcal{P}P$-anchored. Let $\vec{U}$ be a unit vector tangent to $\Pi$ at $T$, and let $\vec{V}$ be a unit vector tangent to $\Pi$ at any point on the $S$-segment of $\Pi$. Finally, let $\text{ray}(O_3, \vec{U})$ and $\text{ray}(O_3, \vec{V})$ denote the rays starting at $O_3$ in the directions $\vec{U}$ and $\vec{V}$, respectively.

First perturbation. Consider the perturbation shown as a thick solid path in Figure 3.5b, where $\Pi$ has been perturbed into a path $F(\varepsilon)$ of type $CCCSS$. We define this perturbed path $F(\varepsilon)$ by specifying the position of the center $O_3^F(\varepsilon)$ of the supporting circle of its third circular arc, namely, $O_3^F(\varepsilon) = O_3 + \varepsilon \vec{U}$. The path $F(\varepsilon)$ is well defined for any $\varepsilon$ small enough because the unit circle centered at $O_3^F(\varepsilon)$ intersects the $S$-segment of $\Pi$ (by definition of $\vec{U}$); thus the fourth circular arc of $F(\varepsilon)$ is defined. Also, since the second $C$-segment of $\Pi$ and the arcs $\Pi[X, T']$ and $\Pi(T, Z)$ do not touch $\partial P$, $F(\varepsilon)$ is free for any sufficiently small values of $\varepsilon > 0$.

Second perturbation. To prove that the length of $F(\varepsilon)$ is a decreasing function of $\varepsilon$, we define a path $K_h(k)$ with two perturbation steps. The first step perturbs $\Pi$ to a path $H(h)$, and the second step then perturbs $H(h)$ to a path $K_h(k)$. As we will show later, $\varepsilon, h$, and $k$ can be chosen so that $F(\varepsilon) = K_h(k)$. Furthermore, we will show that $K_h(k)$ is shorter than $\Pi$.

Below, let $O_i^H(h)$, $O_i^F(k)$, $i = 1, 2, 3, 4$, denote the center of the circle supporting the $i$-th $C$-segment of paths $H(h)$ and $K_h(k)$, respectively.

First step. The path $H(h)$ (see Figure 3.6a) is of type $CCCSS$ joining $I$ to $F$ such that $O_1^H(h)$ is identically equal to $O_1$, $O_3^H(h) = O_3 + h\vec{V}$, and the length of the second
circular arc is greater than $\pi$. For any $h$ small enough, $H(h)$ is well defined.

**Fig. 3.6. Length reducing perturbation: the path $H(h)$ is shorter than $\Pi$.**

**Second step.** The path $K_h(k)$ (see Figure 3.7) is defined as follows. For a given $H(h)$ and for a sufficiently small $k > 0$, path $K_h(k)$ is of type $\text{CCCCS}$ from $I$ to $F$ such that $O^k_h(k)$ and $O^k_{H,h}(k)$ are identically equal to $O_1$ and $O^H_{H,h}(h)$, respectively. $O^k_{H,h}(k)$ is at distance $k$ counterclockwise from $O^H_{H,h}(h)$ along the circular arc of radius 2 centered at $O^k_{H,h}(k)$, and the fourth circular arc has length less than $\pi$.

**Fig. 3.7. Dubins’ length reducing perturbation: the path $K_h(k)$ is shorter than $H(h)$.**

**Claim 3.10.** For a given sufficiently small $\varepsilon > 0$, $h$ and $k$ can be chosen such that $F(\varepsilon) = K_h(k)$.

**Proof.** Let $\mathcal{R}$ be the open strip bounded by two lines perpendicular to the line $O_2O_3$ and passing through $O_2$ and $O_3$ respectively (see Figure 3.5a). Since the lengths of the circular arcs $\Pi[X, T]$ and $\Pi[X, Z]$ are greater than $\pi$ by Lemmas 2.4 and 2.3(i), respectively, $\text{ray}(O_3, \bar{U})$ and $\text{ray}(O_3, \bar{V})$ are directed into $\mathcal{R}$. Thus for any sufficiently small $\varepsilon$, $O^k_{H,h}(\varepsilon)$ belongs to $\mathcal{R}$, and the distance between $O^k_{H,h}(\varepsilon)$ and $O_2$ is less than 2. Consequently, it can be shown that $O^k_{H,h}(\varepsilon)$ must lie outside $\mathcal{R}$ on the circle of radius 2 centered at $O_1$. It follows that, for any open neighborhood $\mathcal{N}$ of $O_3$, any choice of $\varepsilon$ sufficiently small ensures that the circle of radius 2 centered at $O^k_{H,h}(\varepsilon)$
intersects \( \text{ray}(O_3, \vec{U}) \) and \( \text{ray}(O_3, \vec{V}) \) in \( \mathcal{N} \) (see Figure 3.5b). Let \( A(\varepsilon) \) denote the intersection of that circle with \( \text{ray}(O_3, \vec{V}) \) in \( \mathcal{N} \); recall that the intersection, in \( \mathcal{N} \), of that circle with \( \text{ray}(O_3, \vec{U}) \) is \( O_2^k(\varepsilon) \). The polar angle of \( \text{ray}(O_3, \vec{V}) \) is bigger than the polar angle of \( \text{ray}(O_3, \vec{U}) \) by an amount smaller than \( \pi \). Thus for \( \varepsilon \) small enough, the counterclockwise oriented arc, denoted \( \text{arc}(A(\varepsilon), O_2^k(\varepsilon)) \), of the circle of radius 2 centered at \( O_2^k(\varepsilon) \) starting at \( A(\varepsilon) \) and ending at \( O_2^k(\varepsilon) \) is also contained in the neighborhood \( \mathcal{N} \); indeed, since \( A(\varepsilon) \) and \( O_2^k(\varepsilon) \) converge to \( O_3 \) when \( \varepsilon \) tends to 0, \( \text{arc}(A(\varepsilon), O_2^k(\varepsilon)) \) also tends to \( O_3 \) when \( \varepsilon \) tends to 0. Therefore, we can choose \( \varepsilon \) such that the line segment \( [O_3, A(\varepsilon)] \) and the circular arc \( \text{arc}(A(\varepsilon), O_2^k(\varepsilon)) \) are arbitrarily small.

Choose \( h \) equal to the length of the line segment \( [O_3, A(\varepsilon)] \) and choose \( k \) equal to the length of the circular arc \( \text{arc}(A(\varepsilon), O_2^k(\varepsilon)) \). Then \( O_2^k(h) = A(\varepsilon) \) and \( O_2^k(k) = O_3(\varepsilon) \), and therefore \( K(k) = F(\varepsilon) \). Moreover, we have shown that we can choose \( \varepsilon \) small enough such that \( h \) and \( k \) are arbitrarily small. \( \square \)

**Claim 3.11.** The length of \( K_h(k) \) is strictly smaller than the length of \( \Pi \), for any \( h \) and \( k \) sufficiently small.

**Proof.** The length of \( K_h(k) \) has been shown by Dubins [15] to be strictly shorter than the length of \( K_0(k) = H(h) \) for any fixed \( h \) and for any small enough \( k > 0 \). Furthermore, the length of \( K_0(k) = H(h) \) has been shown in [7] to be strictly shorter than the length of \( \Pi \). For completeness, we give here the proof. Consider a path of type \( CCCS \) such that the length of the second circular arc is greater than \( \pi \). With the notation of Figure 3.6b, the length of the path is equal to \( L = 2(u_1 + u_2) - \gamma + d - x \), where \( \gamma \) and \( d \) are some constants. Furthermore, we have:

\[
\left\{ \begin{array}{l}
\sin(u_1) + \sin(u_2) = x/2 \\
\cos(u_1) - \cos(u_2) = (y - 1)/2.
\end{array} \right.
\]

By computing the derivative of each equation with respect to \( x \) and solving the system, we obtain the following solution (which is defined, since \( u_1 + u_2 \in (\pi, 2\pi) \) by hypothesis):

\[
\left\{ \begin{array}{l}
\frac{\partial u_1}{\partial x} = \frac{\sin(u_2)}{2 \sin(u_1 + u_2)} \\
\frac{\partial u_2}{\partial x} = -\frac{\sin(u_1)}{2 \sin(u_1 + u_2)}.
\end{array} \right.
\]

Therefore,

\[
\frac{\partial L}{\partial x} = \frac{\sin(u_1) + \sin(u_2)}{\sin(u_1 + u_2)} - 1 = \frac{\cos \left( \frac{u_1 - u_2}{2} \right) - \cos \left( \frac{u_1 + u_2}{2} \right)}{\cos \left( \frac{u_1 + u_2}{2} \right)}.
\]

Since \( u_1 \) and \( u_2 \) are positive and \( u_1 + u_2 \in (\pi, 2\pi) \), \( 0 < \frac{|u_1 - u_2|}{2} < \frac{|u_1 + u_2|}{2} < \pi \) and thus, \( \cos \left( \frac{u_1 - u_2}{2} \right) > \cos \left( \frac{u_1 + u_2}{2} \right) \). Furthermore, \( \cos \left( \frac{u_1 + u_2}{2} \right) < 0 \) since \( u_1 + u_2 \in (\pi, 2\pi) \). Therefore, \( \partial L/\partial x \) is negative, which means that, as long as \( H(h) \) is of type \( CCCS \) with the second circular arc greater than \( \pi \), the length of \( H(h) \) is a decreasing function of \( h \). Hence we have shown that the length of \( K_h(k) \) is smaller than the length of \( \Pi \) for any \( h \) and \( k \) sufficiently small. \( \square \)

To complete the proof of Lemma 3.4(ii), recall that \( F(\varepsilon) \) is free in \( \mathcal{P} \) for any \( \varepsilon \) small enough. By Claims 3.10 and 3.11, there exist arbitrarily small values of \( \varepsilon, h, k \) such that \( F(\varepsilon) = K_h(k) \), where the length of \( K_h(k) \) is strictly less than the length of \( \Pi \). This contradicts the optimality of \( \Pi \) and completes the proof.
4. A Simple Algorithm. Theorem 3.1 can be used to obtain the following simple algorithm for computing an optimal path inside $P$. We enumerate candidate paths of types described in Theorem 3.1. Our candidate set is guaranteed to contain an optimal path, if any exist. For each such path, we check whether it is feasible, and if so, compute its length. Finally, we either return the shortest feasible path, or report that no feasible path exists.

In order to determine whether a path is feasible, we rely on the circle-shooting data structure by Cheng et al. [10] that preprocesses $P$ in $O(n \log n)$ time into a data structure of linear size that makes it possible to determine in $O(\log n)$ time whether a given circular arc of unit radius intersects $\partial P$. This immediately implies the following lemma.

**Lemma 4.1.** $P$ can be preprocessed in $O(n \log n)$ time into a data structure of linear size that enables us to determine in $O(n \log n)$ time whether a given path consisting of $m$ C- and S-segments is feasible.

To bound the running time of this simple algorithm, we must count the number of candidate paths to check. We note that once a path type is given, and the supporting circles for C-segments are known, there are $O(1)$ candidate paths. These are determined by the choices of the orientations for the C-segments. Hence we are interested in the number of possible supporting circles for each path type. Note that there may be $\Omega(n^2)$ $P$-anchored circles (see Lemma 5.3) and $\Omega(n)$ $\mathcal{PC}$-anchored circles.

There are $O(1)$ Dubins path candidates. For paths of type (A.i) and (B.ii), the $P$-anchored circle is chosen, there are $O(1)$ choices for other supporting circles, and hence $O(1)$ candidate paths. Since there are $O(n^2)$ $PP$-anchored circles, there are $O(n^2)$ candidate paths for these two path types.

A path of type (A.ii) may have up to two $\mathcal{PC}$-anchored segments. Once their supporting circles are chosen, there are $O(1)$ path candidates. There are $O(n)$ potential $\mathcal{PC}$-anchored circles. If both anchored segments are present, we have $O(n^2)$ paths to check; otherwise, we have only $O(n)$. Paths of type (B.i) are also determined by a $\mathcal{PC}$-anchored circle; hence there are $O(n)$ of them.

Paths of type (B.iii), i.e., of type $C_1 C_2 C_3 C_4 C_5$, present a special problem. If we know the supporting circles of the $CC$ subpath, the rest of the path is determined by a pair of $\mathcal{PC}$-anchored circles $C_1, C_4$, for which there are $O(n^2)$ possibilities. Unfortunately, there is an infinite family of supporting circles for the $CC$ subpath. The following result by Boissonnat and Lazard [6] allows us to consider only a finite set of $CC$ subpaths.

**Lemma 4.2 (Boissonnat and Lazard [6]).** Given two configurations $X$ and $Y$, and two edges $e, e'$ of $P$, we can compute in $O(1)$ time a finite set of paths from $X$ to $Y$ of type $C_1 SC_2 C_3 SC_4$, where $C_2$ and $C_3$ are tangent to edges $e$ and $e'$, respectively. This set contains all optimal paths from $X$ to $Y$ of type $C_1 SC_2 C_3 SC_4$.

Given a pair of edges $e, e'$ and a pair of $\mathcal{PC}$-anchored circles $C_1, C_4$, tangent to $C_1$ and $C_4$, respectively, we choose $X$ to be the configuration determined by the intersection of $C_1$ and $C_4$, and $Y$ to be the configuration determined by $C_4$ and $C_4$. By the above lemma, we can compute in $O(1)$ time a constant number of candidate paths for this pair of edges and anchored circles. Doing this for all possible pairs of edges $(e, e')$, and pairs of supporting circles $(C_1, C_4)$, we determine $O(n^4)$ path candidates of type (B.iii) in $O(n^4)$ time.

---

4 The computation is performed by solving four algebraic systems of three equations in three indeterminates.
In summary, the simple algorithm examines $O(n^4)$ candidate paths, and for each, spends $O(\log n)$ time checking feasibility, by Lemma 4.1 with $m \leq 8$. Therefore, the overall running time is $O(n^4 \log n)$.

**Proposition 4.3.** Given a convex polygon $P$, an initial configuration $I$, and a final configuration $F$, an optimal path from $I$ to $F$ inside $P$ can be computed in time $O(n^4 \log n)$.

5. **An Efficient Algorithm.** In this section we prove additional properties of optimal paths that significantly reduce the number of candidates to examine. We have already shown that we need to consider only $O(1)$ Dubins paths and $O(n)$ candidates for paths of type (B.i). We will show that it suffices to consider only $O(1)$ candidate paths of type (A.i) and (B.ii), $O(n)$ candidate paths of type (A.ii), and $O(n^2)$ candidate paths of type (B.iii).

5.1. **Computing paths of type (A.i) and (B.ii).** The paths of types (A.i) and (B.ii) contain a strongly $\mathcal{CP}$-anchored $C$-segment $\mathcal{C}$. The circle $\mathcal{C}$ supporting $\mathcal{C}$ defines one or two pockets that contain a point of tangency of $\mathcal{C}$ with $\partial P$ (see Figures 2.4b and 3.2). By Lemma 2.7, we know that $I$ and $F$ must belong to these pockets. The following lemma states that there exist at most two circles with these properties, and that they can be computed efficiently.

**Lemma 5.1.** For a fixed pair of locations $I, F$, there exist at most two circles that can support a strongly $\mathcal{CP}$-anchored $C$-segment appearing in an optimal path from $I$ to $F$, and they can be computed in $O(n)$ time.

**Proof.** Consider a strongly $\mathcal{CP}$-anchored segment that lies in an optimal path. Let $X$ and $Y$ denote its points of tangency with $\partial P$, and let $\mathcal{C}$ denote its supporting circle. Assume without loss of generality that the short arc on $\mathcal{C}$ joining $X$ and $Y$ is $\mathcal{C}^-[X,Y]$ (see Figure 5.1). The proof of the lemma is divided into two cases, which depend on whether or not $\mathcal{C}$ is free.

**Case 1:** $\mathcal{C}$ is free. The center of $\mathcal{C}$ lies at a vertex of the retracted polygon of $P$ (i.e., the set of points $p$ such that the unit circle centered at $p$ lies inside $P$). By computing the retracted polygon of $P$ in linear time, we get (in linear time) the set of the $O(n)$ free $\mathcal{CP}$-anchored circles, which contains $\mathcal{C}$. Each of these circles defines one pocket, and all these pockets are pairwise disjoint (see Figure 5.1). Thus only one of these pockets contains $I$ and $F$; hence, by Lemma 2.7, $\mathcal{C}$ must be the circle defining this pocket. For each of the $O(n)$ free $\mathcal{CP}$-anchored circles, we can easily check, in $O(1)$ time, whether $I$ and $F$ belong to the corresponding pocket. Indeed (see Figure 5.1), $I, F \in P$ belong to the pocket if and only if $I$ and $F$ are outside the circle and in the small wedge defined by the rays emanating from the center of the circle and passing through the points of tangency of the circle with $\partial P$.

**Case 2:** $\mathcal{C}$ is not free. $\mathcal{C}$ defines two pockets, $\mathcal{A}_C[X,X']$ and $\mathcal{A}_C[Y,Y']$ (see Figure 5.2). By Lemma 2.7, one of these circles contains $I$ and the other contains $F$. Thus $I \neq F$ and the line $L_{IF}$ through $I$ and $F$ is defined. Let $A$ and $B$ denote the intersection points of $L_{IF}$ with $\partial P$.

With no loss of generality, suppose $I \in \mathcal{A}_C[X,X']$ and $F \in \mathcal{A}_C[Y,Y']$. The segment $[I, F]$ must pass through $\mathcal{C}$ twice since $I$ and $F$ are in distinct pockets. Thus the ray emanating from $I$ in the direction $\vec{FI}$ cannot intersect $\mathcal{C}$, and therefore leaves $\mathcal{A}_C[X,X']$ through $\partial P^-[X,X']$. Thus $A \in \partial P^+[X,X']$. A similar argument shows $B \in \partial P^+[Y,Y']$. Hence, $X', Y' \not\in \partial P^+[A,B]$ and $X, Y \in \partial P^+[A,B]$.

The chain $\partial P^+[A,B]$ does not properly intersect $\mathcal{C}$. Indeed (see Figure 5.2), it properly intersects neither the long arc $\mathcal{C}^+[X,Y]$, by assumption, nor the small arc...
$C \cap [X, Y]$ because the first intersection between $C \cap [X, Y]$ (respectively $C \cap [Y, X]$) and $\partial P$ is $X'$ (respectively $Y'$), which does not belong to $\partial P^+[A, B]$. It then follows from $X, Y \in \partial P^+[A, B]$ that the circle $C$ is a free anchored circle in the polygon $P'$ obtained by extending the two edges of $\partial P^+[A, B]$ that end at $A, B$ (see Figure 5.2). Moreover, the pocket defined by $C$ in $P'$ contains the two pockets $\Lambda_C[X, X']$ and $\Lambda_C[Y, Y']$, and thus contains $I$ and $F$. As before, at most one free anchored circle in $P'$ defines a pocket containing $I$ and $F$, and given $P'$, it can be computed in $O(n)$ time.

Note finally that polygon $P'$ can be determined in $O(n)$ time. This is because $I$ and $F$ determine the points $A$ and $B$, and the turning angle of $\partial P^+[A, B]$ is bigger than $\pi$. Thus, independent of any assumption about the orientation of the short arc on $C$ joining $X$ and $Y$, determining whether $P'$ is the polygon obtained by extending the two edges (ending at $A, B$) of $\partial P^+[A, B]$ or of $\partial P^-[A, B]$ can be done simply by checking which of the turning angles of $\partial P^+[A, B]$ and $\partial P^-[A, B]$ is bigger than $\pi$.

Hence we have proved that for a fixed pair of locations $I$ and $F$, there exist at most two $P^P$-anchored circles (one free and the other non-free) that can appear in an optimal path from $I$ to $F$, and they can be computed in $O(n)$ time.

By the above lemma, we can compute, in $O(n)$ time, a set of $O(1)$ candidate paths of types (A.i) and (B.ii). The candidate paths may be checked for feasibility in $O(\log n)$ time. Therefore:
Lemma 5.2. An optimal path of type (A.i) or (B.ii) can be computed in \( O(n) \) time.

The following proposition shows that Lemma 5.1 is essential for establishing the linear running time given in Lemma 5.2; indeed, an algorithm that checked all candidate strongly \( \mathbb{P} \mathbb{P} \)-anchored circles to produce candidate paths would have running time \( \Omega(n^2) \).

Proposition 5.3. There exist convex \( n \)-polygons that have \( \Omega(n^2) \) strongly \( \mathbb{P} \mathbb{P} \)-anchored circles.

Proof. Let \( n \geq 8 \) be a multiple of 4, and let \( 0 < \epsilon < \tan(\pi/n) \) be a real parameter.

Let \( \mathcal{P} \) be an \( n \)-regular polygon centered at the origin with in-radius \( (1 + \epsilon) \), i.e., the distance from the origin to each side of \( \mathcal{P} \) is \( (1 + \epsilon) \). We assume that one of the edges, say \( s_0 \), of \( \mathcal{P} \) is parallel to the \( x \)-axis and lies below the \( x \)-axis; see Figure 5.3. The coordinates of the right endpoint of \( s_0 \) are \((a, 0)\), where \( a = (1 + \epsilon) \tan(\pi/n) \). Let the edges of \( \mathcal{P} \) in the counterclockwise sense be \( s_0, s_1, s_2, \ldots, s_{n-1} \).

The retracted polygon of \( \mathcal{P} \) (i.e., the set of points \( p \) such that the unit circle centered at \( p \) lies inside \( \mathcal{P} \)) is an \( n \)-regular polygon with radius \( \epsilon \). Denote its sides by \( t_0, t_1, \ldots, t_{n-1} \), where \( t_i \) is the retraction of \( s_i \), for \( 0 \leq i < n \). For \( i = 1, \ldots, n/4 \), denote by \( p_i = (x_i, -\epsilon) \) the intersection point of the lines supporting \( t_i \) and \( t_0 \), and by \( C_i \) the unit circle centered at \( p_i \). It is easily seen that \( 0 < x_1 < \cdots < x_{n/4} < \epsilon \).

Fig. 5.3. The circles \( C_i \) centered at \( p_i, i = 1, 2, 3 = \frac{n}{4} \), are strongly \( \mathbb{P} \mathbb{P} \)-anchored: they are tangent to \( s_0 \) and \( s_i \), and their long arcs are free.

Since the \( x \)-coordinate of the point at which \( C_i \) touches the line supporting \( s_0 \) is \( x_i \) and \( x_i < \epsilon < \tan(\pi/n) < a \), \( C_i \) is tangent to \( s_0 \), for any \( 1 \leq i \leq n/4 \). A symmetric argument shows that \( C_i \) is tangent to \( s_i \).

Therefore, we can assign \( n/4 \) \( \mathbb{P} \mathbb{P} \)-anchored circles to every side of \( \mathcal{P} \), and the
number of \( \mathcal{P} \)-anchored circles of \( \mathcal{P} \) is \( \Omega(n^2) \). It remains to show that these \( \mathcal{P} \)-anchored circles are strongly \( \mathcal{P} \)-anchored.

As can be seen from Figure 5.3, the point \( p_i \) is a vertex of the polygon defined by the two lines through \( t_0 \) and \( t_i \) and the edges \( e_{i+1}, \ldots, e_{i-1} \). Thus \( p_i \) is in the retracted polygon of the polygon formed by the two lines through \( s_0 \) and \( s_i \) and the edges \( e_{i+1}, \ldots, e_{i-1} \). Therefore, \( C_i \) does not properly intersect any of \( s_{i+1}, \ldots, s_{i-1} \), and its long arc is free, so \( C_i \) is indeed a strongly \( \mathcal{P} \)-anchored circle. \( \square \)

5.2. A monotonicity property of CCSC paths. Subpaths of type CCSC occur in both (A.iii) and (B.iii) path types. In this subsection, we ignore the polygon \( \mathcal{P} \) and study paths from \( X \) to \( Y \) of type \( C_1 C_2 S C_3 \), with specified orientations on \( C_1 \) and \( C_3 \); the orientation of \( C_1 \) fixes the orientation of \( C_2 \), namely if \( C_1 \) is oriented clockwise (respectively counterclockwise), then \( C_2 \) is oriented counterclockwise (respectively clockwise).

The positions of circles \( C_1 \) and \( C_3 \), supporting \( C_1 \) and \( C_3 \), respectively, are considered fixed while the position of circle \( C_2 \) is determined by \( M \), its point of tangency with \( C_1 \). The orientations of these three circles are fixed by the orientations of the corresponding \( C \)-segments. The \( S \)-segment is determined by the appropriate tangent line, given the orientations on \( C_2 \) and \( C_3 \). This tangent, if it exists, is unique.

For each \( M \in C_1 \), there is at most one path, denoted \( \Pi(M) \), from \( X \) to \( Y \) of type \( C_1 C_2 S C_3 \) with the specified orientations on the \( C_1 \)- and \( C_3 \)-segments. We are interested in how the path length \( ||\Pi(M)|| \) changes as \( M \) moves along \( C_1 \), in the same direction as the segment \( C_1 \).

For certain positions of \( M \), one or more of the segments of \( \Pi(M) \) may vanish. For example, when \( M = X \), the length of the first segment \( C_1 \) changes discontinuously from \( 2\pi \) to \( 0 \). At such points the path length may change discontinuously, so these positions of \( M \) are called singular points of \( \Pi(M) \).

Lemma 5.4: Given two configurations \( X \) and \( Y \), the paths \( \Pi(M) \) of type \( C_1 C_2 S C_3 \) from \( X \) to \( Y \) with specified orientations on the \( C_1 \)- and \( C_3 \)-segments admit at most six singular points, and their locations can be computed in \( O(1) \) time.

Proof. We enumerate the possibilities for a segment to vanish in the paths \( \Pi(M) \). Figure 5.4 illustrates the six singular points in a path of type \( C_1^+ C_2^- S C_3^+ \).

Segment \( C_1 \) vanishes if and only if \( M = X \), so \( X \) is the only singular point such that \( C_1 \) vanishes.

Segment \( C_2 \) vanishes if and only if the path type degenerates to \( C_1 S C_3 \). Then the point \( M \) on \( C_1 \) is also on the \( S \)-segment. Since there is at most one \( S \)-segment tangent to \( C_1 \) and \( C_3 \) that respects their specified orientations, there is at most one singular point \( M_1 \in C_1 \) such that \( C_2 \) vanishes.

Segment \( S \) vanishes if and only if the path type degenerates to either \( C_1 C_2 C_3 \) if \( C_2 \) and \( C_3 \) have opposite orientations, or \( C_1 C_2 \) otherwise. Thus there are at most two singular points \( M_2, M_3 \in C_1 \) (common point of \( C_1 \) and \( C_2 \)) such that \( S \) vanishes.

Segment \( C_3 \) vanishes if and only if the path type degenerates to \( C_1 C_2 S \). This means that \( L_Y \), the line passing through the configuration \( Y \), is tangent to \( C_2 \). There are at most two circles \( C_2 \) tangent to \( C_1 \) and \( L_Y \) that respect the orientations of \( C_1 \) and \( L_Y \). Thus there are at most two singular points \( M_4, M_5 \) such that \( C_3 \) vanishes.

In total, there are no more than six singular points, and they can clearly be computed in \( O(1) \) time. \( \square \)

We next state the monotonicity property of the paths \( \Pi(M) \).

Lemma 5.5: \( ||\Pi(M)|| \) strictly increases as \( M \) moves along the oriented circle \( C_1 \) between singular points, except when \( C_1 \) and \( C_3 \) are identical with the same orientation,
in which case $|| \Pi(M) ||$ is constant as $M$ moves between singular points.

Proof. There are four possible orientation assignments for the circles: $C^+_1 C^-_2 SC^+_3$, $C^+_1 C^-_2 SC^-_3$, $C^-_1 C^+_2 SC^-_3$, and $C^-_1 C^-_2 SC^+_3$. We prove the claim for the first two cases; the other two cases can be proved using a symmetric argument.

Consider a path $\Pi(M)$. Let $\alpha_1 = ||C^+_1[X, M]||$ be the length of the first $C$-segment. Since there is a one-to-one mapping between $\alpha_1$ and $M$, we can parameterize $\Pi$ by $\alpha_1$. Let $\alpha_2 = \alpha_2(\alpha_1)$, $\alpha_3 = \alpha_3(\alpha_1)$ be the length of the second and third $C$-segments of $\Pi(\alpha_1)$, and let $2s = 2s(\alpha_1)$ be the length of the $S$-segment of $\Pi(\alpha_1)$. Let $O_i$ be the center of the circle $C_i$ supporting $C_i$, $i = 1, 2, 3$. Although $O_1$ and $O_3$ are fixed, $O_2$ depends on $\alpha_1$. By definition

$$L(\alpha_1) = ||\Pi(\alpha_1)|| = \alpha_1 + \alpha_2 + 2s + \alpha_3. \quad (5.1)$$

As $M$ moves continuously on $C_1$, the length of every segment in path $\Pi(M)$ changes continuously, except at singular points and at points for which $\Pi(M)$ is not defined (i.e., when $C_2$ and $C_3$ have opposite orientation and properly intersect). It follows that the segment lengths are piecewise differentiable functions of $\alpha_1$, and that $L$ is a piecewise differentiable function of $\alpha_1$ on the intervals of $[0, 2\pi]$ where the path $\Pi(\alpha_1)$ is defined. For a function $f(\alpha_1)$, we will use $f'(\alpha_1)$ to denote $\partial f/ \partial \alpha_1$. Then

$$L'(\alpha_1) = 1 + \alpha_2' + 2s' + \alpha_3'. \quad (5.2)$$

We call a value of $\alpha_1$ singular if the corresponding point $M$ on $C_1$ is singular. The lemma can now be restated as follows: In the open intervals between singular
points, \( L' > 0 \) almost everywhere (i.e., at all but a finite number of points) except when \( O_1 = O_2 \) and \( \Pi(M) \) is of type \( C_1^+ C_7^- SC_3^- \) in which case \( L' = 0 \) everywhere. The proof is divided into two cases depending on whether \( O_1 \) and \( O_3 \) are equal.

![Diagram](image)

**Fig. 5.5.** Path \( \Pi(M) \) of type (a) \( C_1^+ C_7^- SC_3^- \), and (b) \( C_1^+ C_7^- SC_3^- \).

**Case 1:** \( O_1 \) is distinct from \( O_3 \). Consider the triangle \( \Delta O_1 O_2 O_3 \). See Figure 5.5. We have \( \|O_1 O_2\| = 2 \); let \( d = \|O_1 O_3\| \) and let \( 2t = \|O_2 O_3\| \). We also define two (counterclockwise) oriented angles \( \alpha = \angle O_3 O_1 O_2 \) and \( \beta = \angle O_1 O_2 O_3 \). Both angles depend on \( \alpha_1 \). Since \( C_1 \) is oriented counterclockwise, \( \alpha_1 - \alpha \) is a constant, and therefore \( \alpha' = 1 \).

In view of the above discussion, it is sufficient to prove that \( L'(\alpha_1) > 0 \) for any nonsingular value of \( \alpha_1 \) such that the path \( \Pi(\alpha_1) \) is defined and \( \alpha \neq 0 \mod \pi \); indeed there are only a finite number of values \( \alpha_1 \) such that \( \alpha \equiv 0 \mod \pi \). Since \( \alpha_1 \) is not singular, we can assume in the following that \( t \neq 0 \).

By applying the cosine law to \( \Delta O_1 O_2 O_3 \), we obtain
\[
4t'^2 = 4a^2 - 4c_1 \cos \alpha.
\]

By differentiating the above equality and noting that \( \alpha' = 1 \), we get \( 2tt' = d \sin \alpha \).

Applying the sine law to \( \Delta O_1 O_2 O_3 \) gives \( 2t \sin \beta = d \sin \alpha \), because \( \alpha \) and \( \beta \) have the same sign, by definition (see Figure 5.5). It follows that
\[
t' = \sin \beta. \tag{5.3}
\]

We first consider the case when \( \Pi(M) \) is of type \( C_1^+ C_7^- SC_3^- \). Recall that \( \psi(X) \) is the polar angle of the tangent vector for configuration \( X \). This angle is constant for all configurations along an \( S \)-segment. On the other hand, the angle increases by \( \delta \) after traversing a \( C^+ \)-segment of length \( \delta \), and decreases by the same amount upon traversing a \( C^- \)-segment of the same length. We therefore have the following
\[
\psi(Y) \equiv \psi(X) + \alpha_1 - \alpha_2 - \alpha_3 \mod 2\pi. \tag{5.4}
\]

Since \( X \) and \( Y \) are fixed, we have \( 1 - \alpha'_2 - \alpha'_3 = 0 \) or \( \alpha'_2 + \alpha'_3 = 1 \). Substituting this into (5.2) gives
\[
L' = 2 + 2s'.
\]

The \( S \)-segment is a translate of the segment \( O_2 O_3 \) (see Figure 5.5b). Thus \( s = t \), and hence \( s' = t' = \sin \beta \), by (5.3). Thus \( L' = 2 + 2\sin \beta \). Since \( \Pi(M) \) is of type \( C^+ C^- SC^- \),
\[
\beta + \pi/2 + \alpha_2 \equiv 0 \mod 2\pi
\]
(see Figure 5.5b); indeed, \( \beta = \angle O_1O_2O_3 \), \( \pi/2 = \angle O_3O_2P \), and \( \alpha_2 = \angle P O_2O_1 \). Thus \( \beta \equiv 3\pi/2 \pmod{2\pi} \) if and only if \( \alpha_2 \equiv 0 \pmod{2\pi} \), which only occurs at a singular point (by definition of singular points). Therefore \( L'(\alpha_1) > 0 \) for any nonsingular value of \( \alpha_1 \) for which the path \( \Pi(\alpha_1) \) is defined.

We now turn to the case in which \( \Pi(M) \) is of type \( C_1^+ C_2^- S C_3^+ \). Then (5.4) is replaced by

\[
\psi(Y) \equiv \psi(X) + \alpha_1 - \alpha_2 + \alpha_3 \pmod{2\pi},
\]

so \( \alpha_3' = \alpha_2' - 1 \). Substituting this into (5.2) gives

\[
L' = 2(s' + \alpha_2').
\]

In order to find an expression for \( \alpha'_2 \), it is convenient to define the oriented angle \( \gamma = \angle O_3O_2P \), where \( P \) is the common point between the segments \( C_2 \) and \( S \) (see Figure 5.5a). Recall that \( \alpha_2 = \angle P O_2O_1 \) and \( \beta = \angle O_1O_2O_3 \). Thus \( \gamma + \alpha_2 + \beta \equiv 0 \pmod{2\pi} \), which implies \( \gamma' + \alpha'_2 + \beta' = 0 \) and

\[
L' = 2(s' - \gamma' - \beta'). \tag{5.5}
\]

We now find expressions for \( s' - \gamma' \) and \( \beta' \).

With \( P \) and \( Q \) denoting, respectively, the first and last points of the \( S \)-segment, it is easy to see that the segments \( O_2O_3, PQ, O_2P, \) and \( O_3Q \) form two congruent right triangles (see Figure 5.5a). Thus we have \( s^2 + 1 = t^2 \), whence \( s s' = t t' = t \sin \beta \), using (5.3). Further, \( \tan \gamma = s \), so \( \gamma' = s' \cos^2 \gamma \). Combining the two results,

\[
s' - \gamma' = s' \sin^2 \gamma = s' \left( \frac{\alpha}{t} \right)^2 = \frac{s}{t} \sin \beta. \tag{5.6}
\]

The final derivative needed is \( \beta' \), which again follows from the cosine law applied to triangle \( \triangle O_1O_2O_3 \) (see Figure 5.5a):

\[
d^2 = 4 + 4t^2 - 8t \cos \beta.
\]

After a differentiation and rearrangement, this yields \( t t' \sin \beta = t' (\cos \beta - t) \). Substituting for \( t' \) using (5.3) and noting that \( \alpha \not\equiv 0 \pmod{\pi} \) implies \( \sin \beta \not\equiv 0 \), we obtain

\[
\beta' = \frac{1}{t} (\cos \beta - t). \tag{5.7}
\]

Combining (5.5), (5.6) and (5.7) yields

\[
L' = \frac{2}{t} (s \sin \beta + t - \cos \beta).
\]

\( \Pi(\alpha_1) \) is defined only when \( C_2 \) and \( C_3 \) do not properly intersect. Thus \( t \geq 1 \) wherever \( L \) is defined, thereby implying that \( (t - \cos \beta) \geq 0 \) and that

\[
L' \leq 0 \iff t - \cos \beta \leq -s \sin \beta
\]

\[
\Rightarrow t^2 - 2t \cos \beta + \cos^2 \beta \leq s^2 \sin^2 \beta = (t^2 - 1) \sin^2 \beta
\]

\[
\Rightarrow t^2 \cos^2 \beta - 2t \cos \beta + 1 \leq 0
\]

\[
\Rightarrow (t \cos \beta - 1)^2 \leq 0
\]

\[
\Rightarrow \cos \beta = \frac{2}{2t}.
\]
Hence \( L' \leq 0 \) only if \( \angle O_3 O_1 O_2 = \alpha \equiv \pi/2 \) (mod \( \pi \)) (see Figure 5.5a). Therefore, \( L' > 0 \) almost everywhere it is defined.

**Case 2:** \( O_1 \) and \( O_3 \) are equal. When \( \Pi(M) \) is of type \( C_1^+ C^- C_3^- \) (see Figure 5.6a), \( \alpha_2 = 3\pi/2 \) and \( s = 2 \); thus \( L' = 1 + \alpha_2' \). Equation (5.4) still holds, and thus \( \alpha_2' = 1 \). Therefore, \( L' = 2 > 0 \) everywhere it is defined.

When \( \Pi(M) \) is of type \( C_1^+ C_2^- SC_3^+ \) (see Figure 5.6b), the circles \( C_1 \) and \( C_3 \) coincide and have the same orientation. Thus both segments \( C_2 \) and \( S \) vanish, \( \Pi(M) \) degenerates to a \( C \)-segment, and consequently \( L' = 0 \) everywhere except when \( M = X \) or \( Y \), where \( L \) is not differentiable. \( \square \)

![Fig. 5.6. When \( O_1 = O_3 \): (a) \( \Pi(M) \) is of type \( C_1^+ C_2^- SC_3^- \); (b) \( \Pi(M) \) of type \( C_1^+ C_2^- SC_3^+ \) degenerates to a single \( C \)-segment, for any \( M \in C_1 \).](image)

#### 5.3. Computing type (A.ii) paths

As mentioned in Section 4, we can compute in \( O(n \log n) \) time the feasible candidates of type (A.ii) paths with at most one \( \mathcal{P} \)-anchored segment. If the path is of type \( C_F \tilde{C} \tilde{C} \tilde{C} \tilde{C}_F \), a naive analysis gives \( O(n^2) \) candidates to check. Using Lemma 5.5, we reduce the number of candidates to \( O(n) \) and compute them in \( O(n \log n) \) time, as follows.

Fix the orientations of the terminal \( C \)-segments, and let \( \mathcal{C}_F \) and \( \mathcal{C}_C \) denote the circles supporting \( C_F \) and \( C_C \), respectively. Let us assume that \( \mathcal{C}_F \) is oriented counterclockwise. Let \( \mathcal{K}_F \) be the sequence of \( \mathcal{P} \)-anchored circles that touch \( C_F \) and that are free, sorted by their points of tangency with \( C_F \). The set \( \mathcal{K}_F \) is defined analogously for \( \mathcal{P} \)-anchored circles tangent to \( C_C \). The sets \( \mathcal{K}_F \) and \( \mathcal{K}_C \) can be computed in \( O(n \log n) \) time, and they have \( O(n) \) elements.

By Lemma 3.6, the circles \( \tilde{C}_1 \) and \( \tilde{C}_2 \) supporting the \( \tilde{C} \)-segments in an optimal path \( \Pi \) of type \( C_F \tilde{C}_1 \tilde{C}_2 \tilde{C}_F \) are free (otherwise, \( \tilde{C}_1 \) or \( \tilde{C}_2 \) would be a terminal \( C \)-segment). Therefore, the \( \tilde{C}_1 \)-segment of \( \Pi \) lies on a circle of \( \mathcal{K}_F \), and the \( \tilde{C}_2 \)-segment lies on a circle of \( \mathcal{K}_C \). Suppose \( C_2 \in \mathcal{K}_F \) supports the \( \tilde{C}_2 \)-segment of \( \Pi \). This fixes the terminal configuration of the subpath \( C_F \tilde{C}_1 \tilde{C}_2 \). By Lemma 5.4, there are at most six singular points, say, \( \Sigma_0 = I, \ldots, \Sigma_5 \), on \( \tilde{C}_1 \) with respect to \( C_2 \), sorted in the counterclockwise sense.

For \( 0 \leq i \leq 5 \), let \( \mathcal{K}_F(i) \subseteq \mathcal{K}_F \) be the contiguous subsequence of circles that touch \( C_F \) at a point in the arc \( \mathcal{C}_F[\Sigma_i, \Sigma_{i+1}] \). By Lemma 5.5, only the first circle of \( \mathcal{K}_F(i) \) is a candidate for \( \mathcal{C}_F \). Hence at most six circles in \( \mathcal{K}_F \) are candidates for \( \mathcal{C}_F \). For each \( 0 \leq i \leq 5 \), by performing a binary search on \( \mathcal{K}_F \), we can find, in \( O(\log n) \) time, the first circle of \( \mathcal{K}_F \) whose point of tangency with \( C_F \) lies after \( \Sigma_i \) in the counterclockwise sense. Obviously, this is the first circle of \( \mathcal{K}_F(i) \). We can therefore compute in \( O(\log n) \) time at most six candidate paths for a fixed \( C_2 \in \mathcal{K}_F \). By examining each \( C_2 \in \mathcal{K}_F \) in turn, we compute \( O(n) \) candidate paths in \( O(n \log n) \) time. We repeat a similar procedure for all possible orientations of \( \mathcal{C}_F \) and \( \mathcal{C}_C \). We can therefore conclude the following.

**Lemma 5.6.** An optimal path of type (A.ii) can be computed in \( O(n \log n) \) time.
5.4. Computing type (B.iii) paths. Let \( \Pi \) be an optimal path of the form \( \Pi F \Pi C \Pi F \), i.e., of type (B.iii). Suppose we know the edges \( e, e' \) that are tangent to \( C_2 \) and \( C_3 \), respectively.

If \( \Pi \) does not contain any \( \tilde{C} \)-segment in \( \Pi F \) or \( \Pi F \), then \( \Pi \) is of type \( C_{\tilde{F}} \tilde{C}_2 \tilde{C}_3 \tilde{C} F \).

We can compute \( \Pi \) in \( O(\log n) \) time using Lemmas 4.1 and 4.2.

Next consider the case in which \( \Pi F \) and \( \Pi F \) each contains a \( \tilde{C} \)-segment, i.e., \( \Pi \) is of type \( C_{\tilde{F}} \tilde{C}_2 \tilde{C}_3 \tilde{C} \tilde{C}_F \). We show that, given \( e, e' \), we can compute, in \( O(\log n) \) time, a set of \( O(1) \) candidate circles that contains the \( \tilde{C} \)-segments of \( \Pi \). Given this set, we can compute in \( O(\log n) \) time the shortest feasible path of the above type, using Lemmas 4.1 and 4.2. Thus by considering all \( \Theta(n^2) \) pairs of edges of \( P \), we can compute in \( O(n^2 \log n) \) time a set of \( O(n^2) \) candidate paths for this case. However, we will see later (in Lemma 5.15) that it suffices to consider fewer pairs of edges of \( P \) in some cases.

5.4.1. Properties of paths. We first establish some simple properties of an optimal path \( \Pi \) of type \( C_{\tilde{F}} \tilde{C}_2 \tilde{C}_3 \tilde{C}_F \). Assume without loss of generality that \( C_2 \) and \( C_3 \) are oriented clockwise and counterclockwise, respectively. By Lemma 3.3, the \( \tilde{C}_1 \)-segment is oriented clockwise, and the \( \tilde{C}_4 \)-segment is oriented counterclockwise, i.e., \( \Pi \) is of type \( C_{\tilde{F}} \tilde{C}_1 \tilde{C}_2 \tilde{C}_3 \tilde{C}_4 \tilde{C} F \).

Let \( \tilde{C}_1, \tilde{C}_2, \tilde{C}_3, \) and \( \tilde{C}_4 \) denote the circles supporting the \( \tilde{C} \)-segments \( \tilde{C}_1, \tilde{C}_2, \tilde{C}_3, \) and \( \tilde{C}_4 \), respectively.

**Lemma 5.7.** If an optimal path is of type \( C_{\tilde{F}} \tilde{C}_1 \tilde{C}_2 \tilde{C}_3 \tilde{C}_4 \tilde{C} F \), then the circles \( \tilde{C}_1, \tilde{C}_2, \tilde{C}_3, \) and \( \tilde{C}_4 \) are free.

**Proof.** Lemma 3.6 directly yields that \( \tilde{C}_1 \) and \( \tilde{C}_4 \) are free. Suppose now for a contradiction that \( \tilde{C}_3 \) is not free. As before, we assume that the orientations are such that \( \Pi = C_{\tilde{F}} \tilde{C}_1 \tilde{C}_2 \tilde{C}_3 \tilde{C}_4 \tilde{C} F \). Let \( T \) be the point of tangency between \( C_2 \) and \( C_3 \). Moving along \( C_3 \), let \( X \) be the last point of tangency between \( C_3 \) and \( \partial P \) (see Figure 5.7). Starting at \( X \) and moving along \( C_3 \), let \( Y \) be the first proper intersection point between \( C_3 \) and \( \partial P \).

By Lemma 2.4, the length of \( C_3 \) between \( T \) and \( X \) is greater than \( \pi \), i.e., \( ||C_3^+ [T, Y]|| > \pi \). It follows that \( \tilde{C}_3, \tilde{C}_4 \) and \( \tilde{Y} \) define a pocket \( \Lambda_{\tilde{C}_3} [X, Y] \) (see Figure 5.7). By Lemma 2.7, this pocket contains \( \Pi [X, F] \) and therefore contains the \( C \)-segment \( \tilde{C}_4 \). But the pocket does not contain the circle \( \tilde{C}_4 \), by Lemma 2.6. The path \( \tilde{C}_3 \tilde{C}_4 \) enters the pocket at \( X \), and since \( \tilde{C}_4 \) is free, it is possible to escape the pocket by extending segment \( \tilde{C}_4 \). This contradicts Lemma 2.7, establishing that \( \tilde{C}_3 \) is free. A symmetric argument shows that circle \( \tilde{C}_2 \) is free. \( \square \)

![Fig. 5.7. Illustration of the proof of Lemma 5.7.](image)

We now introduce the following simple definitions. Given a circle \( C \), a point \( M \in C \) is called free on \( C \) if and only if the circle tangent to \( C \) at \( M \) is free. Given a circle \( C \) and a point \( X \in C \), a point \( M \in C \) is called the first free point after \( X \) along \( C^+ \) if and only if \( M \) is free on \( C \) and no point on the arc \( C^+ [X, M] \) is free. In
Figure 5.8, $M^*$ is the first free point after $M_L$ along $C_I^+$. Note that $M$ and $X$ might coincide. The circle tangent to $\mathcal{C}$ at the first free point after $X$ is called the first free circle after $X$ along $C_I^+$.

We now show that, given $I$, $F$, $e$, and $e'$, we can compute in $O(\log n)$ time a set of $O(1)$ candidate circles that contain the $\tilde{e}$-segments of any optimal path from $I$ to $F$ of type $C_I^+ \tilde{e}_1 \mathcal{C}_2^- \mathcal{C}_2^+ \tilde{e}_3^+ \mathcal{C}_F^+$. Such a circle $\mathcal{C}'$ exists, by Lemma 5.7, if the optimal path from $I$ to $F$ is of type $C_I^+ \mathcal{C}_2^- \mathcal{C}_2^+ \tilde{e}_3^+ \mathcal{C}_F^+$. For simplicity, we define $\mathcal{C}''$ in the local frame where the line $L$ through $e$ is horizontal and below $\mathcal{P}$. If the distance between $L$ and $\mathcal{C}_I^+$ is greater than 2, then $\mathcal{C}''$ is not defined. Otherwise, there exist two circles that are above $L$ and tangent to both $\mathcal{C}_I^+$ and $L$. Let $\mathcal{C}_L$ be the leftmost of these two circles, and let $M_L$ be its point of tangency with $\mathcal{C}_I^+$. Let $\mathcal{C}''$ be the first free circle after $M_L$ along $\mathcal{C}_I^+$. Note that $\mathcal{C}'$ depends only on $I$ and $\mathcal{P}$ and that $\mathcal{C}''$ depends only on $I$, $e$, and $\mathcal{P}$.

5.4.2. Computing $\tilde{e}_1$. We identify two circles $\mathcal{C}'$ and $\mathcal{C}''$ that are the candidate circles for $\tilde{e}_1$. See Figure 5.8. $\mathcal{C}'$ is the first free circle after $I$ along $\mathcal{C}_I^+$. $\mathcal{C}''$ can be computed in $O(\log n)$ time.

**Lemma 5.8.** After preprocessing $\mathcal{P}$ in $O(n \log n)$ time, for a given edge $e$, $\mathcal{C}'$ and $\mathcal{C}''$ can be computed in $O(\log n)$ time.

**Proof.** Let $\Gamma$ be the circle of radius 2 concentric with $\mathcal{C}_I^+$ (see Figure 5.9). Let $\mathcal{R}$ be the retracted polygon of $\mathcal{P}$ with respect to a unit circle, i.e., $\mathcal{R}$ is the set of points $p$ such that the unit circle centered at $p$ lies inside $\mathcal{P}$; $\mathcal{R}$ is a convex polygonal region with at most $n$ edges, and it can be computed in linear time. We preprocess $\mathcal{R}$ in $O(n \log n)$ time using the algorithm by Cheng et al. [10], so that given a unit-radius circle $\mathcal{C}$ and a point $M \in \mathcal{C}$, we can compute in $O(\log n)$ time the first intersection point of $\mathcal{C}$ and $\mathcal{R}$ as we walk along $\mathcal{C}$ in the clockwise (or counterclockwise) sense.

Let $I_F$ (respectively $M_F$) be the intersection point between $\Gamma$ and the ray emanating from the center of $\mathcal{C}_I^+$ and going through $I$ (respectively $M_L$), and let $O'$ be the first intersection point between $\Gamma$ and $\mathcal{R}$ starting at $I_F$ and moving along $\Gamma_i$. Note that $O' = I_F$ if $I_F$ lies inside $\mathcal{R}$. The center of $\mathcal{C}'$ is $O'$. Indeed, by definition of $\mathcal{R}$, the circle centered at $O'$ is free, and any circle (of unit radius) centered at a point on $\Gamma^+ [I_F, O']$ is not free. Since $\mathcal{C}'$ does not depend on the edge $e$, we can compute it in $O(n)$ time in the preprocessing stage once and for all. The center of $\mathcal{C}''$ is the first intersection point between $\Gamma$ and $\mathcal{R}$ starting at $M_F$ and moving along $\Gamma_i$, and it can be computed in $O(\log n)$ time. \qed
We now state a key lemma, which we prove in the following section.

**Lemma 5.9.** If \( \Pi \) is an optimal path of type \( C_1^+ \bar{C}_1^-SC_2^-C_3^+SC_4^+C_F^- \), then \( \bar{C}_1 \) is supported by \( C' \) or \( C'' \).

**5.4.3. Proof of Lemma 5.9.** Let \( T \) be the configuration on \( \Pi \) at the common point between \( C_2 \) and \( C_3 \). See Figure 5.10. As before (in Section 5.2), any choice of a point \( M \in C_1^+ \) defines one path \( \Pi(M) \) of the form \( C_1^+ C_1^- SC_2^+ C_3^+ SC_4^+ C_F^- \), which begins at \( I \) and ends at \( T \), and where \( C_1^+ \) and \( C_1^- \) are tangent at \( M \). Since the \( C \)-segments \( C_1^- \) and \( C_2^+ \) have the same orientation, the path \( \Pi(M) \) always exists, though it might not be free. Let \( M^* \in C_1^+ \) be the point such that \( \Pi(M^*) \) is a subpath of the optimal path \( \Pi \). It follows that \( \Pi(M^*) \) is an optimal path from \( I \) to \( T \). We will show that \( M^* \) is the first free point after \( I \) or \( M_L \).

We consider different cases based on which of the singular points exist on \( C_1^+ \). See Figure 5.11. We first introduce some notation in order to distinguish different singular points. Let \( M_1 \in C_1^+ \) be the point such that the \( C \)-segment \( C_1^- \) in \( \Pi(M) \) vanishes (i.e., \( \Pi(M) \) is of type \( C_1^+ SC_2^-C_3^+SC_4^-C_F^- \)); \( M_1 \) is only defined when \( C_1^+ \) and \( C_2^- \) do not properly intersect. Assume for simplicity that \( T \) is the lowest point of \( C_2^- \), and let \( L_0 \) be the horizontal half-line lying to the right of \( T \). Let \( \bar{C}_1 \) and \( \bar{C}_1' \) be the two circles (if they exist) tangent to \( C_1^+ \) with center on the horizontal line through the center of \( C_2^- \), and let \( M_2 \) and \( M_2' \) be their respective common points with \( C_T \); assume without loss of generality that \( M_2 \) is left of \( M_2' \). The point \( M_2 \) (respectively \( M_2' \)) is a singular point of \( \Pi(M) \) (at which \( C_2^- \) vanishes) if and only if \( \bar{C}_1 \) (respectively \( \bar{C}_1' \))
touches $L_0$. Otherwise, the $C_2$-segment of $\Pi(M_2)$ (respectively $\Pi(M_2')$) has length $\pi$ (see Figure 5.11b).

**Fig. 5.11.** Singular points of $\Pi(M)$. In (a): $\{I, M_1, M_2, M_2'\}$. In (b): $\{I, M_1\}$. In (c): $\{I, M_2'\}$.

Since $C_1$- and $C_2$-segments of $\Pi(M)$ have the same orientation, the $S$-segment vanishes if and only if the path type $C_I^+ C_I^- SC_I^-$ degenerates to $C_I^+ C_I^-$. Thus if the $S$-segment vanishes, the $C_1$- or $C_2$-segment also vanishes. Therefore, in view of the discussion in Section 5.2, only the following points can be singular points:

- $I$, ($C_I^+$ vanishes).
- $M_1$, if $C_I$ and $C_2$ do not properly intersect ($C_I^-$ vanishes),
- $M_2$, if $\tilde{C}_1$ exists and touches $L_0$ ($C_2^-$ vanishes), and
- $M_2'$, if $\tilde{C}_1'$ exists and touches $L_0$ ($C_2'^-$ vanishes).

There are three cases to consider, depending on the relative positions of $\tilde{C}_1$ and $\tilde{C}_2$.

(i) The distance between $C_I$ and the line supporting $L_0$ is at most 2, and $C_2$ lies to the left of $\tilde{C}_1$, i.e., both $\tilde{C}_1$ and $\tilde{C}_1'$ touch $L_0$; see Figure 5.11a. In this case $\tilde{C}_2$ does not intersect $C_I$, and therefore $M_1$ also exists. The singular points are thus $\{I, M_1, M_2, M_2'\}$.

(ii) Either the distance between $C_I$ and the line supporting $L_0$ is greater than 2, or neither $\tilde{C}_1$ nor $\tilde{C}_1'$ touches $L_0$; see Figure 5.11b. In both cases, $\tilde{C}_1$ and $\tilde{C}_2$ do not intersect, so $M_1$ exists. The singular points are therefore $\{I, M_1\}$.

(iii) The distance between $C_I$ and the line supporting $L_0$ is at most 2 and $\tilde{C}_2$ lies between $\tilde{C}_1$ and $\tilde{C}_1'$. In this case, $\tilde{C}_1$ does not touch $L_0$, and $\tilde{C}_I$ intersects $\tilde{C}_2$, so the singular points are $\{I, M_2'\}$; see Figure 5.11c.

Before proving for each case that $M^*$ is the first free point along $C_I^+$ after $I$ or $M_L$, we state a few claims, which we will need for the proof.

**Claim 5.10.** $M^*$ is not a singular point of $\Pi(M)$.

**Proof.** If $M^*$ is a singular point, the type of $\Pi(M^*)$ degenerates, contradicting that $\Pi$ is of type $C_I^+ \tilde{C}_I^- S \tilde{C}_I^- C_I^+ \tilde{C}_I^- C_I^-$. □

**Claim 5.11.** $M^*$ is the first free point along $C_I^+$ after a singular point of $\Pi(M)$.

**Proof.** By Lemma 5.7, $M^*$ is free on $C_I^+$. If there exists $M' \neq M^*$ free on $C_I^+$ such that $C_I^+(M', M^*)$ does not contain any singular point, then the path $\Pi(M')$ exists because $C_I^-$ and $C_I^-$ have the same orientation. $\Pi(M')$ is free because the first $C_I^-$-segment of $\Pi(M')$ is part of the feasible path $\Pi(M^*)$, the circle $C_I^-$ is free by definition of $M'$, and the circle $C_I^-$ is free by Lemma 5.7. Finally, $\|\Pi(M')\| < \|\Pi(M^*)\|$ by the monotonicity property (Lemma 5.5), which contradicts the optimality of $\Pi(M^*)$. □

**Claim 5.12.** If $M_2$ and $M_2'$ are defined (but not necessarily singular points), then

(i) the length function $\|\Pi(M)\|$ increases at $M = M_2$, and
(ii) $M^* \in C_I^+(M_2, M_2')$.

**Proof.** If $M_2$ is a singular point, then by Lemma 5.5, $\|\Pi(M)\|$ increases at $M_2$. If $M_2$ is a singular point, then $\|\Pi(M)\|$ jumps by $2\pi$ at $M_2$ (see Figure 5.11a).
As for (ii), the length of the last C-segment $C_2$ of $\Pi(M)$ is greater than $\pi$ if and only if the center of $C_1$ lies below the center of $C_2$ (see Figure 5.11), that is $M \in C_j^+(M_2, M'_2)$. Since $C_2$ is a nonterminating C-segment of the optimal path $\Pi$, $|C_2| > \pi$, and therefore $M^* \in C_j^+(M_2, M'_2)$. □

**Claim 5.13.** If $M_1$ exists, then the circular arc $C_j^+[M_1, M^*]$ contains $I$ or $M'_2$. If $I \not\in C_j^+[M_1, M^*]$, then $M'_2$ is a singular point.

**Proof.** If $I \not\in C_j^+[M_1, M^*]$, then $\Pi(M_1)$ is free because the first C-segment $C_j^+[I, M_1]$ of $\Pi(M_1)$ is part of $\Pi(M^*)$ and $C_j^+$ is free by Lemma 5.7. Thus $\Pi(M_1, M^*)$ contains a singular point, because otherwise $||\Pi(M_1)|| < ||\Pi(M^*)||$ by the monotonicity property (Lemma 5.5) and Claim 5.10, and thus $\Pi(M^*)$ is not optimal, a contradiction. If $M'_2$ also does not lie in $C_j^+[M_1, M^*]$, then $M'_2$ is a singular point and lies on this arc. By Claim 5.12, $||\Pi(M_1)|| < ||\Pi(M_2)|| < ||\Pi(M^*)||$, a contradiction. Hence either $I$ or $M'_2$ lies on $C_j^+[M_1, M^*]$, and $M'_2$ is a singular point if $I$ does not lie in this arc. □

We now prove for each of the three cases stated above that $M^*$ is the first free point after $I$ or $M_L$.

![Fig. 5.12. Some positions of the singular points \( \{I, M_1, M_2, M'_2\} \) in (a) and (b), \( \{I, M_1\} \) in (c), and \( \{I, M'_2\} \) in (d).](image)

**Case (i)** The singular points are $\{I, M_1, M_2, M'_2\}$. Since $C_2$ lies to the left of $C_1$, one can easily show that $M_1 \in C_j^+[M'_2, M_2]$ (see Figure 5.11a). Refer now to Figures 5.12a and b. By Claim 5.12, $M^* \in C_j^+(M_2, M'_2)$. It follows that $C_j^+[I, M^*]$ does not contain $M'_2$ and thus contains $I$ (by Claim 5.13). Thus $C_j^+[I, M^*]$ does not contain any singular point except possibly $M_2$. If $M_2 \not\in C_j^+[I, M^*]$ (Figure 5.12a), then $M^*$ is the first free point after $I$ because, by Claim 5.11, $M^*$ is the first free point after a singular point. Even if $M_2 \in C_j^+[I, M^*]$ (Figure 5.12b), $M^*$ is the first free point after $I$. Indeed, if the first free point after $I$ along $C_j^+$ is $M'_2 \in C_j^+[I, M_2]$, then $\Pi(M'_2)$ is free because the first arc $C_j^+[I, M'_2]$ of $\Pi(M'_2)$ is part of $\Pi$ and the second and third C-segments of $\Pi(M'_2)$ are free by definition of $M'_2$ and by Lemma 5.7, respectively. Moreover, by Lemma 5.5 and Claim 5.12, $||\Pi(M'_2)|| < ||\Pi(M_2)|| < ||\Pi(M^*)||$, a contradiction.

**Case (ii)** The singular points are $\{I, M_1\}$. See Figure 5.12c. Since $M'_2$ is not a singular point, by Claim 5.13, $I \in C_j^+[M_1, M^*]$. Consequently, $C_j^+[I, M^*]$ does not contain any singular point. Therefore, by Claim 5.11, $M^*$ is the first free point after $I$.

**Case (iii)** The singular points are $\{I, M'_2\}$. As before, if $C_j^+[I, M^*]$ does not contain any singular point, $M^*$ is the first free point after $I$. We thus consider the case in which $M'_2 \not\in C_j^+[I, M^*]$ (see Figure 5.12d). Since $M_2$ and $M'_2$ exist, by Claim 5.12, $M^* \in C_j^+(M_2, M'_2)$. It thus follows that $M^*$ is the first free point after $M'_2$ (by Claims 5.11 and 5.12). Thus in order to show that $M^*$ is the first free point after $M_L$, it is sufficient to prove that $M_L \in C_j^+[M'_2, M_2]$. 


which is equivalent to proving that the length of the last $C$-segment $C_2$ of $\Pi(M_L)$ is at most $\pi$. This can be shown as follows.

We assume for simplicity that the edge $e$ (tangent to the $C$-segment $C_2^2$) is horizontal and below $P$ (see Figure 5.10); to be consistent, we no longer assume that $T$ is the lowest point of $C_2^2$. By Lemma 2.4, the arc length of $C_2$ in $\Pi$ from its point of tangency with the edge $e$ to $T$ must be at least $\pi$. In other words, $T$ must be in the right half of $\mathcal{L}$. On the other hand, by definition of $M_L$, $C_L$ is the leftmost circle of all the unit circles tangent to $L$ from above that intersect $C_T$. Since $C_2$ is tangent to $L$ from above and properly intersects $C_T$ (because $M_1$ is not defined in this case), the top point of $C_L$ is left of the top point of $C_2$. Thus, since $T$ is on the right half of $\mathcal{L}$, the arc length of $C_2$ in $\Pi(M_L)$ is less than $\pi$ (see Figure 5.10).

5.4.4. Computing the overall path. By Lemmas 5.8 and 5.9, we can compute, in $O(\log n)$ time, two candidates for the circle supporting segment $\mathcal{C}_1$. We can similarly compute two candidates for the circle supporting segment $\mathcal{C}_4$. By Lemma 4.2, this gives us $O(1)$ candidate paths, for which we may check the feasibility in $O(\log n)$ time. Hence, given two edges $e$ and $e'$ of $P$, we can compute in $O(\log n)$ time an optimal path of type $C_1 \mathcal{C}_1 S \mathcal{C}_2 \mathcal{C}_3 S \mathcal{C}_4 C_T$, where $C_2$ and $C_3$ are tangent to $e$ and $e'$, respectively.

If the optimal path is of type (B.iii) with only one $\mathcal{C}$-segment in $\Pi_I$ or $\Pi_F$, we get similar results. For example, if an optimal path is of type $C_I \mathcal{C}_1 S \mathcal{C}_2 \mathcal{C}_3 S \mathcal{C}_F$, then $\mathcal{C}_1$ and $\mathcal{C}_2$ are free, and $\mathcal{C}_1$ is supported by $\mathcal{C}'$ or $\mathcal{C}''$ as defined above. Thus we obtain the following lemma.

**Lemma 5.14.** Let $e, e'$ be edges of $P$. In $O(\log n)$ time, we can compute an optimal path of type $\Pi_I C_2 \mathcal{C}_3 \Pi_F$, where $\Pi_I \in \{C_I \mathcal{C}_1 S \mathcal{C}_2 \mathcal{C}_3, \mathcal{C}_F, S\}$, $\Pi_F \in \{S \mathcal{C}_F, S \mathcal{C}_F, C_F, S\}$ and where $C_2$ and $C_3$ are tangent to $e$ and $e'$, respectively.

5.4.5. Finding candidate pairs of edges. Now we describe how to find a suitable set of pairs of edges $E$ such that if an optimal path from $I$ to $F$ is of type (B.iii) (i.e., $\Pi_I \mathcal{C}_2 \mathcal{C}_3 \Pi_F$), then the pair of edges $(e, e')$ tangent to $C_2$ and $C_3$ is in the set $E$.

Agarwal et al. [1] showed that if an optimal path from $I$ to $F$ is of type $\Pi_I \mathcal{C}_2 \mathcal{C}_3 \Pi_F$ such that $\mathcal{C}_2$ and $\mathcal{C}_3$ are nonterminal, then $\mathcal{C}_I$ intersects $\mathcal{C}_3$ (the circle supporting $\mathcal{C}_3$), and $\mathcal{C}_F$ intersects $\mathcal{C}_2$ (the circle supporting $\mathcal{C}_2$). Thus the center of $\mathcal{C}_3$, which is at most distance 1 from the boundary of the polygon, is at most distance 3 from $I$. Since the centers of $\mathcal{C}_2$ and $\mathcal{C}_3$ are distance 2 apart, they are each at distance less than 5 from $I$. Thus edges $e$ and $e'$ are at distance less than 6 from $I$. By symmetry, they are also at distance less than 6 from $F$. Therefore, we can consider $E$ to be the set of pairs of edges of $P$ that are at distance less than 6 from both $I$ and $F$. Let $k$ denote the number of edges of $P$ at distance less than 6 from both $I$ and $F$. Then $|E| = k^2$, and $E$ can be computed in $O(k^2)$ time. Lemma 5.14 then gives:

**Lemma 5.15.** An optimal path of type (B.iii) can be computed in $O(k^2 \log n)$ time.

Putting everything together, we obtain the following.

**Theorem 5.16.** Given a convex polygon $P$, an initial configuration $I$, and a final configuration $F$, an optimal path from $I$ to $F$ inside $P$ can be computed in time $O((n + k^2) \log n)$, where $k$ is the number of edges of $P$ at distance less than 6 from both $I$ and $F$.

**Proof.** We have shown in Section 4 and in Lemmas 5.2, 5.6 and 5.15 that the Dubins paths and the optimal paths of type (A.ii), (A.iii), (B.ii), and (B.iii) can be com-
put in $O(n \log n)$ time, while paths of type (B.iii) can be computed in $O(k^2 \log n)$ time. Choosing the shortest among all those paths yields an optimal path.

6. Conclusion. For an obstacle-free environment, Dubins' classification of optimal path types yields a constant time algorithm for computing optimal paths [15]. On the other hand, in the presence of general polygonal obstacles, the optimal path planning problem is NP-hard [29]. In this paper, we have studied a very simple environment, the inside of a convex polygon. We have given a classification of optimal path types and an $O(n^2 \log n)$ algorithm for optimal path planning. We have found that, surprisingly, the number of straight or circular segments composing optimal paths is bounded by a constant, independent of the number $n$ of sides of the convex polygon.

The running time of the algorithm and the constant bound on the number of segments in an optimal path lead us to speculate that other simple environments may also be amenable to polynomial time algorithmic solution. However, we caution that although the environment we have considered is simple, our algorithm results from considerable technical analysis.

Our techniques and results may provide useful tools for further study of these problems. In particular, we call attention to two properties of moderate paths that we believe are interesting and possibly useful in their own right:

(i) A feasible path entering the interior of a pocket can never escape the pocket (Lemma 2.7).

(ii) The length of a path of type $CCSC$ from $X$ to $Y$ is a piecewise strictly increasing function of the length of the first $C$-segment (Lemma 5.5).

Note that Property (ii) holds regardless of the environment.

The theory of curvature-constrained path planning is relatively unexplored, so many problems remain. We mention some specific open problems arising from our work, and then conclude with a more general one.

First, we ask whether our classification of optimal path types inside a convex polygon is tight; that is, does each possible type of optimal path given in our classification actually arise for some $P$, $I$, and $F$? We believe that the answer is yes although we have no formal proof of this (see Remark 3.2 for details). Also, we ask whether there is a polygon $P$ in which all types arise.

Next, in our optimal path planning algorithm, the most time consuming part lies in the computation of the optimal paths of type (B.iii) (see Theorem 3.1). Indeed, if we eliminate type (B.iii) from consideration, the complexity of our algorithm drops to $O(n \log n)$. Furthermore, paths of type (B.iii) are rather complex and thus may be difficult to track by a mobile robot. This situation suggests two lines of investigation. First, the paths of type (B.iii) should be studied thoroughly in order to understand when they can be optimal inside a convex polygon (or amid moderate obstacles [1, 6]). We believe that optimal paths can be of type (B.iii) only if the polygon is “small”.

In other words, it is possible that optimal paths of type (B.iii) only arise as artifacts of tightly constricted environments (see Figure 3.1c). For example, we know (see Theorem 5.16) that if the terminal configurations are distance greater than 6 from the boundary of the polygon, then an optimal path cannot be of type (B.iii). A second approach to handling paths of type (B.iii) is to simply drop them from consideration. In that case, we ask whether we can preprocess the scene such that, for any query of terminal configurations, we can compute a shortest path among the remaining types in sub-linear time.

To conclude with a general problem for future research, we ask for the specification
of a realistic notion of feasibility that rejects hard-to-follow paths, such as paths of type (B.iii), while admitting fast computation of optimal feasible paths.
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Appendix A. Closed Moderate Paths.
The purpose of this section is to prove Proposition 2.5, which states:

A simple moderate path $\Pi$ such that the initial and final locations coincide (the initial and final configurations may differ) bounds a region that contains at least one disk of unit radius. Moreover, if the initial and final configurations coincide and if $\Pi$ is not a circle of unit radius, then the region bounded by $\Pi$ contains at least two distinct disks of unit radius.

Proof. We prove these results using some properties of the skeletons. Note that this is an original approach in the field of nonholonomic motion planning. We first recall a definition of skeletons for which several variants are considered in the literature; different terms in use include medial-axis, central set, and cut-locus. We use here the formulation using maximal disks [35].

Skeletons. Let $\mathcal{R}$ be an open set of $\mathbb{R}^2$ bounded by a simple closed curve. A maximal disk is an open disk (of positive radius) included in $\mathcal{R}$, but not included in any other disk contained in $\mathcal{R}$. The skeleton of $\mathcal{R}$, denoted $S(\mathcal{R})$, is the locus of the centers of all the maximal disks. For any $x \in \mathcal{R}$, let $\rho(x)$ denote the intersection between the closure of the maximal disk centered at $x$ and the boundary of $\mathcal{R}$:

$$\rho(x) = \{ y \in \partial \mathcal{R} \mid \|xy\| = \min_{z \in \partial \mathcal{R}} \|xz\| \}. $$

Now let $I = F$ denote the initial and final location on the path $\Pi$, and let $\mathcal{R}$ be the open region bounded by $\Pi$. Assume that $\mathcal{R}$ is not a disk of radius at least 1, as otherwise, the result is obvious.

The underlying idea of the proof is the following. The closure of skeleton $S(\mathcal{R})$ has at least two distinct endpoints (i.e., nodes of degree 1 of the graph) $x$ and $x'$; indeed, $S(\mathcal{R})$ does not contain any cycle since $\Pi$ is simple. One of these endpoints, say $x$, is necessarily distinct from the terminal location $I$ of $\Pi$. The point $x$ cannot lie on $\Pi$ because $\Pi$ is $C^1$ continuous everywhere except (possibly) at $I \neq x$, therefore $x \in \mathcal{R}$. Since $x$ is an endpoint of the skeleton, $\rho(x)$ is connected (i.e., $\rho(x)$ is a point or a circular arc). It follows that the maximal disk at $x$ is osculating $^5$ $\Pi$ at a point $P \neq I$, and its radius is at least 1. If the initial and final orientations of $\Pi$ are also equal, $x$ and $x'$ are both centers of maximal disks osculating $\Pi$ and thus their radii are greater or equal to 1.

Formally, we directly show, using a result by Calabi and Riley [9], the following result.

Claim A1. There exists a maximal disk in $\mathcal{R}$ such that the contact points between its boundary and $\Pi$ are connected.

Proof. Let $D$ be any maximal disk in $\mathcal{R}$ and $x$ be its center, and suppose for a contradiction that $\rho(x)$ is not connected. See Figure A1. Then there exist four points $y_1 \neq y_2, y'_1 \neq y'_2$ in $\partial D \cap \Pi$ such that the circular arcs $\partial D^+[y_1, y_2]$ and $\partial D^+[y'_1, y'_2]$ do not strictly contain any point of $\rho(x)$.

$^5$Two curves are osculating at a point $P$ if and only if they are tangent at $P$ and have the same signed curvature at $P$. Here $\Pi$ is $C^1$ continuous, and piecewise $C^2$ continuous, everywhere except possibly at $I$. If $\Pi$ is $C^1$ but not $C^2$ at $P$, we say that a disk is osculating $\Pi$ at $P$ if and only if they are tangent at $P$; the signed curvature of the disk is equal to the signed curvature (at $P$) of one of the two portions ($C^1$) of $\Pi$ ending at $P$, and the other portion does not properly intersect the disk in a neighborhood of $P$. 
One of the two arcs $\Pi^+[y_1, y_2]$ and $\Pi^+[y'_1, y'_2]$ is $C^1$ continuous because these two arcs do not overlap and $\Pi$ is $C^1$ continuous everywhere except possibly at $I = F$. Say, without loss of generality, that $\Pi^+[y_1, y_2]$ is $C^1$ continuous, and denote by $R'$ the open region bounded by $\Pi^+[y_1, y_2] \cup [x, y_1] \cup [x, y_2]$ (e.g., the shaded region in Figure A.1). By a result of Calabi and Riley [9, Proposition 10], either $R'$ contains a skeleton point $x_0 \in SR$ for which $\rho(x_0)$ is connected, or $\Pi^+(y_1, y_2)$ (without its endpoints) contains a point which is the limit of skeleton points contained in $R'$.

Suppose on the contrary that $\Pi^+(y_1, y_2)$ contains a point $z$ that is the limit of skeleton points $(z_i)_{i \in \mathbb{N}}$ contained in $R$. Since $\Pi^+(y_1, y_2)$ is $C^1$, $\Pi$ is $C^1$ at $z$. We get a contradiction because, as we prove below, a point $z$ of $\partial R$ is a limit point of points of the skeleton only if $\partial R$ is not differentiable at $z$. Indeed, let $\Pi(z, \frac{\pi}{2})$ be the arc of $\Pi$ of length $\frac{\pi}{2}$ centered at $z$ (if the length of $\Pi$ is smaller than $\frac{\pi}{2}$, we choose a smaller value for the length of $\Pi(z, \frac{\pi}{2})$), and let $\Pi(z, \frac{\pi}{2})$ be the arc of $\Pi$, centered at $z$, of length half the length of $\Pi(z, \frac{\pi}{2})$, and finally, let $d$ be the distance between $\Pi(z, \frac{\pi}{2})$ and $\Pi \setminus \Pi(z, \frac{\pi}{2})$ (note that $d < \frac{\pi}{2} < 1$). By a result of Dubins [15, Proposition 6], $\Pi(z, \frac{\pi}{2})$ does not intersect any open disk of unit radius tangent to $\Pi(z, \frac{\pi}{2})$. It follows that $\Pi$ does not intersect any open disk of radius $d/2$ tangent to $\Pi(z, \frac{\pi}{2})$. Any point $q \in R$ close enough to $z$ belongs to a normal to $\Pi(z, \frac{\pi}{2})$ at distance $\mu < d/2$ from $\Pi(z, \frac{\pi}{2})$. Thus the disk of radius $\mu$ centered at $q$ is not maximal because it is included in a disk of radius $d/2$ tangent to $\Pi(z, \frac{\pi}{2})$, which is included in $R$. Therefore, any point $q \in R$ in a small enough neighborhood of $z$ does not belong to the skeleton.

By Claim A.1, $R$ contains a point $x_0$ of its skeleton such that $\rho(x_0)$ is connected. Thus $\rho(x_0)$ is a circular arc or is reduced to a point. If $\rho(x_0)$ is a circular arc, then the constraint on the average curvature of $\Pi$ implies that this circular arc of $\Pi$ has a radius greater than or equal to 1, and thus the radius of the maximal disk at $x_0$ is greater than or equal to 1. Otherwise, if $\rho(x_0)$ is reduced to a point, say $y_0$, the maximal disk at $x_0$ osculates $\Pi$ at $y_0$, and thus its radius is greater than or equal to 1 (indeed, recall that the constraint on the average curvature implies that $\Pi$ is piecewise $C^2$ continuous and its curvature is less than or equal to 1 almost everywhere). This concludes the proof when the initial and final orientations of $\Pi$ differ.

If the initial and final configurations are equal, the path $\Pi$ is $C^1$ continuous everywhere and the previous arguments hold for both regions $R'$ and $R''$ bounded, respectively, by $\Pi^+[y_1, y_2] \cup [x, y_1] \cup [x, y_2]$ and $\Pi^+[y'_1, y'_2] \cup [x, y'_1] \cup [x, y'_2]$ (note however that when $\rho(x)$ is connected, $R''$ is empty but then the maximal disk centered at $x$ is
of radius at least 1).