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Abstract

We present a new scheme for signal representation which is well suited for the
study of multifractal features. In particular, our approach, which is based on the
use of Weakly Self Affine functions, allows to segment a signal into parts which are
“multifractally homogeneous”. Furthermore, it opens the possibility of estimating non
concave multifractal spectra, a valuable improvement for many practical applications
such as Internet traffic modeling.

Keywords: Self-similar functions, weakly self-affine functions, multifractal formalism,
multifractal signal analysis, multifractal stationarity, wavelet analysis.

1 Introduction

Among the numerous possibilities for signal representations, a subclass focuses on yielding
a faithful reproduction of the fractal properties. Such representations may be parametric
or model free. The main feature of parametric representations is that the signal at hand
is supposed to be “fractal” in some sense, in fact in the sense defined by the model.
The most well-known example here is IFS-based modeling [1], where one tries to find an
IFS whose attractor is close to the given signal. In the model free approach, one does
not make such an assumption, but rather aims at defining a representation which has
the two features of being general enough to handle a wide variety of signals (i.e. non
“fractal” ones) and of inheriting the fractal properties of the original data. Generalized
iterated functions systems (GIFS) provide such a representation of signals [2]. GIFS
are an extension of IFS where the contractions, their number and their support vary
at each iteration of the attractor generation process. GIFS were designed to construct
functions with prescribed ”arbitrary” local Holder regularity. Another example is the
PIFS (partitioned IFS [1]), which allow to model any image with prescribed accuracy and
are used in image compression. Let us give an example that explains what we mean by a
representation that allows to keep track of the fractal properties of a signal. Assume we
are given discrete data X = (X1, ..., X ). We may rightfully represent this signal using a
e.g. spline that will interpolate the X;. Alternatively, it is possible to define a GIFS that



will also interpolate the data. However, the properties of the two representations are vastly
different : for instance, the box dimension in the first case is one, the Holder exponent is
infinite at each point and the multifractal spectrum is in consequence degenerated. On the
other hand, the gradient is well defined along the curve. The situation is exactly inverse
for the GIFS: in general, the box dimension will be strictly greater than one, the Holder
exponents will vary wildly in time resulting in a non trivial multifractal spectrum, while
the derivative may not exist at any point. Of course, the question of which representation
is better depends on a priori knowledge on the data, on the kind of properties one is
interested in, and/or on which processing needs to be applied afterwards to the signal.
For instance, it has been remarked that Internet traffic [3, 4] display fractal features ;
if one is interested in detecting structural changes in traffic, or in segmenting a given
log into homogeneous parts, it makes sense to base such a processing on features which
are considered important for the application, such as long range dependence or Holder
regularity. In doing so, one might want to make as few assumptions as possible on the
data. In such a case, a GIFS-based representation is adequate.

However, GIFS, whose attractors are dense in L?, are in some sense too general. In
particular, it is not possible to derive an analytical formula for the multifractal spectrum
of a generic GIFS. It is our aim in this work to introduce a new representation of signals,
based on Weakly Self Affine (WSA) functions, which are less general than GIFS but,
contrarily to GIFS, allow exact computation of most fractal quantities of interest. WSA
functions are versatile enough to model a wide variety of signals while having enough
structure so that their multifractal spectrum and Holder exponents can be computed in
an analytical way. This new representation might be advantageous in many cases. For
instance, in the particular case of speech signals, we will see how this new representation
may be used for segmentation purposes.

WSA functions are introduced in section 2, along with their main (multi)fractal prop-
erties. Using wavelet decompositions, we present, in section 3, a technique to find a WSA
function which approximates “at best” a given signal. This technique has the advan-
tage of allowing efficient segmentation, thus leading to more accurate representations. We
describe a method for this WSA-based segmentation of signals in section 4. When a real
signal has been modeled by such a lumping of WSA functions, it is an easy task to estimate
its multifractal spectrum. Indeed, each part is multifractally stationary in the sense that
it is well modeled by a single multifractal object. We explain this in details in section 5.
An important feature then is that the spectrum so estimated does not have to be concave.
Thus WSA modeling allows to obtain robust non concave spectra, in an analytical way.
This appears to be new in the literature. In Section 6, we present some applications on
real data (voice signals and Internet traffic).

2 Weakly self-affine functions and multifractal formalism

WSA functions are defined as a generalization of self-similar functions, in the sense of [5],
where the similarity ratios are allowed to vary at each scale. Formally:

Definition 1 A function f :[0,1] — R is called weakly self-affine iff :
i) There exists an open set Q C [0,1] and d (d > 2) contractive similitudes S, ..., Sq—1 all
of ratio 5, such that :



o Si(Q) CcQVie{o,..d—1}
* Si(NSH(Q) =0 if i#]

i1) There exists d positive sequences (A%)jelN*’“'v (Ag_l)jem* satisfying 0 < )\g <1 for
every i € {0,....,d — 1} and j € IN*, and there exists a compactly supported continuous
function g such that f verifies:

@) = gle) + 3 > (He - Z])g(si;o...osif(z» (1)

=1 (i1,000in) €{0,...,d—1}" \Jj=
where, for each 7 > 1 and k € {0,...,d" — 1}, we have : ei ==+1.
If there exist d reals Ag, ..., A\y_1 such that
X =N, Vie{0,...d—1},¥j >1and Vk e {0,..,d — 1},

then one recovers the classical self-similar functions, in the sense of [5]. The (weak) self-
affinity of f is apparent when one realizes that Definition 1 implies that f can be obtained
as the limit of the sequence ( f]) where fo(z) = g(z) and, for j > 1, f; is recursively
computed as follows:

€N

Zejkjfy 1(S7 1 (2)) + g(2).

The following theorem, proved in [6], allows to compute the multifractal spectrum d(«)
of WSA functions. The corresponding theorem for classical self-similar functions can be
found in [5]. Define, for every integer j > 1, the d-tuple (u},...,u}, ;) by:

(U%, "'7U’Z171) = (>‘zov 7>‘Zd 1)
where (i, ...,iq—1) is the permutation of (0, ...,d — 1) which yields:

Mo< <N

20 td—1"

In other words, for each 7, (ug, ...,uzl_l) is the d-tuple (Ag, ...,)\Z_l) rearranged in the
increasing order. Then,

Theorem 1 Suppose that there exists two reals a > 0 and b > 0 such that, for every
i €{0,...,d — 1} and j > 1 we have:

0<a< uZ <b<l1
Suppose also that :

card {j e{l,..,n}: uz <zVi=0,..,d— 1}

n

p(wOa "'amd—l) = h’rILn
exists for every (xg,...,xq_1) € [a;b]d. Suppose finally that g is uniformly more reqular

than f. Let d(a) denote the Hausdorff multifractal spectrum of f, i.e. d(a) = dimg{x :
a(z) = a}, where a(z) is the Hélder exponent of f at x. Then :

3



o d(a) = —00 if @ & [amin ; Qmaz) Where

logg(ul_)+...+logg(u? )
n

Qmin = lién —

log 4 (ud)+---+log,(uf)
n

Qmar = lirllrn —

o if & € [min ; Wmagz], then

d(a) = qig]f{(qa —71(q))

where o
> logg ()" + .+ (W )")

S L _]:1
Tlg) = L lnf n

This theorem shows that a multifractal formalism is valid for WSA functions. As a con-
sequence, the Hausdorff, Large Deviation and Legendre multifractal spectra coincide (see
[3] for definitions), are concave, and may be computed easily. Let us finally recall that
it is also possible to write an analytical formula for «(z) at all . This follows easily by
specializing the formula given in [2] for GIFS. Such a formula will not be needed in this
work.

3 Signal representation with WSA functions

As mentioned above, our approach for representing a given signal is based on approximat-
ing it by one or several WSA functions. In this section, we develop a practical technique
for the L2-approximation of a signal by one WSA function. In practice only discrete data
are available, therefore in the rest of the paper, we suppose that we are given a signal
{f(m),m =0,...,27 —1}. In the continuous setting, a WSA function is represented by an
infinite number of parameters (the A’s). In the discrete setting, it does not make sense to
represent a finite signal by infinite number of parameters. Thus, we make the assumption
that WSA functions are also those for which the sequences (A\!) are finite, which makes
finite the first summation in (1). We make also the assumption that theorem 1 remains
true in this case. ‘ _

Our problem is to find the parameters (d, g, (S;)i, (€})k,j, (A!)i;) of the WSA function
that yields the best L?-approximation of f. In its general form, this problem is hard to
solve. However, it is possible to consider a simplified and less general version for which a
solution can be found using an efficient algorithm based on a wavelet decomposition of f.
We now proceed to describe this sub-optimal solution. Let ¢ be a scaling function, v the
corresponding wavelet and wj the wavelet coefficients of the signal f:

J-1 o
f@) =aop(@)+ > Y wip@z—k).

J=0 0<k<2J

Suppose that, for all (k, 7), wi # 0 and write for j > 1




Set Sj(z) = Lt for 4 = 0,1. Then, a simple calculation yields:
f(z) = aop(z) + woip(x)
J-1
wg Yo D sgn(wgw§e o) H iais) Y(S; 0.0 8 (),
P

n=1 (il,-“,in)e{ovl}n

where sgn(z) denotes the sign of z. This last equality suggests the following sub-optimal

choice for the parameters: if we add the constraint that d = 2, we see that L‘W takes
Wo .
J

a form reminiscent of (1) if we set g = ¢, Sj(z) = & for i = 0,1, and ek = sgn(wqf ).

k
We thus fix from now on the values of d, Sy and S; as above, and try to find OptiIIELg,]l g
and (A]).

Let us assume for the moment that g is known. Our problem is then to seek, for
each j, two positive reals ) and A{ such that when we replace all the (c};) (resp. the
(c;k +1)) by )\% (resp. )\{) in the equation above, we obtain the best L?-approximation of
the original signal f. In other words, for a given couple (¢, ), we wish to find, at each
scale j, one number that “represents best” the wavelet coefficients ratios of f with even
k index, and the same for coefficients with odd k£ index. Using a gradient descent in the
wavelet domain, we showed in [6] that the two sequences (Af)n>1 and (AT)p>1, that solve
the so simplified inverse problem are given by :

1 _ 1 n __ n .n
A =c¢; and A} = E Py ey, (2)
0<k<2n—1

for all n > 1, where, for all k € {0,...,2"" " — 1},

7 J=1
k= -1
1 (P + i)
7j=1
n—1 .
where (i1 (k), ..., i1 (k)) is the unique sequence of {0,1}" ' such that k = Y ij(k)2n—I—1,
7j=1

In addition, for every n > 1, we have: >, P=
0<k<2n—!
Unfortunately, the above procedure does not lead to good representations in practice.

The reasons may be analyzed as follows. Recall that each ¢}, is defined as a ratio of two
wavelet coefficients. While we assume that all the wi are non zero, arbitrarily small values
will occur in most real situations. This will in general result in both huge and very small
values for ¢].. Obviously, such a wide range of values is not favorable to a modeling like the
one we have in mind, where all the coefficients {c,’e, k=0,..2 — 1} are replaced by two
values: we need some control on the dispersion of the (c,i) Now remember that we are
interested in representing signals which are irregular (otherwise a fractal approach does
not make sense). For such signals, there is energy at most scales and most positions, so
that in turn most ¢, are in an intermediate range. In addition, from a fractal point of
view, we are not interested in large c,]C because they do not contribute to the regularity



of f (see [2] for more details). Also, if we assume that f is nowhere differentiable, the
Holder exponent at each point is smaller than one, and “many” ¢}, including the ones that
control the multifractal properties of f, will belong to [%, 1]. Tt thus seems reasonable to
discard in our modeling the “large” c,]~c and to take into account only the ones which are
smaller than 1. More precisely, we keep unchanged the (c,i) whose value is greater than 1
and compute the (AZ ) that give the best L2-approximation to the signal considering only
the remaining (c’ ) Of course, for such a strategy to make sense, it is necessary that the
cardinal of {¢], : ¢} > 1} be negligible w.r.t the cardinal of {¢] : ¢, < 1}. This will depend
on the nature of the signal and on the exact shape of g = . These constraints lead to
the following criterion for a sub-optimal choice of the analyzing wavelet ; g = v is chosen
so that:

o (C1) {w] =0}=10
e (C2) the cardinality of {07 < 1} is maximal

Because of boundary artifacts, another requirement is that we stop the wavelet expan-
sion at a certain scale jo > 0 as is usual in wavelet processing. As a consequence, the (cj,)
are defined only for j > j5. To sum up, if the signal f is written

flz) = Z 2703:— +Z Z wpp(2"z — k),

0<k<270 n=7j0 0<k<2™

our problem is to find, for each j > jj, two positive reals )\] and )\ such that when
we replace all the (c;k) verifying ¢}, < 1 (vesp. the (c%kﬂ) verifying c%kﬂ < 1) by N,

(resp. A{), we obtain the best L?-approximation of the original signal f. The resulting
approximating signal f is then a WSA function defined by

f(z) = Z aio (202 — k) + Z JOQ/) (2703 — k)+

0<k <270 0<k <270
J—1 n ‘
J ~ -1 -1
Z Z wzo:Jo i.92j0—P gn( Z innfp)( H C] J i9i— p)w(szn o"'oSzl ($))
= . X n p=1"P p=1 — p=1""P
n=jo+1 (Z1,...,1,n)€{0,1} j=jo+1
where _ ‘
; if - >1
. C]Z;Zlipm‘w ! C]Z;le‘pmw -
C]Zj §,2] P - : (3)
p=1"P j .
)\ij otherwise

Note that, for n > jo and k € {0,...,2" — 1}, the wavelet coefficient w} of f is given by

Il & ey

j=jo+1 2777

wf = sgn(wy) |w’

(5551

Since we restrict to orthonormal wavelet transforms, which conserves energy, our goal is
to find two positive sequences (Af)n=jo+1,...,7—1 and (A?)p=jo+1,....7—1 which realize

J—1
argmin Z Z |w} — B}

n=jo+10<k<2n
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Unfortunately, finding this global minimum is a difficult problem. We can however com-
pute a local minimum by finding successively, for n = {jo+1, ..., J —1}, the couple (A7, A7)
which realizes
argmin Z Jw} — |2 (P).
0<k<2n

The solution of (P) is given in the following proposition (see the appendix for the proof).

Proposition 1 For i =0,1 and n > jo, the (A]')’s which solve (P) are recursively given

by
) Jo 2cjo+1
Wk | ki
0<k<270
j0+1|<1

‘c2k-+i
Jo
> ‘ ‘wk
0< k<270

<k
ey <1

Jo+1l __
AZ' _—

2 (4)

j=jo+1 lton—jl lon—j

jo 2 p-1 . .
=~ n
Z w[ 2heti ] H Cf2k+i]cf2k+z:] Cokti
0<k<2n—1 2™ =10
n ey 4il<1
>\i ==
. 2
Jo
Z w[ 2k+_i ]
0<k<2n—1

2" =70
€Sl <1

— 5 form=jo+2,...,J—=1. (5)
6,72k+i

j=jo+1 lon—7]

Formula (3), (4) and (5) completely define the WSA approximation of f.

Remark: It is of course possible to develop a similar algorithm for classical self-
similar functions. However, this would constraint the search to a much smaller class than
the one of WSA functions. This would lead in general to less accurate representations and,
consequently, to less accurate multifractal spectra estimations. Moreover, since classical
self-similar functions are a special instance of WSA functions, then our algorithm can also
capture signals which are well represented by classical self-similar functions, namely the
resulting A7 of equation (5) would be equal for each n.

4 Signal segmentation with WSA functions

In many situations, some signals are not well represented by a single WSA function. An
obvious example is the lumping of two IFS : consider a signal X on [0, 1] whose restrictions
to [0,1/2] and [1/2,1] are attractors of two different IFS. Using a single WSA function
to model X will in general result in a large L? error, while two WSA functions would
yield a perfect match (using the Schauder basis as the wavelet decomposition). It is thus
desirable to design an automated procedure for segmenting a given signal into parts, each
of which can be well represented by a WSA function. As in the previous section, an
optimal algorithm for performing this kind of segmentation seems out of reach, and we
consider in the following a greedy method that gives good results in practice.

Consider the dyadic tree of depth J where, by convention, the root node is at level 0
and the leaf nodes are at level J — 1 and where the nodes, at each level j € {0,...,J — 1},
are labeled from left to right by (I,) with I =0,...,2/ — 1. To each node (I, j) such that



j > jo, we associate the coefficient Cl] . The segmentation algorithm is based on the fact
that the sub-tree descending from a node (/,7) determines completely the restriction of
fto I(l,5) = {12777,...,(1 + 1)2777 — 1}. The idea is to define and measure the error
associated to each node (I,j) by the L? distance between the restriction of the original
signal to I(l,7) and the representation by a single WSA function of this restriction. In
order to take into account the fact that errors at coarser scales are more important than
at finer scales, we further weight this error measure (see below). Starting from the root
node, which corresponds of course to a single WSA function for the whole signal, we split
recursively the tree until, for each subtree, the error falls below some predefined threshold
€. Each subtree thus determined is “well” represented by a single WSA function, and the
union of the corresponding I(l,7) defines the segmentation of f.

More precisely, to each node (,j) and each n > j, we associate the set of integers
I(l,5,n) = {127, ..., (I + 1)2"~7 — 1} and we denote by \?(/,j) a ratio of sums similar
to the one in (5) but where the indices are determined by (k € I(l,j,n —1),c5;; < 1).
Denote

) 1 )
6?([,]) = on—j Z |>‘?(la.7) - |Cgk:+i||2a

kEI(l,jn—1)
n
i<l

J—1
eill,j) = Y el

n=j+1

and

e(l,j) = eo(l,7) +‘61(l,j)
a(j)
where o is a non-decreasing positive function. e(l, j) is our error function and the function
o is introduced to compensate for the fact that errors introduced at coarser scales are
more important than at finer scales. We may now write our segmentation algorithm:
Segmentation algorithm:

Fix an ¢ > 0;
node = root node; (this is the initialization)
function segmentation (node)
Begin
(I,7) = label of node;
If e(l,j) < €, then:
{f(m),m € I(l,4,J)} is approximated by the
WSA function defined by {\!(l,j),n=j+1,...,J —1,i =0,1}
else
segmentation (left child of node);
segmentation (right child of node);
End
This algorithm ends up segmenting f in consecutive parts, each of which is well rep-
resented by a WSA function. In this sense, this method is a segmentation device of a
new type: instead of cutting the original signal into parts which are homogeneous with
respect to a classical criterion such as a local mean or even a fractional dimension, we



use a criterion based on multifractal stationarity ; indeed, each segment has a well de-
fined multiplicative structure, with a multifractal spectrum given by theorem 1, and the
rule for splitting the signal follows from this requirement. As an application of this new
segmentation scheme, we show in the next section how it allows to estimate non concave
multifractal spectra.

Remark: As presented above, this algorithm suffers form the defect that cuts always occur
at dyadic points. This implies a huge waste if the “true” segments are not well aligned
with the dyadic grid. This is a common problem when one uses dyadic wavelets. It can
be taken care of in our case much in the same way as in other settings (for instance by
using the undecimated wavelet transform).

5 Multifractal spectrum estimation

Suppose that we want to estimate the spectrum d(«) of the signal f. The WSA rep-
resentation yields a semi-parametric method through the following procedure. First, we
segment f into homogeneous parts using the algorithm described in the previous section.
Each part P;,7 = 1,...,p is well represented by a single WSA function F;. Since we know
the parameters of Fj, we can derive analytically its spectrum d; using Theorem 1. Be-
cause there are a finite number of segments, the dimension d(«) associated to the Holder
exponent « for the whole signal will be the maximum of d;(«),i = 1,...,p. Thus, the
semi-parametric estimation of d(a) using the WSA representation is:

d(a) = [ max di(a).

Of course, while each d; is concave, this will not be the case in general for d. For instance,
if f is the lumping of two IFS, the estimated spectrum d will match the theoretical one
and will exhibit the two bumps characteristic of the phase transition.

It is important to note that, for a given § > 0, it is easy to construct two functions f;
and fy such that ||f; — faol|;2 < 6 or ||fi — fal|l < 0, but the multifractal spectra of fi
and fs are vastly different. Therefore, one can not in general conclude that the multifractal
spectrum of the original signal will be close to the one of the approximating WSA signal.
However, if one has some criterion which allows to check whether the approximating WSA
signal has physical properties which are close to the ones of the original signal, then such a
conclusion makes sense. For instance, in the case of speech signals that we consider below,
an obvious criterion is just auditive comparison. In the application concerning Internet
traffic, our criterion will be the comparison between our estimated spectrum and the one
estimated using another approach. Indeed, since the two approaches are qualitatively
different and give almost the same spectrum (as we will see), then it is likely that this
spectrum is a good estimation of the true one.

6 Numerical experiments

Our first example is the representation of the word “welcome” uttered by a male speaker.
The signal contains 2'5 samples, we set jo = 8 and used the Daubechies 16 wavelet
(as explained above, the choice of the wavelet is based on the two constraints (C1) and



(C2)). In this application, as well as the next one, we set o(j) = j2. Using a threshold
e = 50 yields a modeling with seven WSA functions, where 64% of the coefficients are
processed (the remaining 36% either correspond to levels in the tree above jy or have
values greater than 1). As can be seen on figure 1, the original signal and the model
are visually almost indistinguishable. More importantly, they sound practically the same,
as the interested reader may check by pointing to http://www-rocq.inria.fr/fractales. In
addition, the segmentation (see the vertical red lines) is phonetically relevant since the
marks almost perfectly coincide with the following sounds : silence, /w/, /el/, silence,
/k/, /om/, silence. The slight discrepancy between the position of the segmentation
marks and the exact location of the phonetic units is due to the fact that, in the current
implementation, the marks are restricted to be on dyadic points.

In our second example, we present an application related to Internet traffic. We use
a 512 samples log from the outgoing traffic at Berkeley, measured in bytes per time. The
analyzing wavelet is Daubechies 4, jo = 4 and 65% of the coefficients are processed. With
a threshold of 30 we get 2 segments. Figure 2 displays the original log (in blue), its WSA
approximation (in green), the segmentation marks (vertical red lines) and the estimated
spectrum for each segment (right plot) obtained as explained in section 5. It is interesting
to compare these spectra with the ones estimated in [3]': the results are very similar,
while if one uses more segments (or only one segment), there is a clear discrepancy (see
figure 3 for the results obtained with four segments). Since the methods used here and
in [3] are very different, such a match could be an indication that this particular log is
indeed made of two parts, each of which is multifractally stationary. Such an information
is useful for a better understanding of the traffic structure.

7 Conclusion

We have introduced in this work a new model for irregular signals. This model is ver-
satile enough to handle a wide variety of practical situations, yet has enough structure
to allow analytical computation of most fractal quantities of interest for processing. We
have demonstrated on two examples how this approach permits to synthesize, segment
and investigate the multifractal properties of signals. Further work will concentrate on
enhancing the segmentation procedure and on applying this new tool to various types of
signals (e.g. financial records).

Appendix
Proof of Proposition 1

Consider first the case where n = jy + 1. We seek )\%OH and A{OH which realize

. . 2
; Z JO+1  ~j0+1
argmain "U)k — ’U)k .

0<k<2i0+t!

1 This paper can be down-loaded from www-rocq.inria.fr/fractales or
www.ece.rice.edu/ riedi/cv_publications.html
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( Jo+1) 7o |C70+1 ~jo+1

But wiﬁ'l = sgn(w |w and oy’ = sgn(wi°+1)|wfg]|é,7€°+l where E’IQOH is given
2

by (3). Therefore, the problem is to solve

argmin Z |w]° ‘c’OH—)\J(EJr)I‘

0<k<2iot!
]0+1

¢ <t
where r(k) equals 0 if £ is even and 1 if & is odd. By splitting the sum over even and odd
k, this is equivalent to solving for ¢ =0, 1

. j 1 1
argmin Yl P [yt - X0

0<k'<2]0

+1
‘c‘i(])c+z|<1

After differentiating over AgOH and setting the derivative to 0, we get (4).
Suppose now that n > jo + 1 and that we have computed all the (X)) for j = jO +

1,...,n — 1. We then seek A\j and A} which realize

argmin Z

0<k<2n

ch

j=jo+1 7] j=jo+1 2"

[zn Jjo

Using the same arguments as in the case n = jp+1, this is equivalent to solving for i = 0,1

2
2
; Jo
argmain Z W, okt ] 02k+z H CJ2k+z - H 072k+z]
o<k<on—1 ' 27770 j=jo+1 e j=jo+1 2"
|ehp 4l <1
After differentiating over AgOH and setting the derivative to 0, we get (5).
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Figure 1: The word “welcome” uttered by a male speaker (in blue) along with its approx-
imation (superimposed in green) and the segmentation marks (vertical red lines).
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Figure 2: Left: Original log of Internet traffic (in blue), its WSA approximation (in
green) using 2 segments and the segmentation marks (vertical red lines). Right: estimated
spectrum for each segment . The estimated spectrum of the whole log is the upper envelope
of the curves corresponding to each segment.
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Figure 3: Left: Same Internet traffic log (in blue), its WSA approximation (in green) using
4 segments and the segmentation marks (vertical red lines). Right: estimated spectrum
for each segment . The estimated spectrum of the whole log is the upper envelope of the
curves corresponding to each segment.
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