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A complementation operatiaim a vertex of a digraph changes all outgoing arcs into non-arcs, and outgoing non-arcs
into arcs. This defines an equivalence relation where two digraphs are equivalent if one can be obtained from the
other by a sequence of such operations. We show that given an adjacency-list representation of &dimeaph
fundamental graph algorithms can be carried out on any me@lt#rG's equivalence class i@(n+ m) time, where

mis the number of arcs i, not the number of arcs iG’. This may have advantages whhis much larger than

G. We use this to generalize to digraphs a sim{e+ mlogn) algorithm of McConnell and Spinrad for finding the
modular decomposition of undirected graphs. A key step is finding the strongly-connected components of a digraph
F in G’s equivalence class, wheFemay havew(mlogn) arcs.

Keywords: efficient graph algorithms, data structures, search strategies, modular decomposition

1 Introduction

It has been pointed out that graphs are not the most appropriate abstraction on which to examine some
problems that had previously been thought of as graph problems, such as decomposition of a graph into
modules or total orders (Ehrenfeucht and Rozenberg (1990a,h, 1992)). In particular, the family of modules
of adigraphG = (V, E) is the same as the family of modules@f Thus, from the point of view of modular
decomposition, the distinction between arcs and non-arcs is an artificial on®,adi are best viewed

as a single structure. This structure is simply a partition of

E2(V) =V xV\ {(w) [ve v} )

into two sets, where the distinction of these classew@sandnonarcsis best dropped.

Figure[1 illustrates this fact with the so-called decomposition trees for an undirected graph and its
complement: the trees only differ by the labels of internal nodes. We will see the definitions of this trees
and the rules that apply below.

1365-805QC) 2002 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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(b) G's decomposition tree

(c) The complemen (d) G's decomposition tree

Fig. 1: Graph complements and decomposition trees
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In this paper, we develop results that are based on this idea, and that were given in preliminary form
in Dahihaus et al.[(1997) arid_McConneli {1997). We establish a theorem that is essential to the re-
sults of[Dahihaus et al[ (2001), but whose proof we deferred to the present paper. We show how an
O(n-+ mlogn) algorithm for modular decomposition of undirected graphs giveén in McConnell'and Spin-
rad (2000) can be adapted to digraphs using the strategy.

The two-structure point of view played a role in the development of a linear-time algorithms for de-
composing two-dimensional partial orders and permutation graphs into two total orders, and recognizing
whether a graph is the complement of an interval graphj see McConneii and Spinrad (1999). The key to
these bounds was the development of data structures that allow one to ignore the differences between a
graph and its complement. This allows computation of many properties of the complement in linear time,
instead of theQ(n?) best-casdime required to construct an adjacency-list representation of the comple-
ment explicitly. The problems were solved in linear time by combining properti€vath properties of
G that were obtained in this way.

Ehrenfeucht and Rozenbelig (1994) examine a transformation that operates on the arcs out of a vertex
or else on the arcs into a vertex. They define an equivalence relation on two-structures, where two two-
structures are in the same equivalence class iff one of them can be obtained from another by a sequence
of these operations. These structures are caje@dmical two-structures

In this paper, we explore algorithmic uses of this concept on graphs and digrapbatwiard comple-
mentation operatioiis where only the outgoing arcs of a vertex are complemented. That is, the neighbors
of the vertex are turned into non-neighbors and the non-neighbors are turned into neighbimsarin
complementation operatioms where only the inward arcs are complementedyAmetric complemen-
tation operationis one where both the inward and the outward arcs are complemented.

Definition 1.1 We define the following equivalence relations on the set of digraphs:

e Two digraphs areoutwardly equivalent if one can be obtained from the other by a sequence of
outward complementations;

e Two digraphs arénwardly equivalent if one can be obtained from the other by a sequence of inward
complementations;

¢ Two digraphs arewo-wayequivalent if one can be obtained from the other by a mixed sequence of
outward and inward complementations;

e Two digraphs aresymmetricallyequivalent if one can be obtained from the other by a sequence of
symmetric complementations.

e Theoutward inward symmetri¢ and two-way equivalence classes are the equivalence classes
induced by the corresponding equivalence relations.

Any sequence of outward complement operations is easily seen to be represented by a Boolean variable
for each vertex: re-complementing an already-complemented vertex is the same as doing nothing. Thus
any representation of a digra@hthat is outward equivalent to a digraphcan be used to represent

if we maintain a Boolean vector that indicates which vertice§& afiust be outwardly complemented to
obtainF. In a similar way any two-way equivalent digraph can be used to reprEseyusing two such
Boolean vectors.
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Figure[2 shows the conventional adjacency list representation of our example graph and the savings
of this representation with respect to the adjacency matrix. Observe that the outward equivalent digraph
representing our undirected gra@hs not symmetric anymore.

If Gis a digraph, leh(G) denote the number of vertices andi&{G) denote the number of arcs. One
of the main goals the present paper is to demonstrate the following:

Theorem 1 Let G be a graph given in adjacency-list form. The following can computed on any member
F of G’s outward equivalence class if@G) + m(G)) time.

. Finding a breadth-first spanning forest;
. Finding a depth-first spanning forest;

. Finding a topological sort of a dag;

1
2
3
4. Finding the biconnected components of an undirected graph;
5. Finding the strongly-connected components of a digraph;

6

. Determining whether a graph is chordal.

What makes this remarkable is that the size of members of a class can differ greatly. An extreme case
occurs when{A B} is a partition ofV such that/A| = |B|, each member of has an arc to all other
vertices of the digraph, and no memberBhas an arc to any other vertex. The size of this digraph
is Q(n?). However, outwardly complementing the verticesfofields the empty graph on vertices,
and the size of this graph B(n). O(n) andQ(n?) digraphs can thus appear in the same equivalence
class, so given a way of obtaining a small mem®en each of a sequence of classes, one might get a
sublinear-time algorithms for other members of the classes.

Theorenf]lL is essential to ti@& n+ mlogn) algorithm for modular decomposition of digraphs we give
here and for the linear-time modular decomposition algorithm for undirected graphs we give in Dahlhaus
etal. (1997 2001). In the present paper, we also extend this to outward equivalence classes in the follow-
ing way:

Theorem 2 The modular decomposition of an undirected member F of the outward equivalence class of
a given digraph G can be found in time

O((n(G)+m(G))logn(G)).

Modular decomposition applies to both graphs and digraphs. The history of algorithms for the problem
dates back to the 1960s. The fi@&tn?) algorithm, for undirected graphs, appeared in Muller and Sginrad
(1989), followed by arD(n+ ma(m,n)) algorithm in[Spinrgdd[(1992). The first linear-time algorithm to
appear, [(McConnell and Spinrad (1994, 1999)) was an adaptation of this last algorithm. It makes use of
properties of undirected graphs that have no apparent generalization to digraphs. In particular, it constructs
a Py treg, which is based on inducd®s in the graph, and induced subgraphs thataggaphs which are
a class of undirected graphs. We believe that a linear-time algorithm due to Cournier and[Hakib (1994)
can be applied to digraphs, but it is difficult to understand, and has not appeared in final form.

A digraph is atransitive dagif it is acyclic, and whenevefu,v) and (v,w) are arcs{u,w) is also an
arc. The importance of transitive dags is that they model partial ordetsanAitive orientationof an
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(a) A symmetric grapiG

D

i
/%

(e) A two-way equivalent digraph

(b) Its adjacency lists

1:0(2)(7)(8)

41 @ @ @ savings

(d) A representation oB

1:10(2) (7)
2:01(1) (6)

3:01(4) (5)
4:01(3) (5) savings
5:01(3) (4)
6:01(2)
7:01(1)

8:01(1) (7)

(f) A representation o6

Fig. 2: One-way and two-way equivalence
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undirected graph is an orientation of its edges that is a transitive@agparability graphsre the class
of graphs that can be transitively oriented. We generalize another algorithm of McConneii and|Spinrad
(2000) for transitive orientation of comparability graphs to obtain the following:

Theorem 3 Let F be a member of G’s outward equivalence class that is a comparability graph. A linear
extension of a transitive orientation of F may be found in time

O((n(G) +m(G))logn(G)).

There may be other graph problems that can be given bounds similar to those of Thgofems 1, 2, and
B, so there are open problems in this area. It appears likely that some of the results we give here can
be generalized to two-way and symmetric equivalence classes, but these are open problems. Finally,
the usefulness of Theorefh 1 for modular decomposition of the given graph gives hope that it may have
applications to other graph-theoretic problems besides modular decomposition.

2 Basic Definitions

If Gis a digraph, leV (G) be the set of vertices ari(G) be the set of arcs" denotes théransposeof
G, that is, the digraph that is obtained by reversing the directions of all a®s The complemenG is
obtained by changing each arc into a non-arc and each non-arc into anreon-&lgeof G is an edge of
G.

A digraph is alinear order if it has no cycles, and between each pairv} of distinct nodes either
(u,v) or (v,u) is an arc. Linear orders are also knowrtrassitive tournamentsObserve that for such a
linear order the transpose and the complement coincide.

Undirected graphs will be treated as a special case of digraphs, where each undirecté¢d, eflge
is really two arcs(u,v) and (v,u). Thus, algorithms that we describe for digraphs will be general also
to undirected graphs. Ao-componentf a undirected grapls is a connected component G An
undirected graph isompletdf there is an edge between every pair of distinct vertices.dmgtyif it has
no edges.

If Gis adigraph an&X C V(G), thenG|X denotes theubgraph of G induced by,X%amely, the digraph
whose vertices ar¥ and whose arcs are those arcszathat go from one member o€ to another. That
is,

GIX = (X, (X x X)NE(G)). )
If ¥ is a partition ofV(G) and X is a union of partition classes ifi, then 7 |X is the set of partition
classes that are containeddn Thequotient G # denotes the digraph whose vertices are the members of
F,and wheréX,Y) is an arc ofG/ ¥ iff there is some arc o6 from a member oK to a member o¥.
If Gis directed, the set of vertices that are reachable on a single arc from a vestégnoted\Z (v).

Ng(v) denotes the vertices that are not reachable on a single arov/rtmat is,V(G) \ (NG (V) U{v}).
The set of vertices that can reacbn a single arc is denoted; (v), and the ones that cannot are denoted

Ng(v). WhenG is undirected, we lelilg (V) = N (V) = Ng (V).

2.1 Modular decomposition

A modulein a digraphG is a seMM of vertices such that for each vertex V(G) \ M, either every member
of {v} x M is an arc or none is, and either every membeMof {v} is an arc or none is. Howevely} x M
consists of arcs whil® x {v} does not, andice versa
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By restricting the definition of a module to an undirected graph, we see that a Méddubeset such that
for each vertex € V(G) \ M, M is either contained im's neighborhood or disjoint frond's neighborhood.
Trivial examples of modules aké(G), the singleton set§{v} | ve V(G)}, and the empty set. A union
of connected components Gfor of G is also an example of a module. Howev@rmay have nontrivial
modules even whe® andG are connected. The set of vertices numbered 1 to 6 in Figure 1 gives an
example of such a case.

Itis easy to see thatW; andM; are disjoint modules, then either every membévigix M is an arc or
none is. Thus, two disjoint modules are eithdjacentor nonadjacentlt follows that if there is a partition
P of V(G) into disjoint modules, the quotie/? uniquely specifies all arcs that connect members of
different partition classes. We will call such a partition and its quotimeotiular The subgraph induced
in G by one of these modules is calledaztor. SinceG can be reconstructed uniquely from the factors
and the quotient, this gives a decompositiorof

If G is disconnected and each elementrois a union of connected components, this a modular
partition, andG/P is empty. ClearlyP € P is a single connected component iff there is no refinen@nt
of P such thalG/((?\ {P}) U?P) is empty. If each member @ is a single connected component, then
P is aparallel decompositionf G.

Similarly, if G is disconnected, and each memberffs a union of co-components, thédy P is
complete P € P is a single co-component iff there is no refinem@hof P such thaG/((?\ {P}) U?’)
is complete. If each member @fis a single co-component, thehis aserial decompositionf G.

In the case of digraphs, there is a third type of decomposition with analogous properties. A modular
partition? is linear if G/? is a linear order. That is, there are arcs between each pair of partition classes,
but G/ has no cycle. By analogy with the parallel and serial decomposition, let us s&y ¢hdtis a
linear componenif there is no partition?’ of P such thatG/((?\ {P}) U?') is linear. If each member
of 2 is a linear component, theR is alinear decomposition o6.

Because of their restricted structures, parallel, series, and linear nodes are krirgererateodes.

It is easily verified that a digraph admits at most one of these three decompositions, but it may also not
admit any of the three. The smallest examples of such digraphs have as few as three vertices. The digraph

Q—2@—06

is such an example. The smallest example of an undirected graph that is not decomposable by any of these
two operations i$4, an undirected path on 4 vertices.

However, in such a case, the maximal modules that are proper subsets®f partition? of G, and
G/ has only trivial modules. In this cas®,is aprimedecomposition 0.

Thus,Gis uniquely decomposable with a parallel, series, linear, or prime decomposition. Applying this
idea recursively to the factors gives a unique hierarchical decomposit®mhatt implicitly represents all
modules ofG. This is summarized by the structure produced by Algorithm 1. This decomposition, known
as themodular decompositioof G, has been rediscovered in various contexts, and is also known as the
substitution decompositipsee Mohring (198b), or th@rime tree familysee Ehrenfeucht and Rozenberg
(T990&.b).

Theorem 4 (Mohring (1985); Ehrenfeucht and Rozenberg (1990a,b)) If X is a module of G, theXd S
is a module of (X iff it is a module of G. IfP is a modular partition of \(G), then the inverse image of
F' C Pis amodule of Gifff’ is a module of GF.

The following is easily established using Theorgém 4:
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Algorithm 1: MD(G)
if G has only one vertethen return v;
else

create a tree node

if G has more than one connected compottkeaih
let ¥ be the connected components;

| letr be labeled a parallel node

else ifG has more than one connected compottiean
let 7 be the connected componentsGf
L letr be labeled a series node

else ifG is linearly decomposabliaen

let F be the linear components;

L letr be labeled a linear node

else

Let ¥ be the maximal modules @3;

| Letr be labeled a prime node

for each Xe ¥ do

Letry = MD(G|X);

| addry as a child ofr

L return r

Theorem 5 (Mohring (1985)Ehrenfeucht and Rozenberg (1990a,b)) A set X is a module of G if and only
if it is one of the following:

1. A node of the decomposition tree;
2. A union of children of a parallel or series node;

3. The union of a subset of the $2bf children of a linear node X that are consecutive in the linear
order given by(G|X) /.

We may think ofr as synonymous with/ (G); applying this idea recursively, we see that the nodes of
the tree can be thought of as a tree-like hierarchy of subs&t$®f, where each node is just the subset
of V(G) that make up its leaf descendants.

3 Properties of outward, inward, and two-way equivalence classes

LetG= (V,E) be adigraph. For anye V theminimum outdegreef v, mindeg (v), is min{deg" (v),n(G) —
1—deg(v)}. The minimum outdegreegindeg (G), of G itself isn plus the sum of these values over all
the vertices. It is an important invariant of the outward equivalence cl&Ss of

Remark 3.1 Let G= (V,E) be a digraph then mindegG) is the minimum size of a digraph F that is
outward equivalent to G. IV| is even, F is unique.
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Proof: Just observe that flipping the out-list of some vereloesn't affect the way we represent the out-
neighbors of any other vertex. Thus the minimal representation is that one where we flip the interpretation
if the size of the list is greater thgn(G) — 1)/2. O

Remark 3.2 A minimum-size member of the outward equivalence class of a digraph G can be computed
in O(n(G) + m(G)) time, by outwardly complementing any node of G whose outdegree eXoé&ls-
1)/2.

We call these representatiopartially complemented representatioasid callG thebase graphof the
representation.

Theorem 6 For any digraph GG is in G’s outward class.

Proof: Immediate, sinc& is obtained fronG by either complementing the list of outgoing arcs of each
vertex, or by complementing the list of incoming arcs of each vertex. O

Theorem 7 Let G be a digraph, let F be a member of G’s outward equivalence class, andJat (G).
Then FX is in the outward equivalence class opG

Proof: Some subset of vertices &f are complemented iG to obtainF. Complementing these same
vertices inG|X obviously yieldsF | X. O

Theorem 8 A digraph F is in the outward equivalence class of a digraph G if and only'iisin the
inward equivalence class of'G

Proof: Outwardly complementing a set of vertices®&nd then taking the transpose of the result yields
the same result as taking the transposé ahd then inwardly complementing the same set of vertices.
O

4 Determining whether a member of G’s outward class is undi-
rected

In this section we illustrate the use of a classification of the vertices according to whether or not their
adjacency lists are complemented.

Let G be a digraph, and It be a member 06’s outward equivalence class. L¥t be the set of
vertices ofG that must be outwardly complemented to obtajrand letv® be the remaining vertices of
G. Let G¥1 be the digraph witl (G%1) = V(G) and

E(GYY) =E(G)N((VIxVO)uU(VoxVh). (3)

That is, letG%* give the arcs of5 that go back and forth betwe&? andV?. In Figure[2(d) the sets are
V0= {1} andv!={2,...,8}.

Remark 4.1 F is undirected iff /! and GV° are symmetric, and %! is antisymmetric. This fact can
be checked in M(G) +m(G)) time.
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Proof: The ‘iff’ claim is immediate. For the time complexity it is easy to see that the three digraphs
G|V, G|V, andGY* can be easily computed within the bound.

Given the adjacency-list representation for a digraph, we may determine whether it is symmetric in lin-
ear time as follows. For each af, v), create a record fdu,v) and a record for its transpo$e u). Radix
sort the resulting records using vertex of origin as primary sort key and destination vertex as secondary
sort key. This requires two passes, one for each sort keypands) + m(G)) time per pass. The graph
is undirected iff for every ordered paix,y) of vertices that occurs in the list occurs twice. This can be
determined irO(n(G) + m(G)) time by traversing the sorted list of records.

To find out whethe66%1 is antisymmetric, follow a similar procedure, but verify that each ordered pair
that occurs in the sorted list of records occurs only once. O

5 Breadth-first search

Let us examine the running time of breadth-first search on a mefmbé&IG's outward class. As in the
standard algorithm, divid€ (G) into undiscoveredodes,queuednodes, angrocessed nodednitially
all nodes but the start node are undiscovered, and the start node is inserted to a queue. To process a hode,
remove it from the front of the queue, and insert any undiscovered neighbors to the back of the queue,
marking them as discovered. Keep the undiscovered nodes in a doubly-linked list. This list will in fact
allow us to amortize the cost of processing complemented vertices.

To process an uncomplemented node, proceed as in the standard case. When processing a complemen-
ted nodev, mark the members dff (v) = N{ (v). Then traverse the list of undiscovered nodes, splicing
out any unmarked nodes and inserting them on the queue. We then remove the mamagm)m

Marking and unmarking nodes can be charged to the ar€ tbfat are responsible for applying the
marks. Touching an unmarked node can happen at most once per node, since the node is removed from
the list of undiscovered nodes whenever this happens. This giveX &) + m(G)) bound.

6 Depth-first search

A depth-first visit at wisits all vertices reachable on a directed path from a starting vertexa depth-first
order. In the special case of an undirected graph, these is just the vertidcesamnected component.
This generates a depth-first tree which may not contain all vertic€ sfnce some vertices may not
be reachable from. A depth-first searcliteratively calls depth-first visits on unvisited vertices until all
vertices have been visited. When a depth-first visit finishes, the choice of next unvisited vertex is arbitrary.
The vertex sets of the trees are a partition of the verticé&. dfhe postorder numbering on the nodes
of a tree is a linear order on them, which can be expressed with an ordered list. The preorder numbering
can be represented similarly. Ordering the postorder lists in the order in which their trees were produced
and then concatenating them in this order gives a total order on verticgscafled thefinishing times
which can be used in the solution of other problems on the graph. Similarly, ordering the preorder lists
in the order in which their trees were produced and then concatenating them gives a total order called the
discovery times
Rather than performing depth-first search in the standard recursive fashion, we use an explicit stack to
maintain information relevant to the recursion stack. To be able to do this on any men@swootward
equivalence class, we must modify the basic operations that are supported by the stack.
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One way to implement this (for a standard graph) is by using a stack of vertices, where each popped
vertex is labeled with @ush timethat tells when it was last pushed. The time clock is a counter that is
periodically incremented. To select a verteto visit, pop it fromS, and record the current time as its
discovery time. Look up the vertgxwhose discovery time igs push time; ify exists, it is the parent of
in the depth-first forest. Then push copies of all unvisited neighbo& deleting any lower occurrences
of them in S if they already reside on the stadhe lower occurrences may be deleted, because the
existence of a higher instance of a vertex guarantees that it will be visited before the lower instance is
popped. When these nodes are pushed, make the current time their push time. Then increment the time
clock by one unit.

To apply this technique for depth-first search on a a memb@tsobutward equivalence class, we have
to ensure that we implement the push operation for complemented vertices efficiently. We use a data
structure complement stackvhich generalizes a stack.

6.1 Complement stacks

The complement stack is a data structure for managing memb¥(&0f It can hold at most one copy of
any element. LeX be a set anf (G) \ X be its complement. One of the operations the complement stack
supports is purging the stack of any occurrences of membéarfé@f\ X, and then pushinyg (G) \ X to

the top of the stack. The amortized timed bound for this operati@t|X|), notO(|V (G) \ X|).

Definition 6.1 A complement stacls a data structure that supports the following operations:
Initstack (V) initializes and returns an empty stack S that can hold elements of V.

Push (X,S) removes any occurrences of members of X from S, then pushes the mem-
bers of X to the top of S.

Cpush(X,S) performsPush (V\X,S).

Eliminate (x,S) Removes x from the universe V that applies in future calls to
Cpush on S. Ifxison S, it deletes it from S.

Pop(S) returns the top element of S.

Time (S) returns a timestamp that tells when the top element of S was pushed with a
Push or Cpush operation.

Theorem 9 Complement stacks can be implemented in such a way that:

e Initstack requires G|V|) time.

Push (X, S) requires G| X]) time.

Cpush (X, S) requires d|X|) time, amortized.

Eliminate (x,S) requires 1) time.

Pop andTime require O(1) time each.
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Proof: If an elemeniis on the stack, then it has been pushed, and possibly repushed, by a sequence of
one or more calls téush andCpush that caused to go to the top of the stack. If the last of these is
aCpush, we say thak waslast pushedy Cpush; otherwise, we say it was last pushedRysh. The

most recent calto Cpush is the most recent one of all those callsGpush that have occurred on the
stack, not just the most recent of those that movealthe top of the stack.

Let L be the members d&f that are not on the stack. We implement the stack by simulating it with
smaller stacks, as follows\, T, B are doubly-linked lists that partition the members of the stdcls a
stack of elements that were last pushed by a caflush. T andB may be thought of as the “top” and
“bottom” of a separate stack, which holds those elements that were last pushed by eCgalsto. T
holds those elements that were pushed by the most recent cgfiush. B holds those elements that
were last pushed by an earlier call@push, in the reverse order in which they were pushed.

Each element oY keeps track of which ok, A, T, B contains it. IfA or B contains it, it carries a
timestamphat holds the time when the element was last pushed. To keep time, a global integer variable
is incremented after each callRop, Push, or Cpush.

For the elements im we will not be able to maintain an individual timestamp when they have been
pushed intdl. Instead, we maintain a common timestamp for all afince these elements have all been
pushed by the same call @push. If an element residing iit is popped, we label it witf’s timestamp
at that time.

We maintain a credit invariant:

Each member ofL, A, B carries a credit.

e Initstack (V) creates a doubly-linked ligt of the elements 0 and assigns a credit to each of
them. It creates empty doubly-linked li#AsT, B.

e Push (X, S) traverses each memberXf and if it is currently a member &f, it splices it from the
listin {L,A T,B} that it currently resides in, pushes it to the fronttofogether with a timestamp,
and assigns a credit to it. This is clea@y|X]).

e Cpush(X,S) must incur onlyO(|X|) amortized cost. It marks and adds one credit to each member
of X. It traversesX, removing those members ¥fN T to auxiliary listT’. It then traverses, A,
andB, moving unmarked members Tq and pays for visiting their members by using up a credit
at each. This still leaves credits on elements that remdin A or B, since they are members ¥f
and have just received an extra credit fri¥mit then assigns each memberTdfa credit and labels
it with T’s timestamp and moves it to the front Bf If T is now nonemptyT is assigned a new
timestamp, which is interpreted as the collective timestamp of all membé@rsasfd which serves
as a record of the push time of any membeT dhat gets popped.

This requireO(|X|) amortized time, since all operations @D€|X|) except for traversing, A, B,
which is paid for by using a credit sitting on each visited item.

e Eliminate (x,S) removesx from the member of L,A T,B} that contains it. This take®(1)
time.

e Pop looks at the timestamps of the top element3 pB andA. It chooses the most recently pushed
elementx, pops it from the appropriate list, and returns it.
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The time bound is observed, since each operation maintains the credit invaria@pastu pays for
its operations either with its budget pf| new credits or with other credits it frees up from the structure.
O

Corollary 6.2 Computing a depth-first forest of a member of G’s outward equivalence class takg3) &
m(G)) time.

Proof: By calling Eliminate  on each node when it is visited, we maintain the invariant that the
universeV that applies to the stack operations is the set of unvisited vertices. A veidassited when

it is first popped. The time of this pop is the discovery timeadnd the parent of is the vertex whose
discovery time is the the time afs last push, minus one. Since the push times and discovery times range
from 0 to 2, the vertices may be indexed by discovery time, allowing the push times of the vertices to
serve as parent pointers in the depth-first forest. To complete the visitpofh its unvisited neighbors
with a call toPush if it is uncomplemented, or push its unvisited non-neighbors with a callgosh

if it is complemented. This takeéS(1+ |Ng(x)|) time, whether or nox is complemented. The corollary
follows from the fact that each vertex is visited exactly once. O

6.2 Set-complement stacks

We wish to compute the strongly-connected components of a grdpat is in the same outward equiva-
lence class a6 in O(n(G) + m(G)) time. To do this, it will be useful to find a depth-first forestroF in
O(n(G) +m(G)) time. For this, we need a generalized version these stacks.

LetV1,Vs,...V, be a partition of a séf. A set-complement stadkiplements the complement-stack
operations, but with the following changes:

Initstack (V1,V2,...Vp) Initializes and returns an empty stask
Cpush(X,S)i) performsPush (Vi \ X,9S).
Eliminate (x,S) removes from the sed; that contains it, and deletefrom Sif x is currently onS.
Theorem 10 Set-complement stacks can be implemented in such a way that:
e Initstack requires Qn) time.
e Push(X,S) requires d|X|) time.
e Cpush(X,Si) requires 4|X|) time, amortized.
e Eliminate (s,X) requires 1) time.
e Pop andTime each require @1) time, amortized.

Proof: In any implementation, 8ush or Cpush operation conceptually inserts a set of elements that
occupy an interval at the top ofS. After subsequent pushdsis no longer at the top d&. Eventually,

a set of pop operations may pop everything ablogad then pop everything in At this point, we may
think of | has having been popped.
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Exploiting this idea, we employ a stack of intervals to help model the stdfe Bach of the intervals
on S has a unique associated timestamp, and the timestamps are in ascending order from the bottom to
the top ofS. It is important to note that some of the intervals may become empty, but still remain on our
stack of intervals. The reason for this is that aftétush or Cpush creates an intervdl elements of
may be removed and moved to a new interval at the tdphyfa subsequefush or Cpush. Eventually
if | becomes empty, we treat it as an empty interval that continues to occupy the same place between
its neighboring intervals on the stack.is removed from the stack only when all intervals above it are
explicitly popped, and thehis explicitly popped.

Using this idea, let us now prove the resultpk= 1, the result follows from Theorem 4.1. When- 1,
the stack may be simulated with complement stacks$,,...,S,, one for eachy;, and an additional
(ordinary) stackR of Push and Cpush intervals that reside o8. R represents each interval with an
ordered pair(t,i), wheret is the timestamp of thBush or Cpush operation that created it, amds the
index of the substacg that it operated on.

Initstack (V1,Vo,...V,) initializesR to the empty stack, and execut@s= Initstack (M) for each
i from 1top.

Push (X,S) looks up for each € X the sed; that containx and callsPush ({x},S). In addition it then
pushes the itent,i) on the stacik

Cpush(X,S)i) callsCpush(X,S) and pushes one instance(bfi) on the staclk.
Eliminate (x,S) looks up the partition clasg containingx and callsEliminate (X, S).

Time (S) lets(t,i) denote the pair on top &. If this corresponds to a nonempty interval, we may return
t. However, it is possible that the interval correspondingt{o has become empty, and it would
be incorrect to returt In this case, we must disregard the interval and try again, by popping again
from R. The interval has become empty if and onlyTime (S) #t. SoTime (9) iteratively lets
(t,i) = Pop(R) until t = Time (S).

Pop(S) callsTime (S). This may delete elements from the topRoflt then looks up the paift,i) that is
on top ofR after that operation, and returRep(S).

Through the control oR, Sclearly behaves as a single stack. Because of the properties described above
for the complement stacl&, a push of an item causes any lower instances of that item to be deleted from
S

The time bounds clearly remain unchanged excepTiore , and forPop, since it callsTime . Time
can cause a large number of items to be popped fRorkiVe charge this cost to the calls Rush and
Cpush that originally pushed them t®, leavingO(1) operations charged fiime . O

Corollary 6.3 If F is a member of G's inward equivalence class, it tak¢s(@) + m(G)) time to compute
a depth-first forest of F.

Proof: For each vertex, divide its neighbors into a ség(x) of vertices that are not inwardly comple-
mented, and a séi;(x) of nodes that are inwardly complemented. MetandV. denote the inwardly-
uncomplemented and inwardly-complemented node&,ofespectively. Callnitstack (Vs V) to
initialize a set-complement stack Whenx is visited, push its neighbors iR by making a call to



Partially Complemented Representations of Digraphs 161

Push (Ls(x),S) and a call tadCpush (L¢(x), S c). This takeO(|Ls(x) + L¢(X)|) amortized time. Each arc
of G appears once ihg() or L¢(). O

Corollary 6.4 If F is a member of G's outward equivalence class, it takés(Q) + m(G)) time to com-
pute a depth-first forest of F

Proof: Radix sort all arcs o5 with destination as primary sort key and origin as secondary sort key.
This gives an adjacency-list representatiorGofin O(n(G) +m(G)) time. By Theorenf]8F T is in the
inward equivalence class &, so the result follows by Corollary 6.3. O

The following extension of complement representations to bipartite graphs is critical for the linear time
bound of the modular decomposition algorithm of Dahihaus]ef al. [2001). We deferred the proof of it to
the present paper.

Let thebipartite complementf a directed bipartite grapfvi, Vs, E) be the graph

(Vl,Vz, ((Vl X Vo) U (Vo x Vl)) \E) . (4)

In amixed bipartite representatigreach vertex in/y (V2) has either a list of those members\6f (V)
that are neighbors, or else a list of those membeXs ¢¥;) that are not neighbors.

Theorem 11 Given a mixed representation of a directed bipartite graph G, constructing a depth-first
forest for G or @ takes time that is linear in the size of the representation.

Proof:  For the depth-first forest o, executeS= Initstack  (V1,V»). When visiting a node,
suppose without loss of generality that it isMp Push its neighbors in/, with a call toPush (N(x),S),
or else with a call taCpush (N(x) ,32), depending on whetheris complemented.

For a depth-first orG", divide V; into setsVy s andVy ¢, andV; into setsVz s and Vs ¢, according to
whether the vertices are complemented. Without loss of generality, suppose awéestaxVi, and
that it carries the lists(x) of uncomplemented vertices My that have an arc to it i3, as well as
the list L¢(x) of complemented vertices ivh that do not have an arc to it iG. This is obtained for
all vertices in a preprocessing step, by radix sorting the explicit arcs and non-arcs given in the mixed
representation oB. Call S= Initstack (Vas,Vie, Va5, Vo ¢). When a vertex is first visited, suppose
without loss of generality that it is ;. Push its neighbors iy, with a call toPush (Ls(x),S) and a
call toCpush (L¢(x),S [2,c]). O

7 Topological sort

A dag or directed acyclic graphis a digraph that has no cycles. tdpological sortof a digraph is an
ordering of its vertices so that every arc goes from an earlier to a later vertex in that ordering. A digraph
has a topological sort iff it is a dag, and, ordering the vertices of a dag in descending order of finishing
time in any depth-first search gives a topological sort,[See Cormen €t all (1990). Thus, we may find a
topological sort of any dag i®'s outward class ifD(n(G) + m(G)) time.
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8 Longest path in a dag

We will let thelengthof a path denote the number of arcs in it. The length of the longest path in a digraph
is finite iff it is a dag; otherwise a cycle exists, and by repeatedly traveling the cycle, one may demonstrate
paths of arbitrarily large lengths.

The following well-known approach finds a longest path in a Bagiven its adjacency-list represen-
tation in standard form. Label each vertex with the length of the longest path originating at that vertex.
Given a topological sort, we may observe that as long as vertices are labeled in reverse topological order,
then when it is time to label any vertexthe members dfl{ (v) are already labeled. We may then apply
the rule that the length of a maximum-length path beginningsbne plus the maximum of the labels of
Ng (v). Given an adjacency-list representatiorGyfwe may charge the cost of labelingo arcs out ofy,
and we get a®(n-+ m)-time algorithm.

We now show that if is a member of5’s outward equivalence class, we may find a longest path in
F in O(n(G) + m(G)) time. To find longest paths iR, there is not time to apply the foregoing algorithm
directly, since we do not always have time to examine the labels of vertidés (m) when it is time to
assign a longest-path label ¥o We may nevertheless solve the problem by keeping all labeled vertices
bucket-sorted according to their label. A key observation is that if a verteas labek > 0, then there
is a member ofN (w) with labelk — 1. By induction, the buckets frork down to 0 are all nonempty.
When it is time to label vertey, then ifv is not outwardly complemented, apply the standard approach
of visiting the labels oNZ (v). If v is outwardly complemented, then mark its neighbor§jrthese are
the vertices that are not neighborsHn Then, starting at the highest nonempty bucket, descend through
the buckets sequentially until an unmarked vertex is found. This is a neighBowith highest label, so
assignv's label to be one plus this label, and adtb the appropriate bucket. In either case, the operation
can be charged toand arcs out of in G. Thus it takeO(n(G) + m(G)).

9 Connectivity

Let us define an equivalence relatiBron vertices of a digrapt® where for verticesl, v, we sayuRv
iff there is a directed path fromto v and a directed path fromto u. In each equivalence class there is
always a path from any vertex to any other, but this is never the case for two vertices in different classes.
The equivalence classes are knowrstisngly-connected components G = (V,E) is a digraph and
are the strongly connected component$sothen thecomponent graph @P is a dag. The component
graph tells which components have a path to which.

Below, we will find it useful to compute not just the strongly-connected components of a mentisr of
outward equivalence class, but a topological sort of its component graph. An algorithm given in|Cormen
etal. (1990) for strongly-connected components also produces a topological sort of the component graph,
though this is not mentioned explicitly. Most people who are familiar with the proof of that algorithm
would have little trouble establishing this, but for completeness, we give a proof here.

Let us define thdinishing timeof a setS of vertices to be the latest of the finishing times of members
of S

Lemma 9.1 In a depth-first search of G, the strongly connected components, taken in descending order
of finishing time, give a topological sort of the component graph.
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Proof: Let (X,Y) be an arc of the component graph. Since the component graph is a dag, there is no
directed path fron¥ to X. Letv be the first-discovered vertex KUY. If v € X, then every vertex in

XUY becomes a descendantwfindv has latest finishing time of any vertexXuY. It follows that the
finishing time ofX is later than the finishing time of. If v €Y, thenY finishes wherv does, since every
vertex inY is reachable from. Since there is no directed path frofito X in the component graph, there

is no directed path frona to any member oK in G. It follows thatv finishes before any member Xfis
discovered, and once agai,has later finishing time. ThugX,Y) is directed from a later-finishing to

an earlier-finishing component. Sin¢¥,Y) is arbitrary, this must be true of all arcs of the component
graph, yielding the resuilt. O

This does not immediately help find the strongly-connected connected components, since, without
knowing the members of the components, one cannot find the finishing times of the components. There is
a fortunate exception to this: the verterf G with latest finishing time in all o6 must give the finishing
time of the componerX that contains it, an& must be a source in the component graph, since it is first
in topological sort of the component graph. To fiidcall depth-first visit orx in G'. SinceX is a sink
in G, no other vertices are reachable frapand the first depth-first visit visits precisely the members of
X.

Let SCCGrapliG) be the component graph & which we seek to find. The above step shows how to
find the first componenX in the topological sort 0SCCGrapliG) given by Lemmd9]1. Next, observe
thatG" \ X = (G\ X)T, andSCCGrapliG\ X) = SCCGrapliG) \ X. Also, in any topological sort of
SCCGrapliG), removingX yields a topological sort 08CCGrapiG\ X). Thus, recursing o' \

X gives the remaining strongly-connected components in topological order. This recursive algorithm
amounts to a second depth-first searclGon except that when a new depth-first visit is initiated, it must

be initiated on the unvisited vertex with latest finishing time from the first depth-first search. This vertex

is selected by traversing downward through a list of vertices from the first depth-search that gives the
vertices in descending order of finishing time.

Theorem 12 It takes Qn(G) + m(G)) time to find the strongly-connected components of a member of
G’s outward equivalence class, as well as a topological sort of its component graph. Given a mixed
representation of a directed bipartite graph, finding the strongly-connected components and a topological
sort of its component graph takes time linear in the size of the representation.

Proof: The algorithm given above reduces the problem to a depth-first seaBhabdepth-first search
onG', and finding finishing times of the vertices. The bound follows from Corollaty 6.4 and Théofem 11.
O

Theorem 13 It takes Gn(G) + m(G)) time to find the biconnected components of a member of G’s out-
ward equivalence class. Given a mixed representation of an undirected bipartite graph, finding the bicon-
nected components takes time linear in the size of the representation.

Proof: Let d[v] give the preorder number for vertexin a depth-first forest o. Let low[v] = min

{d[v], {low|w] : wis a child ofv in the depth-first forest. Clearly,low[] can be computed for all vertices

in O(n) time, by traversing the forest in postorder. Computation of the biconnected components reduces
in linear time to computation dbw(], seeAho et al[(1974). O

The following extends the techniques to graphs that are not necessarily in the outward or inward equiv-
alence classes @ or its transpose, but which may be expressed as a union of such graphs.
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Theorem 14 Let G= (V, E) be a digraph, and let H= (V, F; UR U... UF), where for each i fronl to k

(V,F) or its transpose is in the outward equivalence class of G or bf G takes Qk(n(G) + m(G)))

time to find a depth-first forest of H, to compute its strongly-connected components, and to produce a
topological sort of its component graph.

Proof: We have shown that it takeéd(n(G) +m(G)) time to find a depth-first forest of eaéh or its
transpose. This requires the use of a stdib compute the forest oR, and the structure & depends
on whetherF; or its transpose is in the outward equivalenceSodr G'. For a depth-first search of,
initialize the same set of stacks and have them collectively simulate a single depth-first search stack on
H. A vertex may occur once in each of the stacks. To select the next vertex to be visited, search the
tops of these stacks for the vertex with the earliest time stampPop x from its stack, and then call
Eliminate  on the remaining stacks to eliminatdrom them. This take©(k) time. Then visit each
S, performing aPush or aCpush to push the neighbors ofin K onto S. This takesO(1+ |[Ng(X)|)
time on each stack. The total time spent visitig O(k(1+ |Ng(X)|), so the whole algorithm takes
O(k(n(G) +m(G))) time.

To find the strongly-connected components and a topological sort of the component graph, we must
also perform a depth-first searchBil. ButH™ = F,T URT U...UFR, so it takesO(k(n(G) + m(G)))
time to perform the search d#' by the foregoing. O

10 An application to modular decompaosition

Let G be an undirected or directed graph, andvibe a vertex. LetP(G,v) denote the partition of (G)
given by{v} and the maximal modules & that do not contain. That this is a partition 0¥ (G) is easy
to verify using Theoremni 5.
We now give the restriction to digraphs of the modular decomposition algorithm of Ehrenfeucht et al.
(1994). For the moment, assume the existenceRdrdition operation for findingP (G, v).

Algorithm 2: Decomp(G), compute the modular decomposition@f
if G has only one nodénen return a one-node tree;
else
Select a vertex of G;
P =P(G,v) = Partition (G, V);
for each ancestor U ofv} in G/2 in descending ordedo
Create a tree nodsg;
Makety a child of the tree node corresponding to its parerg [i®;
for each member X af that is a child of Udo
tx = Decomp(G|X);
L Letty be a child ofty

| return the root of the resulting tree

This algorithm produces a tree that is the modular decompositi@) ekcept that it allows a parallel
node to be a child of another, and a series node to be a child of another. To fix this, visit the nodes of the
tree in postorder, deleting any such node and letting its parent inherit its children.
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The original time bound given there w&%¥n?). The bottlenecks are finding(G,v) and finding the
ancestors of in G/P(G,v). McConnell'and Spinrad (2000) gives &in(G) + m(G) logn(G)) bound for
undirected graphs, by solving the following problems:

e Problem 1: Find (G, v) in each recursive call, without exceeding@f(n+ m)logn) time bound.

e Problem 2: Find the ancestors afin G/P(G,v) in time linear in the size o8’ = G/P(G,v).

Their algorithm for the first problem is trivial to generalize to digraphs. Their algorithm for the second
one makes use of the so-calledelation on edges of an undirected graph (see Goiumbic(1980)), and does
not generalize to digraphs. Thus, to get@m(G) + m(G)logn(G)) bound for digraphs, it is necessary
to find an alternative approach to the second problem.

Supposer € V(G). Define theforcing graphto F (G, v) be the following graph ol (G) \ v as follows:
there is an arc fromtoyif {y,v} is not a module irG|{x,y,v}. It follows that if there is an arc dF (G, V)
from x to y, then every modul®/ that containg/ andv must also contair, i.e thaty forcesx into any
moduleM common withv. On the other hand, K C V(G) containsv, and there is no arc i from
V(G)\ X to X\ {v}, thenX is a module: any vertex i¥/(G) \ X must have the same relationship to all
members oK as it does to.

Using a simple argument based on these observafions, Ehrenfeuchf et al. (1994) show that finding the
ancestors of in G’ reduces to finding a topological sort of the strongly-connected compondnt&afv)
in O(n(G') + m(G')) time. Becausé& (G',v) can be much larger tha®, there initially seemed to be no
hope of this. However, the following lemma shows that this conclusion is not true. Applying this lemma
to G, then applying Theorenfs]12 apd 14, gives the required boutdrgfs') + m(G')).

Lemma 10.1 Let G be a digraph and v be a vertex. Then:
1. If G is symmetric (undirected), ther{G, V) is in the outward equivalence class of\&;

2. If G is not symmetric, then(B,v) = (V(G—V),E(F1) UE(F,)), where F is in the outward equiv-
alence class of Gv, and F is in the outward equivalence class(@\v)".

Proof: If Gis undirected, there is an arc fronto y if y is a neighbor ok butv is not, or else ifyis not a
neighbor ofx butvis. Therefore, the neighbors »in F (G, V) are the same as its neighborGA vif vis
not a neighbor irG and the complement of its neighbors@, v if v is a neighbor. In summar¥, (G, v)
is obtained fron \ v by complementing the neighborsof

In F(G,v), there is an arc from to y under the following circumstances:

1. yis a neighbor ok andv is not;
2. vis a neighbor ok andy is not;
3. xis a neighbor of but not a neighbor of;

4. xis a neighbor ofr but not a neighbor of.
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Let F; denote the digraph ovi(G) whose arcs are given by conditions one and two, anElefenote
the one whose arcs are the transposes of those given by conditions three and four. ThE @csg)afre
the unionF; andF,. If vis not a neighbor oK, thenx’s neighbors inF; are the same as its neighbors in
G. If vis a neighbor ok, then its neighbors ifr; are the complement of its neighbors@ Sincex is
arbitrary,F; is in the outward equivalence class®f v. By symmetry,(F>)T is in the inward equivalence
class ofG\ v. By Theoren[BF is in the outward equivalence 6\ V). O

11 Proof of Theorem 2

Let H be a digraph and leG be an undirected member of the outward equivalence class, @ind
suppose that we want the modular decompositioofFor Theoren{]2, we must show how to solve
Problems 1 and 2 of the previous section in order to geDéam(H) + m(H)logn(H)) time bound for
modular decomposition .

11.1 Problem 2

Let P be a partition of vertices of a graph. A setrepresentativesf © is a set that contains exactly one
element from each partition class. Recall thaPifs a partition of the vertices @b into classes that are
modules, therG/ P is isomorphic to the subgraph &finduced by any set of representatives®fThe
following generalizes this idea to members@$ outward equivalence classes.

Lemma 11.1 Let G be a digraph, letP be a partition of the vertices where each partition class is a
module of G, and let H be a member of G’s outward equivalence class. The subgraph of H induced by
any set of representatives #fis in the outward equivalence class of B.

Proof: This is immediate from Theoref 7 and the fact that the subgraghinfluced by the represen-
tatives is isomorphic t&/P. O

Let P be a set of representatives®f We must find- (G, v) for G’ = G/? = G|P. By LemmgI0]1 and
the fact thaG is undirectedF (G, v) is in the same outward equivalence clas€&asnd by Lemm#& 17].1,
G is in the same outward equivalence classi@8. Transitively,F(G',v) is in the same outward equiva-
lence class aBl|P. By Lemma[IR, it take©(n(H|P) + m(H|P)) to find the strongly-connected compo-
nents ofH|P, hence to find the ancestors\woiih G/ 2. It is now trivial to establish that the sum of costs of
this step over all recursive calls@n(H) +m(H)).

11.2 Problem 1

Let © be a partition of vertices 0B, and letX be a union of partition classes i, andu € V(G) \ X.
Pivot (G, u,X) denotes the following operation. For eaCke P that is contained ifX, we refine® by
splitting C into two setsC N Ng(u) andCN Ng(u).

McConnell'and Spinrad (Z000) give an algorithm for Problem 1 that uses c&livad on different
vertices of the graph. The technique is caledltex partitioning They show that in all recursive calls of
Algorithm [2, each vertex is the vertex parametePi@ot on O(logn) occasions. By giving an imple-
mentation oPivot (G, u, X) that require®©(|N(u)|) time, they obtain a®((n(G) + m(G) logn(G)) time
bound for solving Problem 1 in all recursive calls. Thus, to ge®am(H) +m(H))logn(H)) bound for
all of these calls t®ivot , it suffices to implemerPivot (G,u,X) in time proportional to the outdegree
ofuin H.
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BecauseG is undirected, the procedure is identical to the originaC {f X, Pivot (G,u,X) splitsC
into two setsC N Ng(u) andC N Ng(u). Whether or nou is outwardly complemented NNy (u) and
C NNy (u) induces the same partition G We implement each partition clagsof 2 with a doubly-
linked list, and maintain a pointer on each vertex to the front of its list. Extracting neighborfah
each clas€ and placing them in a twin clag¥ can be performed in a single traversal of the adjacency
list for u. When a new neighbor is examined, it is required only to check which €lasstains it in order
to determine which twin class’ to put it in. This takes time proportional to the outdegree af H, as
required.

12 Proof of Theorem

Let theprime quotientsn the modular decomposition tree be quotients of the fo@iX) /P, whereX is
a prime node an@ is its children.

Let H be a digraph, and lgs be a comparability graph in the outward equivalence clads.oEach
prime quotien{ G|X)/® is isomorphic toG|X’, whereX’ consists of one representative of each member
of 7. By LemmaII]J1G|X’ is in the outward equivalence classtdfxX’. Let us callH|X’ arepresentation
of the prime gquotient. The modular decomposition®is a tree whose leaves are also the verticds.of
Applying the off-line least-common ancestors algorithni of Harel'and Tarjan](1984), to the edgesof
the modular decomposition tree @f it is straightforward to find a representation of each prime quotient.
Details are given i McConneli and Spinrad (1999).

There is at most one vertex of a prime quotient for each node of the decomposition tree, the total number
of such nodes i©(n(G)) = O(n(H)). No edge ofH appears in more than one of the representations of
prime quotients, so the total number of edges in all representati@(sidH )).

Since the prime quotients are in the outward equivalence classes of their representations, we may per-
form a pivot on a vertex of the prime quotient in time proportional to the degree of the corresponding
vertexu in the representation. McConneli and Spinrad (1994,11999) show that if the modular decompo-
sition of a graph is available, finding a linear extension of a transitive orientation reduces to performing
O(logn) Pivot  operations on each node a prime quotient. The total time to find the linear extension of
the transitive orientation d& is thereforeD((n(H) + m(H))logn(H)).
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