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Abstract

In this paper we present an original approach
consisting in assimilating the behavior of the MultiSOM
model, whose core model represents a significant
extension of the classical Kohonen SOM model, to the
one model of a Bayesian inference network. This
approach is used both for validating the MultiSOM
inter-map communication principles and for enhancing
the accuracy of the probabilistic correlation
computation mode that is already provided by the model
In a complementary way, our approach also led us to
prove that a neural multi-map model provided with
unsupervised learning might well behave as a Bayesian
inference network in which the estimation of posterior
probabilities becomes a simple process only using prior
similarity measures.

1. Introduction

This article deals with a particular neural network
mapping innovation, which is called MultiSOM. The
MultiSOM model was firstly introduced for the
information retrieval purposes and it has been soon
successfully tested for complex multimedia retrieval [11]
and web mining tasks [1] [12]. The MultiSOM model is
the multi-map extension of the Kohonen self-organizing
map (SOM) model. A SOM map is constituted by a grid
of nodes. The SOM learning process is an unsupervised
classification process that is performed in such a way
that related topics which are extracted from the dataset to
be analyzed are mapped on neighboring nodes on the
map. The MultiSOM model introduces the concepts of
viewpoints and dynamics into the information analysis
concept with its multi-maps displays and its inter-map
communication mechanism. The dynamic information
exchange between maps can be exploited by an analyst
in order to perform cooperative deduction between
several different analyses that have been performed on
the same data.

In documentary database analysis the MultiSOM’s

viewpoint building principle consists in separating the
description space of the documents into different
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subspaces corresponding to different keyword subsets.
The viewpoints can fit into the structure of the document
when they correspond to different index vocabulary
subsets associated to the different document sub-fields.
Moreover, specific viewpoints may also be associated to
specific reference fields like document bibliographies or
document hyperlinks. As soon as each viewpoint is
associated to a peculiar set of maps, the MultiSOM’s
inter-map communication mechanism enables an analyst
to highlight semantic relationships between different
topics belonging to different viewpoints. As an example,
in patents analysis the model permits to detect
association existing between the components used in
patents, the advantages of the solutions described in
these later, their domain of use and the patentees
associated to the patents [13].

The paper shows that the Bayesian inference network
to which the MultiSOM model can be assimilated is
constituted of three layers: the first layer contains the
nodes of the source map the second layer contains the
intermediary nodes (i.e. data nodes), and the third layer
contains the nodes of the target map. The standard
Bayesian inference network propagation algorithm is
used to compute the posterior probabilities of target
map’s cluster nodes which inherited of the activity
transmitted by its associated data nodes.

2. Self-Organizing Map (SOM)

The basic principle of the SOM is that our knowledge
organization at higher levels is created during learning
by algorithms that promote self-organization in a spatial
order (see [5], [6], [7], [8], [9] and [10]). Thus, the
architecture form of the SOM network is based on the
understanding that the representation of data features
might assume the form of a self-organizing feature map
that is geometrically organized as a grid or lattice. In the
pure form, the SOM defines an "elastic net" of points
(parameter, reference, or codebook vectors) that are
fitted to the input data space to approximate its density
function in an ordered way. The algorithm takes thus a
set of N-dimensional objects as input and maps them
onto nodes of a two-dimensional grid, resulting in an
orderly feature map [7]. A layer of two-dimensional
array of competitive output nodes is used to form the



feature map. The lattice type of array can be defined to
be square, rectangular, hexagonal, or even irregular.
Every input is connected to every output node via a
variable connection weight. It is the self-organizing
property. The SOM belongs to the category of the
unsupervised competitive learning networks [9] [14]. Tt
is called competitive learning because there is a set of
nodes that compete with one another to become active.
To this category belongs also the adaptive resonance
theory (ART) model of Grossberg and Carpenter, as well
as the self-organizing multiple maps discussed in this
paper. In the SOM, the competitive learning means also
that a number of nodes is comparing the same input data
with their internal parameters, and the node with the best
match (say, "winner") is then tuning itself to that input,
in addition the best matching node activates its
topographical neighbours in the network to take part in
tuning to the same input. The more a node is distant from
the winning node the weaker is the learning. It is also
called unsupervised learning because no information
concerning the correct classes is provided to the network
during its training. Like any unsupervised classing
method, the SOM can be used to find classes in the input
data, and to identify an unknown data vector with one of
the classes. Moreover, the SOM represents the results of
its classing process in an ordered two-dimensional space
(R%. A mapping from a high-dimensional data space R"
onto a two dimensional lattice of nodes is thus defined.
Such a mapping can effectively be used to visualize
metric ordering relations of input data. As Kohonen [7]
says: "The main applications of the SOM are in the
visualization of complex data in a two dimensional
display, and creation of abstractions like in many
classing techniques."

The SOM algorithm is presented in details in ([6],
[71,[14]). It consists of two basic procedures: (1)
selecting a winning node and (2) updating weights of the
winning node and its neighbouring nodes. This
preliminary learning phase is not straightforward process
[7]. It necessitates several different learning steps, single
map evaluations, and comparisons between a lot of
generated maps in order to find at least a reliable map, at
most an optimal one [14].

a - Winning node selection:

Let x(¢) = { x/(?), x5(¢), ..., xp(f) } be the input vector
selected at time ¢, and Wi(t) = { Wi (t), Wi(0), ..., Wial(t)
} the weights of the codebook vector associated to the
node k at time ¢. The smallest of the Euclidean distances
I x(#) — Wy(¢) Il can be used to define the winning node s:

Il x() — W(©) Il = min Il x(t) — Wi(0) I

b - Unsupervised learning and definition of the
neighbourhood:

After the winning node s thus selected, the weights of
its codebook vector and the weights of the codebook
vectors of the nodes in a defined neighbourhood (for
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example all nodes within a square or a cycle around the
winning node) are adjusted so that similar input patterns
are more likely to select these nodes again. This is
achieved through the following computation:

Wii(t+1) = Wi(t) + au(t) x h(t) x [ Xj(t) — Wi (D) ],
for1<i<N

where o(t) is a gain term (0 < o(t) < 1) that decreases
in time and converges to 0, and h(t) is the
neighbourhood function.

Once the SOM algorithm is achieved, the data can be
affected to the nodes of the map. For each input data
vector, the winning node is selected according to the
algorithm first step presented above, and the data are
affected to this selected node.

In the quantitative studies of science, the Kohonen
self-organizing maps have been successfully used for
mapping scientific journal networks, and also author co-
citation data. Maps have been also successfully used for
several other applications in the general area of data
analysis like for classifying meeting output, for classing
socio-economic data and for documentary database
contents mapping and browsing [15] [16].

3. The MultiSOM model

The communication between self-organizing maps has
been firstly introduced in the context information
retrieval for analyzing the relevance user’s queries
regarding to the documentary database contents [14]. It
represents a major amelioration of the basic Kohonen
SOM model. From a practical point of view, the
MultiSOM model introduces the use of viewpoints in the
information analysis. Each different viewpoint is
achieved in the form of a map along with its potential
generalizations. Each single map used in the MultiSOM
model is itself a spatial order in which the information is
both represented into nodes (classes or topics) and
spatial areas (group of classes or macro-topics) [14] [15].
The inter-map communication mechanism enables a user
to highlight semantic relationships between different
topics belonging to different viewpoints.

One of the main advantages of the MultiSOM model
as compared to classical models that has been both
highlighted by human expert and by objective evaluation
[12] is that the original multiple viewpoints classification
tends to reduce the noise which is inevitably generated in
an overall classification approach, like SOM, while
thoroughly increasing the flexibility and the granularity
of the analyses.

3.1. The viewpoint notion

The viewpoint building principle consists in separating
the description space of the documents into different
subspaces corresponding to different keyword subsets.



The set of V all possible viewpoints issued from the
description space D of a document set can be defined:

n
V ={vy, Va, ..., Va}, v; € P(D), with UV; =D
i=1

where each v; represents a viewpoint and P(D)
represents the set of the parts of the description space of
the documents D; the union of the different viewpoints
constitutes the description space of the documents.

The viewpoint subsets issued from V7 may be
overlapping ones. They also fit into the structure of the
document when they correspond to different index
vocabulary subsets associated to the different document
sub-fields. In the context of a documentary database,
specific viewpoints may be associated to specific
reference fields like ‘"indexer keywords", 'title
keywords", or "author" field. Complementary viewpoints
may be also extracted from the overall document
description space. The notion of viewpoint is more
general than the one of document field. It is always
possible to find a viewpoint that represents the
description space used in a document field.

3.2. Inter-map communication mechanism

In MultiSOM, this communication is based on the use
of the data that have been projected onto the maps as
intermediary nodes or activity transmitters between
maps. The intercommunication process between maps
operates in three successive steps. Figure 1 shows
graphically the three steps of this intercommunication
mechanism.

At the step 1, the original activity is directly set up by
the user on the node or on the logical areas of a source
map through decisions represented by different scalable
modalities (full acceptance, moderated acceptance,
moderated rejection, full rejection) directly associated to
nodes activity levels. This procedure can be interpreted
as the wuser’s choices to highlight (positively or
negatively) different topics representing his centers of
interest relatively to the viewpoint associated to the
source map. The original activity could also be indirectly
set up by the projection of an user’s query on the nodes
of a source map. The effect of this process will then be to
highlight the topics that are more or less related to that
query. Therefore, the activity of each map node is set up
to the value of the cosine correlation measure [18] (see
equation (1)) between the node vector and the query
vector. The activity transmission to target maps is based
itself on two elementary steps: a first transmission step
from the activated source map to its associated document
nodes (down activation), and a second transmission step
from the activated document nodes to the target map (up
reactivation). The activity of a class i of the target map T’
derived from the activity of a source map S is computed
according to the following formula:
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Al = frai(8(A4,)). 4, = g(47)

where n represents a node associated to a data, j, its
associated class on the source map, f is a function
implementing the semantic correlation computation
described below, g is a bias function also described in
the next paragraphs.

This activity transmission can be considered as a process
of evaluation of the semantic correlation existing
between topics of a source viewpoint (source map), and
topics belonging to several other viewpoints (target
maps).

Source signal: direct user activation
or query matching activation
(1]
OO0 ¢

Source Map

(2]

Target Map

Figure 1: Inter-Map Communication Mechanism. This
figure represents the main steps of the inter-map
communication mechanism. (1) The activity is set up
directly by the user or by a query formulation on one or
several nodes of one or several source map. (2) The activity
is transmitted to the data nodes associated to the activated
class nodes of the source map. (3) The activity is
transmitted through the data nodes to other maps to which
these data are associated. Positive as well as negative
activity could be managed in the same communication
process. Note that the data are in this case indexed
documents.

The parameters of the intercommunication procedure
that are proposed to the decision of the analyst are the
two modes of computing the semantic correlation, f, a
possibilistic mode or a probabilistic mode, and the use of
the bias function g.

In the possibilistic computing of the semantic
correlation each class inherited of the activity
transmitted by its most activated associated data. The f
function can be given as:

- bl sl
nei nei
where A+ represents a positive activity value (positive
choice), and A" a negative activity value (negative
choice). This approach helps the user to detect weak
semantic correlation (weak signals) existing between
topics belonging to different viewpoints. For possibilistic
theory, see [2].



In the probabilistic computation of the semantic
correlation: each class inherited of the average activity
transmitted by its associated data, either they are
activated or not. The f function associated to the
probabilistic mode can then be given as:

S

nei

where [i/ represents the number of data associated to the
class i. The probabilistic computation gives a more
reliable measure of the strength of the semantic
correlations, and may be then used to differentiate
between strong and weak matching.

The role of the bias function g, which can be
optionally used, is to modulate the activity transmission
from a class to a data (down activation), and afterwards
from a data to a class (top activation), considering the
belonging degree of a data to a class as an attenuation
factor for that transmission. The belonging degree of a
document D; to a class S; is computed thanks to the
cosine correlation measure [18]:

D,e S,
I ls:

Sim(D,,S,) = €8]

where [ID,/| represents the norm of the index vector
associated to the document D, [[S;/| the norm of the
codebook vector associated to the class S, and e
represents the scalar product.

To perform in the best conditions, the inter-map
communication process obviously necessitates that a
significant part of the data should play that roles between
the maps. This last condition could be easily verified if
each vector used for the map generation indexes a
significant part of the bibliographic database.

5. Inference Bayesian Network

A Bayesian network G = (V,E ) is a Directed Acyclic
Graph (DAG), where the nodes in V represent the
random variables [17] associated to the problem to be
solved, and the arcs in E represent the dependence
relationships among these variables. In such kind of
graph, the knowledge is represented in two ways: (a)
Qualitatively, showing the (in)dependencies between the
variables, and (b) Quantitatively, by means of
conditional probability distributions which shape the
relationships. Thus, each variable X;eV is provided with
a family of conditional probability distributions P(X; |
Pa(X;)), where Pa(X;) represents the parent set of the
variable X; in G [3] [4].

Bayesian networks can perform efficiently reasoning
tasks: the independencies represented in the graph reduce
changes in the state of knowledge to local computations.
There are several algorithms that exploit this property to
perform probabilistic inference (propagation), i.e., to
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compute the posterior probability for any variable given
some evidence about the values of other variables in the
graph.

6. Inference Bayesian Network model for
Inter-map communication

The Bayesian inference network to which the
MultiSOM model can be assimilated is constituted of
three layers: the first layer contains M nodes of the
source map S which may be activated by the analyst, the
second layer contains N intermediary nodes D (i.e. data
nodes) which are associated to the nodes of the source
map, and the third layer contains M nodes of the target
map T which may be activated through the intermediary
nodes D that it shares with the source map.

Focusing on the structure of the network, the
following guidelines have been considered to determine
the topology of the graph:

1. The relationships between classes in source and
destination maps only occur through the documents
included in these classes.

2. Links joining classes and documents must be directed
from source class nodes to document nodes and from
document nodes to destination class nodes.

Thanks to the map construction process (see
section 2), there is only one parent for each document
node D; such that the source class contain this document,
then:

Pa(D;)=S,€S @
The probability of a class §; of the source map,
considering evidence Q, can be itself estimated as:

1
PS|0) =+~ 3)

The parent set of any destination class node T is
represented by the set of document nodes that belong to
T;, ie., Pa(T))={D;jeD | D;eT;}. In the original
MultiSOM model, there are not links between the
document nodes and class nodes such that the source
class nodes could represent the root nodes. Hence, this
resulted in associating to the MultiSOM model a
Bayesian network topology which is constituted of three
layers.

The standard Bayesian inference network propagation
algorithm is used to compute the posterior probabilities
of target map’s class nodes 7; which inherited of the
activity (evidence Q) transmitted by its associated data
nodes D. These computations can be carried out
efficiently because of the specific Bayesian inference
network topology that can be associated to the
MultiSOM model. Hence, it is possible to compute the



probability P(act,,| T, Q) for an activity of modality act,,’
on the class T; which is inherited from activities
generated on the source map. This computation is
achieved as follows:

P(act,, N T,| Q)

P(act,,|T,.Q) = T 0) (Bayes) 4)
P(act, nT,|Q)= Y P(D,|Q) ®)
Djeact,,NT;,
P(T;|@)= Y P(D;| Q) 6)
DjETk
M
P(D;| Q)= P(D,[S,).P(S,|Q) %)
i=l
from (3) and (7), we obtain:
P(D;| Q) =P(D;|$,).P(S;| Q) ®)
from (5), (6) and (8), we derive:
D P(D,| )P, 0
D;eact,,NT;
P(act,,|T},,Q) = - =" ©)
D P(D|5).P(S;] Q)
D;eT}
P(D,|S P05 g 10
(D] D s,y Bwe (0

At that step, as P(D,N\S;) can be considered as a
measure of correlation between D; and S;, we make the
hypothesis that it can be assimilated to cosine correlation
measure Sim(D,,S;) (see equation (1)). Hence, the cosine
correlation measure ranges in the interval [0,1]. The
more the two vectors associated to D; and §; are
(positively) correlated, the nearest is this measure to 1.
The less they are correlated, the nearest is this measure is
to 0. Thus:

P(D; N S,)=Sim(D;,S;) (1n?
0<Sim(D;,S;)<1 .
from the combination of (9) and (11), we derive:
> Sim(D;,S;)
P(actm |Tk s Q) = DanCtmﬁTk (12)
ZSim(D 5+850)
DjeT}

' [14] shows how each user’s decision modality (full acceptance, moderated
acceptance, moderated rejection, full rejection) can be associated with a
numerical value.

% To our opinion, this hypothesis is more general and more accurate that the one
which is achieved in [17]. In this latter approach, the cosine correlation measure
is used to represent the posterior probability of a document relatively to a given
query P(document | query). Hence, cosine correlation measure is more suitable to
express correlation than similarity in a probabilistic approach.
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Finally, the probabilities of all the activities,
corresponding to the different modalities, on the class T
in the destination map can be represented as:

P(act; [Ty, Q)
P(act,|T;,Q)

P(Act|T,. Q) = (12)

P(act;|T.0)

P(act,[T;..Q)

The eq. (12) permits to select which modality has the
best probability for the class 7.

7. Experimental results

Our experiment consisted in comparing the
performance of our two activity propagation models, i.e.
the original probabilistic mode, provided with
MultiSOM, and the Inference Bayesian Network model.
For that purpose we constructed two differents maps.
Our test database is a database of 1000 patents that has
been used in one of our preceding experiments. For the
viewpoint-oriented approach the structure of the patents
has been parsed in order to extract two different
subfields corresponding to two different viewpoints: Use
and Advantages. As it is full text, the content of the
extracted fields associated with the different viewpoints
is parsed by a lexicographic analyser [19] in order to
extract viewpoint specific indexes. For each specific
viewpoint the resulting index set is weighted by means
of an IDF weighting scheme [20] and a map of 10x10
neurons (classes) is finally generated.

In our experiment the map associated to the Use
viewpoint is considered as the source map as well as the
map associated to the Advantage viewpoint is considered
as the destination map. The testing process consists in
launching separately on all the classes of the source map
an activity corresponding to a full acceptance modality
and then observing the transmitted activity to the classes
of the destination map. The results of this process are
presented in the figure 2.

Focusing on the results in the figure 2 we can conclude
that the Bayesian model is more linear than the
probabilistic mode. Hence, one can easily conclude by
the observation of the figure 2 that the deviation of the
probability for the same number of activated data in the
case 1 is smaller than that in the case 2. This also means
that in the case of the Bayesian model the results are
more similar one to another for a given proportion of
active documents and the proportion of active documents
in a class of a destination map is more compliant with
the probability of activity of this class. This latter
phenomenon is especially obvious both for very low and
very high probability values.



8. Conclusion

We have proposed a propagation mode based on a
Bayesian inference network model for the MultiSOM
model. We have shown that its results are more reliable
than the probabilistic mode which was originally
provided by the MultiSOM model. Moreover, it would
be easy to prove that the Bayesian model is the only one
that guaranties the coherence of the results in real world
examples when various modalities will activate different
documents of the same classes of destination map.

As soon is not limited to a specific subset of decision
modalities our propagation model can already be applied
to various kinds of model of communicating
classification based on the notion of viewpoints. We
nevertheless plan to render it still more general by
extending it to a continuous user’s decision model.

(1)
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0
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0 010203040506 070809 1
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Figure 2: The figure illustrates the behaviour of the two
models based on the relationship between the percentage of
activated data in the classes of the destination map and the
posterior probability measure generated by the propagation
process: (1) the probabilistic mode, (2) inference Bayesian
network model.
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