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Proving Positive Almost-Sure Termination

Olivier Bournez, Florent Garnier

LORIA/INRIA, 615 Rue du Jardin Botanique
54602 Villers lés Nancy Cedex, France

Abstract In order to extend the modeling capabilities of rewriting sys-
tems, it is rather natural to consider that the firing of rules can be subject
to some probabilistic laws. Considering rewrite rules subject to proba-
bilities leads to numerous questions about the underlying notions and
results.

We focus here on the problem of termination of a set of probabilistic
rewrite rules. A probabilistic rewrite system is said almost surely termi-
nating if the probability that a derivation leads to a normal form is one.
Such a system is said positively almost surely terminating if furthermore
the mean length of a derivation is finite. We provide several results and
techniques in order to prove positive almost sure termination of a given
set of probabilistic rewrite rules. All these techniques subsume classical
ones for non-probabilistic systems.

1 Introduction

Since 30 years, term rewriting has shown to be a very powerful tool in any context
where efficient methods for reasoning with equations are required [1,9]. In the
last decade, term rewriting has also shown to provide a very elegant framework
for specifying concurrency models and deduction systems [12,13].

When specifying probabilistic systems, it is rather natural to consider that
the firing of a rewrite rule can be subject to some probabilistic rules. For that
purpose, we proposed in [3] to add basic probabilistic strategies to rule based lan-
guages. The idea of adding probabilities to rewrite rules have also been explored
in [7] in the context of probabilistic constraint handling rules, or in [14].

Considering rewrite rules subject to probabilities leads to numerous questions
about the underlying notions and results. In [3], we introduced probabilistic ab-
stract reduction systems, and we introduced notions like almost-sure termination
or probabilistic confluence, with relations between all these notions. In [2], we
proved that, unlike what happens for classical rewriting logic, there is no hope
to build a sound and complete proof system with probabilities in the general
case. We however proposed a rather natural notion of rewriting logic which is
sound and complete when proof terms are explicit [2].

This paper is a contribution devoted to a next step: understand and provide
proof techniques for proving termination of a set of probabilistic rewrite rules.

As in [3], we propose to call a deterministic probabilistic rewrite system
almost surely terminating if the probability that a term leads to a normal form



is one. However, unlike in [3], we also allow non-deterministic systems. A non-
deterministic probabilistic rewrite system is said almost surely terminating if the
probability that a term leads to a normal form is one whatever the reduction
strategy is.

Termination is a desirable interesting notion. However, in the probabilistic
context, we think we should distinguish “reasonable” termination from general
termination.

Indeed, consider a system like a symmetric random walk on the set Z* of
integers. For k = 1 or 2, it visits almost surely all the points [5,4]. Hence,
whatever the current position is, if one wants to go to the origin, a strategy is
to evolve like a symmetric random walk and stop at the origin. However, even
if one is almost sure to reach the origin, the expected time before reaching the
origin is infinite [4,5].

Practically speaking, that is why people wanting to go to Italy, do not usually
take roads randomly but prefer rather using maps, even if a proverb says that
all roads go to Rome.

Coming back to termination, the point is that in an almost surely terminating
system, with probability one a term leads to a normal form, but if the mean
number of a derivation is infinite then this information is rather useless.

Hence, we believe that the following notion is more interesting: a system will
be said positively almost surely terminating if the mean length of a derivation
is finite. After formally introducing all these notions, we will see that positive
almost sure termination implies almost sure termination. The rest of this paper
is then devoted to proof techniques that can be used to prove positive almost
sure termination.

In particular, in the classical non-probabilistic case, a simple and often used
criteria for proving termination consists in embedding the underlying abstract
reduction system into the set of natural integers, in such a way that each tran-
sition corresponds to a decreasing transition. This technique is sound in the
general case, and is complete for finitely branching systems [1].

We show that this technique has an equivalent for probabilistic abstract
reduction systems: we prove that a probabilistic abstract reduction system is
positively almost sure terminating if it can be embedded into the set of non-
negative reals in such a way that each transition corresponds to a decreasing
transition in mean. The technique is proved sound in the general case, and
complete for finitely branching systems.

Benefiting from the possibility of considering non-deterministic probabilistic
abstract reduction systems, we then define probabilistic rewrite systems. The
idea is to allow in right hand sides of probabilistic rules a distribution on classical
right hand sides of classical rewrite rules.

We then discuss the equivalent of the classical result that says that a rewrite
system is terminating iff there is a reduction order monotone on each rewrite
rule.

The paper is organized as follows: in Section 2, we recall classical non-
probabilistic theory. Sections 3 and 4 recall basic probability and Markov chain



theory, and Foster’s theorem respectively. Section 5 introduces probabilistic ab-
stract reduction systems. Section 6 defines positive almost sure termination.
Section 7 provides techniques for proving positive almost sure termination of a
probabilistic abstract reduction system. Probabilistic rewrite systems are intro-
duced in Section 8. Techniques for proving their positive almost sure termination
are discussed in Section 9.

2 Termination and Abstract Reduction Systems

We first come back to the classical setting: see for example [1,9]. An abstract
reduction system (ARS) is A = (A, —) consisting of a set A and a binary relation
—C Ax Aon A. A derivation is a finite, or infinite sequence 7 = 19 — 71 -+ - —
7, with (m;, m;41) €— for all i. An abstract reduction system is said terminating
iff there is no infinite chain ag — a1 — - - -

As said in [1], the most basic method for proving termination of some A =
(A, —) is to embed it into another abstract reduction system B = (B, >) which
is known to terminate. This require a monotone mapping V : A — B, where
monotone means that © — 2’ implies V(z) > V(a’). Now — terminates because
an infinite chain

ag — ag — -+

would induce an infinite chain
V(xo) > V(il) > ...

The most popular choice for termination proofs is an embedding into (N, >).
Tts popularity comes partly from the following easy completeness result [1].

Proposition 1. A finitely branching abstract reduction system terminates if and
only if there is a monotone embedding into (N, >).

Asin [1], observe that the technique is sound in the general case, but complete
only for finitely branching systems. Indeed, the system with A = N? and — is
defined by (¢ + 1,75) — (i,k), (4,5 +1) — (4,4), for all ¢, 4, k, is terminating,
whereas there is no monotone embedding from (N2, —) to (N,,>) [1].

3 Stochastic Sequences and Markov Chains

Let us first come back to school [8,5,16]: a o-algebra on a set (2 is a set of
subsets of {2 which contains the empty-set, and is stable by countable union
and complementation. In particular, the set of subsets is a natural o-algebra for
any countable set. A measurable space ({2,0) is a set with a o-algebra on it. A
probability is a function P from a o-algebra to [0, 1], which is countably additive,
and such that P(£2) = 1. A triplet ({2, 0, P) is called a probability space.

If (2,0) and (2, 0’) are measurable spaces, a function f : 2 — 2’ is measur-
able if for all W in o', f~2(W) € o. A random variable is a measurable function



on some probability space. The mean of a random variable V' taking values in
the set N of integers is E[V] = >, iP(V = 1). This value is always defined, even
if it can be finite or infinite. Observe that such a random variable always satisfy
the so-called telescope formula E[X] =Y, P(X > n) [4]. For a random vari-
able V taking values in N U {400}, the mean E[V] can still always be defined:
practically, it is infinite if P(V = +00) > 0 and equal to E[V] = >, iP(V =1)
(which may still be infinite) otherwise.

Given A,B € o, when P(B) > 0, the conditional probability of A given
B is by definition P(A|B) = P(A N B)/P(B). The mean of random variable
V : 2 — N conditioned by B is defined by E[V|B] =)_,iP(V =i|B).

A stochastic sequence on a set A is a family (X,);en, of random variables
defined on some fixed probability space (2,0, P) with values on A. It is said
to be Markovian if its conditional distribution function satisfies the so-called
Markov property, that is for all n and s € A,

P(X, =s5|Xo =m0, X1 =m1,...,Xn1 =mp_1) = P(X,, = 8| Xpn_1 =mp—1),

and homogeneous if furthermore this probability is independent of n.

The matrix (p!,) = (P(Xi41 = t|X; = s)) is what is called a stochastic
matrix (even when A is an infinite set) [4]. It has the nice property that columns
sum to 1.

Giving a Markov Chain is of course equivalent to giving the sequence of its
stochastic matrices. Given a Homogeneous Markov Chain corresponds to giving
a unique stochastic matrix (at any rank, the matrix is the same).

4 Foster’s theorem

We are searching criteria in the spirit of Proposition 1. For that purpose, we now
state the following result, that can be attributed to Foster [6]. It has strong con-
nections with Martingale theory and can be seen as a consequence of very general
results of (super) Martingale theory. However, it can be proved independently,
and the proof here is adapted from [4].

Theorem 1 (Foster’s Theorem).

Given a homogeneous Markov chain over a countable space A whose matriz
is P = (pt,s), if there exists a measurable subset C C A, and some function
V:A— R, with

inf V(i) > —o0
€A
and such that the mean drift defined by

AV (i)=Y pirV (k) — V(i)
keA

satisfies for some € > 0

AV (i) < —e foralli & C,



then almost surely one reaches C.
Furthermore, the mean time to reach C is finite and less than V(i) /e.

Proof. We use the notation X' for (Xo,...,X,). Since inf; V(i) > —oo, one
may assume with loss of generality that V' > 0 by adding a constant if necessary.
Call 7 the return time to C, defined as 7¢ = +o0 if X, & C for all n, and
Tc = min{n > 0, X,, € C} otherwise. 7¢ is what is called a stopping time: it is a
random variable that takes value in NU{+oo}, and for all n, the event {7¢ = n}
can be expressed in terms of X, ..., X,.
When F'is a set, denote 1 for its characteristic function. Consider random

variable Y;, = V(X,,)1,, <. The inequality in the hypothesis is just E[V (X, +1)| X, =

i|<V(@i)—eforalli¢C.
For an i ¢ C,

Ei[yn+1|X(7)Z] = Ez[ n+11n<T|XO] +E; [Yn+11nZT|X(7Jl]
E’L[ n+11n<7|X0]
< Ei[V(Xn41)lner | X7

1o«

1,<

Al

T EiV(Xn41)| X'
B[V (Xnt1) [ Xo]

Where E;[.] stands for E[.| X, = 4], the third equality comes from the fact
that 1,«- is a function of X', and the fourth equality from the Markov property.
We obtain
Ez[Yn+1|Xg] < ]-’I’L<TV(X’I’L) - 6]-n<7'

since almost surely X,, ¢ C for n < 7.
Therefore
EZ[YnJrlngL] S Yn — 61n<7—.

Taking expectations
0< Ei[}/n—i—l] < Ez[Yn] — EPi(T > n),
where P;(.) stands for P(.|X¢o = 7).
Iterating the above equality, and observing that Y,, is non-negative, we obtain

0 < E;[Yo] — GZPZT>/€
k=0

But almost surely Y, = V(i) when Xo = i, and Y ;- P;(7 > k) = E;[7] from
telescope formula.
Therefore, we have E;[7] < V (i)/e.

Notice that the technique of using Foster’s theorem in order to prove con-
vergence to some set C' has similarities with techniques used in self-stabilization
[17,11].



5 Probabilistic Abstract Reduction Systems

We are now ready to define probabilistic abstract reduction systems (PARS).
We define PARS in a slightly modified way to [3]. The main motivation is that
we want to allow non-deterministic systems.

In the same way that abstract reduction systems are also called transition
systems in other contexts, PARS can be considered as Markov Decision Processes
[15]. The only point is that, compared to usual definitions of Markov decision
processes, we explicitly allow states to be terminal, and that we do not label
transitions by actions.

The idea is that a PARS is given by some set A, and a relation that relate
states to distributions on their successors.

Definition 1 (PARS). Given some denumerable set S, we note Dist(S) for
the set of probability distributions on S: u € Dist(S) is a function S — [0,1]
that satisfies Y, g u(i) = 1.

A probabilistic abstract reduction system (PARS) is a pair A = (A, —) con-
sisting of a countable set A and a relation —€ A x Dist(A).

A PARS is said deterministic if, for all a, there is at most one p with a — p.

A state a € A with no p such that a — p is said terminal.

We now need to explain how such systems evolve: an history (of length n+1)
is a finite sequence aga; - - - a,, of elements of the state space A. It is non-terminal
if a,, is. A policy ¢, that can also be called a strategy, is a function that maps
non-terminal histories to distributions in such a way that ¢(agar ---a,) = p is
always one (of the possibly many) distribution p with a,, — p. An history is
said realizable, if for all i < n, if u; denotes ¢(apas - - - a;), one has u;(a;+1) > 0.

A derivation of A is then a stochastic sequence where the non-deterministic
choices are given by some policy ¢, and the probabilistic choices are governed
by the corresponding distributions.

Formally:

Definition 2 (Derivations). A derivation 7 of A over policy ¢ is a stochastic
sequence ™ = (m;)ieny on AU { L} such that for all n,

P(rpy1 = Lm = 1) =1,
P(rpg1 = Llmn =s) =1 if s € A is terminal,
P(rpy1 = Llmn =5) =0 if s € A is non-terminal,
and for all t € A.
P(mpt1 =t = @y Tne1 = Gne1,...,m0 = ag) = u(t)
whenever apay - - - an, is a realizable non-terminal history and p = ¢(apas - - - ap).

Several observations are in order.



Remark 1. Deterministic probabilistic abstract reduction systems correspond to
probabilistic abstract reduction systems considered in [3].

Remark 2. The derivations are homogeneous and Markovian when the policy ¢
is Markovian, i.e. when the value of ¢(aga; . ..a,) depends only on the value of
an- In particular, this holds for deterministic systems.

6 Termination of a Probabilistic Abstract Reduction
System

If a derivation is such that 7, = L for some n, then 7, = L almost surely for
all n’ > n. Such a derivation is said terminating. A derivation which is not ter-
minating is said non-terminating. In other words, a non-terminating derivation
is such that m, € A (m, # 1) for all n.

Definition 3 (Almost Sure Termination). A PARS A = (A4,—) will be
said almost surely (a.s) terminating iff for any policy ¢, the probability that a
derivation ™ = (m;);en under policy ¢ terminates is 1: i.e. for all ¢, P(In|m, =
1)=1.

This can be restated as follows: given some policy ¢, and some state a,
consider the random variable 7[a, ¢] associated to a derivation 7= with 7o = a,
taking values in NU {+o00}, defined as 400 if m, # L for all n, and defined as
Tla, ¢] = min{n|m, = L} otherwise. Of course, 7[a, ¢] corresponds to the number
of derivations from a under strategy ¢ before termination. 7[a, ¢] is easily proved
to be a stopping time for all ¢ and a.

Previous definitions can then be stated as follows:

Proposition 2. A PARS A is almost surely terminating iff for all strategy ¢
and all state a, P(7[a,¢] = +o0) = 0.

As discussed in the introduction, this notion of termination is too weak. Even
if P(7[a,¢] = 00) = 0, it might happen that the mean time before termination

Tla, ¢| = Elr(a, ¢)]

is not finite, and one may never expect to reach Italy.

That is why, we suggest to introduce the notion of positive almost sure termi-
nation. Note that the choice of the name “positive” is inspired by the distinction
between positive recurrence and null recurrence in Markov chains theory [4].

Definition 4 (Positive Almost Sure Termination). A PARS A = (A, —)
will be said positively almost surely (+a.s. ) terminating if for all policy ¢, for
all state a € A, Tla, @] is finite.

By the discussion in Section 3 on random variables taking values in NU{+oc0},
we know that if P(7(a,¢) = o0) > 0 then necessarily E[7(a, ¢)] is infinite. That
means:



Proposition 3. A positively almost surely terminating PARS is almost surely
terminating.

Remark 3. The previous notions subsume classical ones. As one may expect,
non-probabilistic systems are special cases of probabilistic systems: an abstract
reduction system is a probabilistic abstract reduction system where all the distri-
butions are Dirac distributions. Le. all the distributions p have value 1 on a single
point, and value 0 everywhere else. Strategies for abstract reduction systems do
indeed correspond to strategies for corresponding probabilistic abstract reduc-
tion systems. Terminating derivations for abstract reduction systems do indeed
correspond to terminating derivations for corresponding probabilistic abstract
reduction systems. An abstract reduction system is terminating iff the corre-
sponding probabilistic abstract reduction system is ((positively) almost surely)
terminating. Note that positive almost sure termination corresponds to almost
sure termination and to termination for those systems.

7 Proving positive almost sure termination

We are now going to discuss techniques for proving positive almost sure termi-
nation of a probabilistic abstract reduction system. We propose a technique that
subsumes the technique of Proposition 1.

One must understand that it is not at all a coincidence, but more or less
unavoidable: a deep consequence of remark 3 is that any technique for proving
positive almost surely termination of probabilistic abstract reduction systems
must also work for abstract reduction systems, and hence necessarily subsumes
a technique for non-probabilistic abstract reduction systems.

First, we prove soundness of our technique

Theorem 2 (Soundness). A PARS A = (A, —) is +a.s. terminating if there
exist some function V : A — R, with inf;c4 V(i) > —o0, and some € > 0, such
that, for all state a € A, for all p with a — pu, the drift in a according to
defined by

A,V (@)= 3 udV() - V(a)

satisfies
A,V (a) < —e.

Proof. We would like to use Theorem 1. However, we can not work directly on the
PARS, since even if we fix a strategy, a PARS is not necessarily an homogeneous
Markov chain (the fixed policy can be non-Markovian).

The solution is to fix a policy ¢ and to work on an homogeneous Markov
chain M defined on another state space: the state space of My is defined as
the set of all realizable histories of A.

The matrix of Markov chain M is then defined such that

— for all ¢, pnnt = p(t) where p = ¢(h) if h = apai---ay is a realizable
non-terminal history, where ht stands for history aga; - - - ant,



— pn,n = 1 if h is a realizable terminal history,
— and every other entry of the matrix is 0.

By construction, M is an homogeneous Markov chain. Now clearly, a tra-
jectory of PARS A starting from a reaches a terminal state under policy ¢ iff
the corresponding trajectory of Mg of same length starting from a leads to a
terminal history. Furthermore, the probabilities of corresponding derivations are
preserved.

Consider now function W : Sy — R defined by

W(apay - - apn) = V(an)

for all realizable history agay - - - a,.
We have
AW(h) = A,V (h) < —€

for any non-terminal realizable history h, where p = ¢(h).

We can then apply Theorem 1 on My, with C' equal to the set of terminal
realizable histories to conclude that the derivations starting from a in M reach
terminal realizable histories in a time whose mean is less than W (a)/e = V(a)/e.

Hence, all the derivations starting from a in .4 under policy ¢ reach terminal
states in a time whose mean is also less than V' (a)/e. This holds for all a and ¢.

We now prove that the technique is complete for finitely branching systems.

Definition 5. A probabilistic abstract reduction system A = (A, —) is finitely
branching if for all a, there is at most a finite number of distributions p with
a— p.

Theorem 3 (Completeness for finitely branching systems). If a finitely
branching probabilistic abstract reduction system A = (A, —) is +a.s. terminat-
ing then there exist some function V : A — R, with inf;ca V(i) > —o0, and
some € > 0, such that, for all state a € A, for all p with a — p, the drift in a
according to u defined by

AuV(a) = Z p()V (i) = V(a)

satisfies
A,V (a) < —e.

Proof. By hypothesis, for all state a, and policy ¢, we have T'[a, ¢] < +00. When
h is a realizable history, and ¢ is a policy, we write T'[h, ¢] for the mean time
before reaching | after history h.
Note that for any policy ¢, when h is a realizable non-terminal history, we
have
Tlh,¢] =1+ é(h)(@)T[hx, 9] (1)

z€A



If policy ¢ is Markovian, we have T[hz, ¢] = T[z, ¢], and hence

Tih,¢] =1+ é(h)(@)T[z,9]. (2)
z€A
The idea is to consider the “worst” strategy @. This strategy can be built as
follows: in any realizable non-terminal history h = aq...a,, ¢ maps h to the
distribution y with a,, — p that maximizes sup,, ) c 4 ()T [hz, ¢].
Since to any strategy ¢ on can associate a strategy ¢’ with

T(ha,¢] = Tz, ¢']
(take ¢'(h") = ¢(hh') for any realizable non-terminal history h'),

sup 3 @) T, o] = sup 3 jla) Tl .
¢ zeA b zeA
and hence ¢ is Markovian.
We claim that this is indeed the worst strategy, i.e.

Sup T[h,¢] <T[h, ¥ (3)

for all realizable non-terminal history h.

This follows from the following arguments: for any integer 7, let ®; be the set
of strategies that coincides with @ on all histories of length less than i. Using
repeatedly Equation 1, one gets for all integer 4,

sup T'[h, ¢] < sup T[h, ¢]
¢ PED;
for all realizable non-terminal histories & of length less than 4.
Now, since T'[h,®] is the limit of sup,cq, T'[h,¢] when i goes to infinity,
Equation 3 holds.
Now, in any non-terminal a, with a — pu,

Dowen (@) Tz, @] < supy ), q p(2)T[z, 9]
<supy > pen P(0)(@)T [z, ¢ (4)
<D wea®(a)(@)T [z, D).

where first inequality comes from the fact that @ is a particular strategy, the
second from the definition of #(a)(z), and the third from the fact that the sup
of a sum is always less that the sum of the sups.

We are done: indeed, if we take V(a) = T'[a, ] for all state a, and e = 1, we
know that V' is non-negative, and for any p with a — u, we have

AV (@) = X p 1@V (@) — V(a)

= ZIGA M(iC)T[(E, @] - T[aa ¢}
14 pea m@)T [z, ] = 3, c 4 Pla)(x)T [z, D))
-1

IN

where third equality comes from Equation 2, and last inequality from Equation
4.



Remark 4. Note that the restriction to finitely branching systems in the previous
theorem is mandatory: this can be seen as a consequence of Remark 3. Indeed,
consider the counter-example after Proposition 1, considered as a probabilistic
abstract reduction system. If there were a function V' and some € > 0 as in the
conclusion of previous theorem, adding a constant if necessary, and multiplying
by 1/¢ if necessary, we can assume V non-negative, and ¢ = 1. Now, in any
non-terminal state a with a — p, since we should have A,V (a) < —1, and since
w1 is a Dirac that is 0 except on some point = where it has value 1, we must have
for that z, V(z) < V(a) — 1. Now, if & = V(1,1), consider the strategy going
from (1,1) to (0,%), (0,k —1), ..., (0,0). V must decrease of at least 1 at each
transition. That leads to a contradiction, since starting from k, one can not do
it £+ 1 times keeping V non-negative.

8 Probabilistic Rewrite Systems

We are now introducing the notion of probabilistic rewrite system. Our moti-
vation is to get something that covers classical (i.e. non-probabilistic) rewrite
systems, and also Markov chains over finite spaces. Doing so, we can claim that
all examples that have been modeled in literature using finite Markov chains (for
e.g. in model-checking contexts [10]) can be modeled in this framework.

Definition 6 (Probabilistic Rewrite system). A probabilistic rewrite rule
is an element of T(X, X) x Dist(T(X,X)). A probabilistic rewrite system is a
finite set R of probabilistic rewrite rules.

To a probabilistic rewrite system is associated an probabilistic abstract reduc-
tion (T'(X, X), —r) system over the set of terms T'(X, X) where —x is defined
as follows: When ¢ € T'(X, X) is a term, let Pos(t) be the set of its positions.
For p € Pos(t), let t|, be the subterm of ¢ at position p, and let ¢[s], denote the
replacement of the subterm at position p in ¢ by s. The set of all substitutions
is denoted by Sub.

Definition 7 (Reduction relation). To a probabilistic rewrite system R is
associated the following PARS (T'(X, X),—) over terms:

t—r u

iff there is a rule (9, M) € R, some position p € Pos(t), some substitution
o € Sub, such that t|, = o(g), and, for all t/,

wty= 3 M)

v=tlo(d)],

For example, a probabilistic rewrite rule can be f(z,y) — g(a):1/2|y:1/2,
where g(a) : 1/2|y : 1/2 denotes the distribution with value 1/2 on g(a) and
value 1/2 on y. Then f(b, ¢) rewrites to g(a) with probability 1/2, and to ¢ with
probability 1/2. Now, f(b, g(a)) rewrites to g(a) with probability 1.



9 Termination of a Probabilistic Rewrite System

We now provide an equivalent of the result that says that a rewrite system is
terminating iff there is a reduction order monotone on each rewrite rule [1,9].

Theorem 4. A probabilistic rewrite system R is positively almost surely ter-
minating if and only if there exists some function V : T(X, X) — R, with
inf;ca V(i) > —00, and some ¢ > 0, such that

1. “the drift of each rule is less than —e”: for each probabilistic rewrite rule
g — M € R, the drift

ApV (g ZM -V(9))

satisfies
AM V( ) —E€.

2. “drift being less than —e is preserved by substitutions”:
for each term s € T(X, X), for all p with s — p, for all substitution o € Sub,
if
AV (s) < —e
, then the drift

Ay V(e ZM s')) = V(a(s)))

satisfies

AsVi(o(s)) < —e

3. “drift being less than —e is preserved by contexts”: for each term s1,...,8,,8 €
T(X, X), for all u with s — p, for all function symbol f, if

AV (s) < —¢,
then the drift

Af(817‘“)%'”78”)1/(]”(31, ey Sy sn)) =2 SV (f(s1,...,8 .o sn))
—V(f(s15--15,---,50)))

satisfies
Af(srrginnsn) V(81500085000 80)) < —€

Proof. If R is positively almost surely terminating, then by Theorem 3, there
exists some function V : T (X, X) — R, with inf;c 4 V(i) > —o0, and some € > 0,
such that, for all state a € T'(X, X), for all p with a — pu, A V( ) < —e

In particular, for a = g, we have a — p, where p(t') = M (t ), and hence

Via) =3, p")V(') —V(a)
=2 M(d)(V(e(d)) — V(a))
=AuVi(g)
< —e.



Now, when s — ', for a = o(s), we have a — u, where p(o(s')) = p'(s'),

and hence
AuVia) =y n")V () = V(a)
= S KWV (a(s) — V(a)
= AU(#/)V(J(S))
< —e.
In a same way, when s — p/, for a = f(s1,...,8,...,8,), we have a — p
where p(f(s1,...,8,...,8,)) = p'(s'), and hence

AuVia) =2 w(t)V () = V(a)
=2 (S W (f(s1,...,8, . 80) = V(f(s1,...,8,...,5n)

= Af(sl7...,u’,...7sn)v(f(817 sy Sy Sn))
< —e.

This proofs that conditions 1, 2 and 3 are necessary.

Conversely, assume that conditions 1, 2 and 3, hold. We have ¢ — p iff there
is arule (g, M) € R, some position p € Pos(t), some substitution o € Sub, such
that t|, = o(g), and, for all ¢/, u(t') = Zt,:t[g(d)]p M(d).

Since a derivation ¢ — p is necessarily via some rule (g, M), from Theorem
2, we only need to prove that for all rule (g, M) and term ¢, if ¢ — u via (g, M)
then ApV(t) < —e.

This is proved by induction on the length of p. If p is of length 0, then
t = o(g). By condition 1, we know that Ay V(g) < —e. By condition 2, since
g— M, and AV (g) < —¢, we have A,V (t) = A,V (0(g)) < —¢, where the
equality is established as in the third paragraph above.

Ifp = p1ps ... prisoflength k£ > 0, then ¢ can be written as f(s1,...,8,...,8,)
and s — p/ via (g, M). By induction hypothesis, A,V (s) < —e. By condition
3, AV (t) = Af(sy,ooptyes)V(f(51,...,8,...,8n)) < —¢, where the equality is
established as in the fourth paragraph above.

Sufficient conditions for 1, 2 and 3 can be established. Indeed:

Definition 8 (Substitution and Context decrease). Given a set S C T(X, X)
of terms.

— A function V : T(X, X) — R is substitution decreasing on S if for all t,t' €
S, and all substitutions o € Sub,

V(e(t)) = V(e(t) < V(t) = V().

— A function V : T(X, X) — R is context decreasing on S if for all t,t' € S,
and all s1,...,s, and function symbol f,

V(f(s1yeeestyennysn) = V(f(s1,. oty y80) < V() = V().

Definition 9 (Terms appearing in a rule). Given a probabilistic rewrite rule
(g, M), the set of terms appearing in the rule is the union of g and of the d with
M(d) > 0.



Ezample 1. The terms appearing in f(x) — f(f(2)) : p1lg(f(x)) : p2|g(z) : p3
are f(z), f(f(x)), 9(f()), and g(z).
Theorem 5. A probabilistic rewrite system R is positively almost surely termi-
nating if there exists some function V : T(X, X) — R, with inf;c 4 V(i) > —oo0,
and some € > 0, such that the drift of each rule is less or equal to —¢, and V is
substitution decreasing on terms appearing in each rules, and context decreasing
onT(X, X).
Proof. Condition 1 holds by hypothesis.

Since V is context decreasing, for all f,s,s1,...,s, and u, we have

Afisyyipiynsn)V([(51,.0058,..0,80)) < ALV (s)

and so, condition 3 holds.

Now, given conditions 1 and 3, the proof of indirect sense of Theorem 4,
only require that A,V (o(g)) = >y M(d)(V(a(d)) —V(o(g))) < —e for each
probabilistic rule (g, M) and substitution o. Since the g and d with M (d) > 0
are appearing in the rule (g, M), and since V' is substitution decreasing on such
terms, this is less or equal to ), M (d)(V(d) — V(g)), i.e. less or equal to —e by
condition 1.

We are now discussing some examples:
Example 2. The probabilistic rewrite system restricted to the unique rule
a—a:1/2[b:1/2
is +a.s. terminating. Indeed, consider V(a) = 10, V(b) = 2, and observe that
1/2x10+1/2x2—-10< 0.
Ezample 8. The probabilistic rewrite system
f@) =z :pa| f(f(2) : 1= pa
flx) = @ :po| f(f(2) : 1 —p2

is +a.s. terminating if p; > 1/2 and py > 1/2. Indeed, consider V' that counts the
depth in symbol f of a term. V' can be shown context decreasing on all terms.
V' is substitution decreasing on {f(z),z, f(f(z))}. Now the drift of each rule is
given by —1 x p; + 1 x (1 —p;) =1~ 2p; <min(l —2p;, 1 —2p2) <O0.

Ezxample 4. The probabilistic rewrite system

f@) = f(f(@) s pulg(f(2)) : prlg(x) = puy
f(f (@) = hlg(f(f(2)), f(2))) : p2,|g(f () : P2, | f(g(f (f(2)))) : P2

It is +a.s. terminating if p;, < p1, and pa2, < pa,. Indeed, consider same function
V', and so context decreasing on all terms, which is substitution decreasing on

{f(z), f(f(z)),9(f(x)),9(z)} and on

{7 (f (@), h(g(f(f (), f(2))), 9(f (@), F(g(F(f()))}

and the drifts of the rules are 1 x p;, +0 X p1, —1 X p1, <0 and 0 x pp, —1 %
P2, +1 X pa, < 0.
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A Conclusion and perspective

In this paper we presented non-deterministic probabilistic abstract reduction
systems, probabilistic rewrite systems, and we gave necessary and sufficient con-
ditions for proving positive and almost sure termination of these systems. We
also provided tractable sufficient conditions and application examples.

We believe that our notion of probabilistic rewrite system is very powerful
since it covers all systems that can be encoded by classical rewrite systems and
finite Markov chains. In particular, we already explored it to model a telecom-
munication protocol.

Next step include understanding whether there could be valid and interesting
results generalizing techniques based on polynomial orders, or even on semantical
methods.



