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Abstract

Many tiling spaces such as domino tilings of fixed figures have an underlying lattice
structure. This lattice structure corresponds to the dynamics induced by flips. In this
paper, we further investigate the properties of these lattices of tilings. In particular, we
point out astability property: the set of all the shortest sequences of flips joining to
fixed tilings also have a lattice structure close to the lattice of all tilings.

We also show that some of these properties also apply to other discrete dynamical
systems and more generally may be satisfied by some partially ordered sets. It gives a
new perspective on the lattice structure of tiling spaces and enables to deduce some of
their properties only by means of partial order theoretical tools.

Keywords: tilings, lattices, stability of the tilting operation, partial order theory.

Résumé
De nombreux espaces de pavages, tels que les pavages d’une figure par des dominos,
peuvent étre munis d’une structure de treillis. Cette structure de treillis est induite par
des transformations locales élémentairfipg). Dans cet article, nous approfondis-
sons I'étude des propriétés de ces treillis. En particulier, nous mettons en évidence
une propriété de stabilité lorsque I'on considére I'ensemble des plus courts chemins
reliant deux pavages par des séquences de transformations élémentaires.
Nous montrons aussi que certaines de ces propriété (dont la stabilité) s’appliquent a
d'autres systemes dynamiques discrets et plus généralement a certains ensembles or-
donnés. Ces résultats donnent un nouveau point de vue sur la structure de treillis des
esapces de pavages et certaines propriétés s'averent étre des conséquences de théo-
remes de théorie des ordres.

Mots-clés: pavages, treillis, stabilité de I'opération de retournement, théorie des ordres.
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Abstract

Many tiling spaces such as domino tilings of fixed figures have an underlying lattice structure. This lattice struc-
ture corresponds to the dynamics induced by flips. In this paper, we further investigate the properties of these lattices
of tilings. In particular, we point out gability property: the set of all the shortest sequences of flips joining to fixed
tilings also have a lattice structure close to the lattice of all tilings.

We also show that some of these properties also apply to other discrete dynamical systems and more generally
may be satisfied by some partially ordered sets. It gives a new perspective on the lattice structure of tiling spaces and
enables to deduce some of their properties only by means of partial order theoretical tools.

1 Definitions and notations

1.1 Partial orders and lattices

Let (P, <p) be a partial order (order for short) on the ground Befdenoted byP if there is no ambiguity on the
relation<p). We denote byP| the cardinal ofP. The same order relatiod p restricted to a subset @ is called a
suborder of P. For allz,y € P, the subordefz,y] = {z € Plz <p z <p y} is called arninterval of P. Thedual
of P, denotedP?, is the order on the same ground set obtained by reversing the retagiorfor all z, y, we have
z <pa yifandonly ify <p z. Let P and@ be two orders, thearallel composition of P and() is the order on the
disjoint union of the ground sets &f and(@ such that the induced orders #rand( remain the same, but an element
of P and an element @ are never comparable. The notatiorig J Q.

We also define fof P, < p) its cover relation denoted by< p and defined for alk;,y € Pbyz <p y if  # v,
z<py and[may] = {Ji,y}

A lattice (L, <) is an order such that for all, y € L, the pair{z,y} has an infimume A ;, y and a supremum
x Vp, y. If there is no ambiguity, we will just use the notationsandv. A meet semilattice (L, <) is an order
such that for allz,y € L, the pair{z,y} has an infimumz Az y. A distributive lattice is a lattice such that is
distributive with respect t&v and inversely. Asublattice of L is a subordelS of L which is a lattice and such that
forall z,y € S,z Asy = x Apyandz Vsy = = Vp y. A subsetd of P is called anideal (or downset) of P if
x € Aandy <p z impliesy € A. Forinstance, foralk € P, |p z = {y € P,y <p z} is an ideal ofP, which
is called theideal generated by « in P. We denote byl (P) the set of all ideals oP ordered by inclusionI(P) is
a distributive lattice, where the supremum of elements is their union, the infimum their intersection. Moreover, from
Birkhoff’s representation theorem [6, 8], we know that for any distributive latfi¢bere exists an orddP such that
L is isomorphic tdl (P).

Let L be a lattice. We denote b (L) the undirected graph obtained from the transitive reductiod dify
transforming each directed edge into an undirected edge.

1.2 Tilings
1.2.1 The square grid

Let A be the planar grid of the Euclidean plaRé. A vertex of A is a point with both integer coordinates. Let
v = (z,y) be a vertex of\.

A cel of A is a (closed) unit square whose corners are vertices. Two celld-agmhbors (respectivelys-
neighbors) if they share an edge (respectively (at least) a vertex).



Two vertices ofA areneighborsif they are both ends of a same edge of a celhoHence, each vertexhas four
neighbors which are canonically called tBast, West, North and South neighbors of v. An ordered pair of neighbor
vertices is called aarc or anedge of A.

We assume that cells df are colored as a checkerboard. By this way, we have black cells and white cells, and
two cells sharing an edge have different colors. For eaclfwgre’) of A, we define thespin of (v,v") (denoted by
sp(v,v')) by :

e sp(v,v') = 1if (v,0") if an ant moving formv to v’ has a white cell on its left side (and a black cell on its right

side),

e sp(v,v') = —1 otherwise.

A path of A is a sequencévy, vy, ..., v,) Of vertices such that for each integesuch thad < i < p, v;4; is a
neighbor ofv;. This path is acycle if, moreovery, = vy. The cycle iselementary if v; = v; andi # j imply that
{i,j} = {0,p}. An elementary cycl€ divides the cells of the plane into interior cells and exterior cells (according
to Jordan’s theorem).

We denote by¥V (C) (respectivelyB(C')) the number of interior white (respectively black) cells according'to

The elementary cycles can be partitionned according to the orientation : there atedkweise and counterclock-
wise cycles.

Lemmal Let C' = (vg,v1,...,v,) bea counterclockwise cycle. We have the equality:

p—1
> sp(vi,vig1) = 4(w(C) — B(C))
i=0
Proof. Obvious, by induction on the number of enclosed cells (see for example [23] for details). O

1.2.2 Figures

A figure F' of A is a finite union of cells of\. The set of edges df (denoted by¥ r) is the set of ordered paifs, v')
such that the line segmept v'] is a side of a cell of’".

We statef’ = Fy UF5 ...UF),, where, for each integér F; is a 4-connected componentBf For each connected
componenf;, we fix a vertexw; of its boundary (for exampley; can be chosen as the leftmost vertex of the lowest
vertices ofF;).

The only infinite connected (for the 8-connectivity) componerkdf\ F is denoted by ... The other ones are
calledholes of F'. A connected figure such that,, is the only connected component®? \ F is called gpolygon of
A.

A figure isbalanced if it contains as many black cells as white cells. A figurduisy balanced if it is balanced
and all its holes are also balanced. In this paper, we are only focused on fully balanced figures. Some extensions
of the notions presented in this paper are possible for balanced figures, but this general framework implies technical
difficulties (see [20]) which are not interesting for our purpose.

Because of problems due to both types of connectivity for cells, we replace (until the end of the paper) each vertex
v of F' such that each edge issued frenis in the boundary of' by two verticesv; andwv,, each of them being

- "

Figure 1: vertex duplication according to 4-connectivityoind 8-connectivity oR 2 \ F.

connected two exactly two neighborswofsee figure 1). By this way, the contour of each hole is an elementary cycle
of F.

A domino is a figure formed from two cells sharing an edge, which is callecc¢éhtral axis of the domino. A
tiling T' of a figureF' is a set of dominoes included i, with pairwise disjoint interiors (i. e. there is no overlap),
such that the union of tiles @f equalsF’ (i. e. there is no gap). Of course, each figure which can be tiled is balanced.



1.2.3 Flips

A local flip (see figure 2) is the replacementiirof the pair of dominoes which coverax 2 square by the other pair
which can covelS. Let v denote the central vertex of the square, a new tifings obtained by this replacement. We
say thatT, is obtained fronil" by a flip arouncb.

Two tilings such that on can be obtained from the other one by a single flipeagiabors. A path of tilings is a
sequencéTly, Ty, ..., T,) of tilings such that for each integésuch thaD < i < p, T;1, andT; are neighbors. The
integerp is the length of the path.

Two tilings, T andT"’ areconnected by flips if there exists a path of tilings linking and7'’. in this case, théip
distance d(T,T') is the minimal number of successive flips necessary to transfomto 7''. A path linkingT" and
T' of lengthd(T, T") is called ageodesic. Thespace of tilings generated by the paff’, T'’) is the symmetric graph
Gy = Vi, Ecr,r)) whereVr 1 is the set of tilings which are on a geodesic linkifigand 7'/, and a pair
(Th, T>) of (V(Tm))2 isin E if T; andT> are neighbors.

Our goal is the study of the structure of such spaces of tilings.

L — | Y

Figure 2: A local flip.

1.2.4 Height functions

Definition 1 Let T beatiling of afigure F and (v, v’) bean arc of Er. The T-value (denoted by val ) isthe function
form Er to Z is defined by :

e valr(v,v') = —3sp(v,v") and there exists a domino of 7" whose a symmetry axisis [v, v'],
e valr(v,v') = sp(v,v') otherwise.

The functionval - is a tool to encode the tilings : for each pélr, T') of tilings of F, if valy = valys, then we
haveT =T".

Notice that for each ar¢v,v’) such thatfv,v'] is on the boundary of', we necessarily haveal ;(v,v") =
sp(v,v"), thusvalr(v,v") does not depend df.

Let (vg,v1,...,vp) be a path of the figuré’ (i. e. for each integersuch thad < i < p, (v, v;41) IS in Ep) and
T be a tiling of . The height value of this path fdF is the sum :3"7_ valr(vi, vis1)-

Proposition 1 Let T be atiling of a fully balanced figure F'. The height value of any cycle of F' for T  isnull.
This proposition is a generalization of a theorem from J. H. Conway [7] about tilings of polygons.

Proof. (sketch) It suffices to prove it for elementary cycles since the height difference of each cycle is the sum of the
height differences of the elementary cycles which compose it. This is done by induction on the number of/cells of
enclosed by the cycle.

We first treat the case when the cycle follows the boundary of aHgleThis case is easily treated, from Lemma
1, since the figure is fully balanced (duplicated vertices create no problem). We also verify that the proposition holds
for elementary cycles of length 4 around a cell.

Now, we can apply the induction argument. If we are not in the cases treated above, then the area enclosed by
the cycle can be cut by a path 6% which induces two new cycles, each of them enclosing less celistbén the
original cycle. Thus, by induction hypothesis, the height difference of both induced cycles is null, from which it is
easily deduced that the height difference of the original cycle is null. O

This proposition guarantees the correctness of the definition below.



Definition 2 Let ' beafully balancedfigure, with F' = F, UF; .. .UF},, where, for eachinteger ¢, F; isa4-connected
component of F', with a fixed vertex w; on the boundary.

For each tiling T, the height function induced by T' (denoted by & 1) is the function from the set V of vertices of
cells of F' (once necessary duplications have been done) to the set Z of integers, defined by h r(w;) = 0 and, for each
arc (v,v") of Ep, hr(v") — hp(v) = valp(v,v').

Proposition 2 For any pair (T, T") of tilings and each vertex v of F', wehave : hr(v) — hy (v) = 0[4].

Proof. obvious by induction on the length of a shortest path fiogto v. O

Proposition 3 Let (T',T") bea pair of tilings of F'. If, for each vertex v of F', h(v) = hy (v), thenT = T".
Informally, this proposition means that a height function is a way to encode a tiling.

Proof. Let (v,v’) be an edge offr . We have two cases:
e the line segmeifit, v'] cuts no domino of . Thus,|hr(v') — hr(v)| =1,
e the line segmefit, v'] is the central axis of a domino @. Thus,|h7(v") — hy(v)| = 3,

Thus, the tilingT is formed from tiles whose central axis is a segment’] such thathr(v') — hr(v)| = 3. The
same argument can be used1dr which yields : 7' = T". O

The above proposition permits to define theght distance A(7',T') between two tilings byA (7', T") between
two tilings by A(T,T") = Y, c g |h1 (v) — hye (V)]
1.2.5 Characterization

The proposition below gives a characterization of height functions.

Proposition 4 Let f be a function from the set of vertices of F' to the set Z of integers such that :
o f(wi) =0,
e for eacharc (v,v") of Er suchthat sp(v,v') = 1, either f(v') — f(v) = 1or f(v') — f(v) = =3,
e if, moreover, thearc (v, v') is onthe boundary of F, then f(v’) — f(v) = +1.

Thereexists atiling T" such that f = hy(v).

Proof. Let (vg,v1,v2,v3,v4 = vg) be a cycle around a white cell, counterclockwise. The second constraint of the
proposition implies that we have three vertiegssuch thatf(v;+1) — f(v;) = 1 and a unique vertex; such that
f(vj+1) — f(vj) = —3. One easily obtains a symmetric condition for black cells.

Thus, the sef” of dominoes which are cut into both halves by an edge whose extremities,as®v /, are such
|f(v) — f(v")] = 3, is atiling of F'. One obviously verifies (by induction on the distance fromto v) that, for each
vertexv of F, f(v) = hr(v). O

1.2.6 Flips and height function
The vertices around which a flip can be done are easily characterized with the height function.

Definition 3 Let T beatiling of F. Alocal maximum(respectively minimum) of 7" is an interior vertex v of F' such
that, for each neighbor v’ of v, h(v') < hr(v) (respectively h(v') > hr(v)).

Proposition 5 An interior vertex v of F' is alocal extremum of T if and only if v is the center of a2 x 2 square S
which is exactly covered by two dominoes of 7', with a common large side.



Proof. If v is a local minimum, let’ and” be the neighbors af such thatsp(v’,v) = sp(v”,v) = 1. Notice that
v is the middle of the line segmeft’,v"']. Since one cannot havehir(v') = hr(v) + eq(v,v') — 1, the equality
hr(v') = hr(v) + eq(v,v") + 3 necessarily holds, thus the domino whose symmetry a%is is] is a domino off .
The same argument holds wiilf, which yields thatS is exactly covered by dominoes @f A similar proof can be
done for a local maximum d¢f.

Conversely, assume thétis exactly covered by dominoes @f One easily sees, applying rules which define a
height function, that is a local extremum df". O

What are the consequences of a flip around a vertaxthe height function ? For each verteksuch that'’ # v,
we havehr(v') = hyp,(v'), since there exists a path &f from w; (the origin vertex of the connected component
containingv’) to v’ which does not pass through

Forv, we havedhr(v) — hr, (v)| = 4. If Az, (v) = hr(v) + 4, then we say that the flip is going up (note that the
local minimumv is transformed into a local maximum), andhif, (v) = hr(v) — 4, then we say that the flip is going
down (the local maximun is transformed into a local minimum). Moreovertif, (v) = hy(v) + 4, we say thabr,
covers hr.

2 Lattices of tilings and stability

2.1 Lattice structure

Height functions canonically induce an order on thelsetof tilings of the fully balanced figurd’. Given a pair
(T, T") of tilings of F', we say thaf” < T if and only if, for each vertex of F', hr(v) < hy (v).

Proposition 6 Let (7', T") be a pair of tilings of F. The functions f = inf(hr,hr) and f' = sup(hr, hr') are
height functions of tilings.

Proof. We prove this proposition fof (the proof forf’ is similar) using proposition 4. The first and last constraints
are obviously satisfied, sinder(v') — hr(v) = hy (v') — hy: (v) for each arqv, v’) such thafv, v] is included in
the boundary of".
Let (v,v") be an arc ofEr such thatsp(v,v') = 1. Assume thahr(v) < hy/(v). Thus, from proposition 2, we
have :hr(v) < hy(v) — 4. On the other hand, eithérr(v') = hr(v) + 1 or hp(v') = hrp(v) — 3. Thus :
hT(’Ul) S hT(’U) +1 S (hT/ (’U) — 4) +1= hT/ (U) -3
Moerover, eitheh 7 (v) = hr (v') — 1 or hy (v) = hy (V') + 3, thus
hri(v) =3 < (hr (v') +3) =3 = hp (V')
We have proven that i (v) < hy (v) thenhyp(v') < by (v'). Consequentlyf(v') — f(v) = hr(v') — hr(v),
which guarantees the second constraint of proposition 4.

The case wheh(v) > hy (v) can be treated with the same kind of argument, and the case/wien = hy (v)
is obvious. O

A clear consequence of this proposition may be stated in the language of order theory (see [6] or [8]):
Corollary 1 Theorder < induces a structure of distributive lattice onthe set T i of tilings of F'.

For the following, for each paifT’, T"') of tilings of F', the tiling whose height function is. f (h 1, h7) (respec-
tively sup(hp, hy)) is denoted byn f (T, T') (respectivelysup(T, T")).

Definition 4 Let (T, T") be a pair of tilings of F. We say that 7" and 7"’ are boundary equivaler{denoted by T' =
T'[§ F)) if, for each vertex v of the boundary of F', hr(v) = hr (v).

Remark that ifl’ = T'[§ F], thenT = inf(T,T")[0F] andT = sup(T,T")[6F]



Proposition 7 Given a pair (T',T") of boundary equivalent tilings of F', we have T < T if and only if there exists a
sequence (T, T4, . . ., Tp) of tilings of F' suchthat Ty, = T', T, = T" and, for eachinteger i suchthat 0 < i < p, T;+1
covers T;.

Proof. The converse part of the first part of the proposition is obvious. The direct part of the proposition is proven by
induction in the quantity\ (7', 7).

The result is obvious i\ (T, T’) = 0. Now, assume thah(T,7') > 0, T < T’ andT = T'[§F]. We have to
prove that there exists a vertexsuch that - (w) < hp (w) (which yields thatir(w) < hy (w) —4 from Proposition
2), and an upward flip can be done frdraroundw.

It suffices to takew such thathy (w) — hp(w) has the maximal value and, moreover(w) is minimal with
the previous condition (notice that is not on the boundary of since the tilings are boundary equivalent). ket
be a neighbor ofv. If hr(w') < hr(w), then we necessarily haver (w) — hr(w) < hp (w') — hr(w’), which
contradicts the definition af. Thusw is a local minimum of:  and an upward flip can be done around |

Corollary 2 Let (T, T") beapair of tilingsof F. WehaveT = T'[6F] if and only if T"and T"" are connected by flips.
Moreover, in such a case, we have d(T,T') = A(T,T")/4 and a tiling 7" is on a geodesic between 7" and 7"/ if
and Only |f hmin(T,T’) S hT” S hsup(T,T’) .

Proof. The first part of the proposition is easily proved using (7, 7') and the previous propositition.

For the equality, first see tha(T,T7') > A(T,T')/4 since a flip decrease&(T,T") from at most 4 units.
Afterwards, IfT" < T', then any sequence of increasing flips fr@hto 7' has lengthA(7',7")/4, which proves
the equality in this case. The general case follows, once it has been noticed(haf ') = A(T,inf(T,T")) +
A(inf(T,T"),T").

Now, each tilingl™" on a geodesic betwedhandT" is such thab,,,;,(r,77) < hrv < hgyper,rr) Since each flip on
a geodesic has to decrease the heigth distance from 4 units. Conversely, takeld'tginch that,,,, ;,(r,7) < hr <
hgup(r,17)- We denote by, the set of vertices such thatu;,, s (1,1 (v) = hr(v) (which yields that,,,r, ) (v) =
hr(v)) andV; the set of vertices such thath;, ¢z, 1) (v) = hr/(v) (@Ndhgyp(r,7/)(v) = hr(v)). If a vertexv is
element ofi; N V3, thenhr(v) = hy (v) = hyr (v). We have:

AT, T") =Y (e (v) = hr(v)) + > (hr(v) = b (v))

veEV] vEVa
AT T) = 3 (b (v) = b (0)) + 3 (o (v) = b (v)
veEV]L vEVa

Thus adding these equalities, we obtain:

AT, T") + AT, T") = > (hr(v) = hr(v)) + > (hr(v) = by (v)) = A(T,T")

veEV]L vEVs
which proves thaf'” is on a geodesic betwe@handT"’. |
Corollary 3 For eachpair (7', T") of tilings defining a space of tilings, we have G (7, 71) = G (inf(1,17),sup(T,7"))-
Proof. It is a clear consequence of Corollary 2 for the spaces of tilings defined in Subsection 1.2.3. O
Corollary 4 Each boundary equivalence classis the set of vertices of a space of tilings.
Proof. Since each class is finite, it has a unique minimal tiling and a unique maximal tiling. The class is the set of

vertices of the space of tilings generated by these two tilings. O

2.2 Stability of the class of lattices of tilings

Definition 5 Let (T',7") be a pair of tilings of a same figure F' suchthat 7' < 7" and T' and T are boundary
equivalent. The lattice formed fromtilings T" of F' suchthat 7' < 7" < T" isdenoted by L 1+).

The class of lattices L such that there exists a pair (7', 7"') of tilingssuch that 7' < 7" and L = Lr,1+), is denoted
by ¥ (we identify isomorphic latticesin ¥).



We now study the properties of the claks

Proposition 8 (reversing stability) If L is an element of ¥, then the dual lattice of L (i. e. the lattice obtained
reversing the order) is also an element of W.

Proof. It suffices to remark that a translation @f, 0) reverses the order, since this translation reverses the colors of
cells, and consequently, the direction of flips.

Precisely, notice that iy, < 7' < Ty, thenT, + (1,0) < T + (1,0) < Ty + (1,0) : tilings Lz, 1,) and
L(T2+(1,0),T1+(1,0)) are dual. ]

Proposition 9 (product stability) If L and L' both are elements of ¥, then the lattice product of I x L’ alsoisan
element of .

Proof. Let statel, = L(p, 1,y andL’' = L(1; 13- Notice that we also have’ = L(1;4(i,5).13+(i.5))» for each pair
(i,7) of Z2 such that + j is even.

Now, choose a paifio, jo) of Z2, with ig + jo even, such thdf, andT} + (io, j0) do not cover a same cell. The
productL x L'is isomorphic taL (7, u(Ty+(io.jo)), ToU(T+(i0.jo))) - O

Now we present what we call th#ting property. Let (7, T') be a pair of tilings connected by flips. The space
of tilings G'(r,+) can canonically be directed to obtain an order, using geodesics befivaedT ', as follows: let
(T, T>) be a pair of elements @ (7 7). We say thally <,coq T» if d(T,Tz) = d(T,Ty) + d(T1,T>).

Proposition 10 (tilting stability) The order <,¢.q4 0N G 7,7+ isadistributive lattice, which belongsto the class .

Proof. We say that a celt of F' is anegative cell, (respectivelyositive cell) if there exists a cornar of ¢ such that
hr(v) < hy: (v) (respectivelyir (v) < hr(v)).

Let (vo, v1, U2, v3,v4 = vg) be a contour cycle of a caellsuch that, for each integéof {0, 1, 2,3}, sp(v;, vit1) =
1. We recall that there exists a unique integesuch thathy (vi,+1) = hr(vi,) — 3, and fori # ig, hy(vit1) =
hT(’Ui) + 1.

Thus, ifhr(vo) > hr (vo) (i. €. hr(vo) > k1 (vo) + 4) from Proposition 2), we also haver (v, ) > hr (v, )
and, for each integer hr(v,) > hr (v,). The first inequality proves that if is a positive cell, then the domino of
T (respectivelyT"") which coversc also covers another positive cell. The second one ensures that a cell cannot be
simultaneously positive and negative.

Thus we can staté' = F, U F_ U F—, whereF denotes the figure formed from positive cells, denotes the
figure formed from negative cells, afd- denotes the figure formed from remaining cells. Notice that each of these
subfigures is fully balanced since it can be obtained floremoving dominoes.

We also can staté = 7', UT_ UT- andT' = T, UT’ UTL, with corresponding notations, i. &_ and7”
both are tilings off"_ such thatl’" < 7", T, andT'} both are tilings off’, suchthafl'}, < T, and7- =71-isa
tiling of F_.

Moreover, for each vertex of the boundary of", (or ), we necessarily haver(vy = hr (v). Thus, from
Proposition 2, each tiling""" of G771+ can be partitioned as followsT"” = T} UT" UTZ, withT_ < T" < T',
;Z’Ti and7" are boundary equivalert,, <77 <T',T,,T} andT! are boundary equivalent, afid. = 7 =

Now, take a paifi, j) of elementZ? such that + j is odd andF_ N (Fy + (i, j)) is the empty set. The function
@ from G117 10 L(1_ u(Ty +(i,5)), 7" W(T” 1 +(i.5))) defined by :¢(T) = T U (T4 + (4, 4)) is an order isomorphisniL]

3 Tilting

3.1 Stability of classes of orders

The construction that has been presented in the previous section and which consists in orienting geodesics between

two elements is not specific to the spaces of tilings. It can be defined for any graph and thus raises several questions.
Let G = (V, E) be an undirected graph aiel t) be a pair of vertices off We define the sef ; ; formed from

the vertices of G such that there exists a sequefige= vy, v1,...,v, = t) (called ageodesic), of minimal length,

such that for each integésuch thatl < i < p, (v, v;41) is an edge o6.



The setG(, ;) can be ordered as follows : 16t, v’) be a pair of vertices off ;). We say thab <, ;) ' if there
exists a geodesic, fromto ¢, passing through and, afterwards, through'.

For any vertex: of G, we also define thé& , formed from the vertices of G such that there exists a geodesic
from z to v. As previously, we can order this s€t, as follows : let(v,v") be a pair of vertices aoff ,. We say that
v <, v’ if there exists a geodesic, fromto v', passing through.

These operations on graphs (that we ti#t) may be extended to any ordBrby considering for any pais, t) of
elements ofP, the orderP(, ;) = (G s,+), <(s,1)) WhereG = G(P) the undirected graph obtained from the transitive
reduction ofP. In the same way, for any elemenbf P, we defineP,, = (G,, <,) whereG = G(P).

Definition 6 A class ® of orders is stable if for any order P of ® and any pair (s,t) of elements of L, the order
(Ps,ty, <(s,)) till belongsto ®.

We may wonder which order properties are preserved when applying a tilt between two elements. Some properties
may be lost: for instance, as shown on Figure 3, for some latfid&ere exist elements ¢ such thatl. (, ;) is not a
lattice.

S

The order
A lattice L lfst)

Figure 3: A latticeL and two vertices, ¢ such thatL , ;) is not a lattice.

However there exist some stable classes of lattices. In the previous section, we proved that the class of lattices of
tilings is stable. Some other examples will be presented in the next subsections. Some stable classes may be defined
on an underlying graph according to the following scheme.

Proposition 11 Let G = (V, E) be an undirected graph and @ the class of all orders (G (,,¢), <(s,¢)) Wheres,t € V.
Iffor all s,t € V andu,v € G5 wWehave (G (s1)) (u,0) = G(u,w), then @ isstable.

3.1.1 Distributive lattices

Proposition 12 The class of distributive latticesis stable.

Proof. Thanks to the Birkhoff’s representation theorem mentioned in Section 1.1, the distributive faitiécgomor-
phic to the lattice of ideal (P) of an orderP. The graphG(L) is fully described thanks to the following property:
in the transitive reduction of(P) there is a directed edge from the iddaio the ideall ' if and only if I C I’ and
[I'\I| = 1.

Given two elements of,, we consider them as two idealsand B of P. Due to the definition of7(L), the
distance betweed andB in G(L) is greater or equal t{A\B) |J(B\A4)|. A path fromA to B in G(L) consists in
alternatively removing from the set the elements ofi\ B and adding the elements Bf A in order to reach the set
B. The sequence of removals and additions is constrained by the®stethat we keep ideals along the path. More
formally, if we denote by the order induced by on its subsetd\ B and byR the order induced by on its subset
B\ A, we can prove that the ordér 4 gy is isomorphic tol (Q4|J R). Figure 4 represents the configuration of these
sets ofP and the diagram of a path fromto B in I(P).

Each element of (Q¢|J R) is the disjoint union/ | J J of an ideall of Q7 and an ideal/ of R. Let ¢ be the
application which associates to each elemiept./ of I(Q%J R) the set( A\I) | J.



AUB

ANB

I(P)
The order P with its ideals A and B A path form A to B in G(I(P))

Figure 4: Configuration in the case of a distributive latti¢).

First we can see that this application takes its values in thé gefg). It is sufficient to notice that it/ is an
ideal of R, thenJ | J(A (N B) is an ideal ofP. If I is an ideal of@¢, then(A\I) is an ideal ofP as well, and finally
(A\I)J J is anideal ofP. The definition ofG(L) implies that there exists i@(L) a path of length/| from A to A\
(by removing one by one the maximal elements when they belofiy topath of length.J| from A\ to (A\I) U J
(by transfering one by one the minimal elements/dfom .J to the ideal), a path of lengtfiA\7)\(A N B)| from
(A\I) U J to (AN B)JJ and a path of length B\ .J)\(A ( B)| from (A B) J J to B. It means that there is a
path of length(A\B) | J(B\A4)| from A to B which passes througti\I) | J J. It is the minimum distance between
AandBinG(L), thus(A\I) |J J belongs taL 4 p).

The applicationy is clearly injective, becausé and R are disjoint sets. To prove thatis surjective, we are
going to prove thal 4 g is included into the se.X € I(P) | AN B € X C A{J B} whichis an interval off (P)
denoted byA N B, A|J B]. Suppose that there is a path of minimum length frdo B that passes throughi where
X ¢ [AN B, Al B]. As we have already seen, the distance betwkandX in G(L) is equal tg(A\X) J(X\A4)|
and the distance betweéhandB is equal td(X\B) | J(B\X)|. Itis easy to prove that iX ¢ [A( B, A B] then
[(A\X) UX\A)| + |(X\B)U(B\X)| > |(A\B) U(B\A4)|. It means that the length of the path going throdgh
was not the distance betwedrandB. It is in contradiction with our hypothesis, this € [A (| B, A|J B]. Interms
of additions and suppressions of elements along the path, it meansihat [fA N B, A|J B], we have for instance
an element: € X such thate ¢ A andxz ¢ B. In order to pass through', we have to add at a time and later to
removez. It lengthens the path betweehand B, compared to the shortest ones.

As L4 pyisincludedintothe s¢td (| B, A|J B],and IfX € I(P)andA (B C X C A{J B, then(4\X) J(X\4)
is an ideal ofQ“ |J R and¢((A\X) U(X\A)) = X. As L4 p) is included into the s€t4 ( B, A|J B], the applica-
tion ¢ is surjective and the sefs 4, gy and{X € I(P) | A(N1B C X C A|J B} are equal.

Concerning the orientation of the edges fors gy, the definitions ofG(L) and L4 gy implies that a setX
precedes a sét on a path of minimum length betweenandB ifand only if X C Y andY'\ X = {y} withy € B, or
Y C X andX\Y = {z} withz € A. By replacingX andY with X' = (4A\X) J(X\4) andY’ = (4\Y) U(Y'\A4),
this is exactly the transitive reduction of the lattice of the ideal§ ét J R.

We can conclude that the ordey 4, 5y, whose ground set is algd (| B, A|J B], is isomorphic to the lattice of
idealsI(Q?J R) which is a distributive lattice. O

3.2 Lattices of generalized integer partitions

We provide here another example where the tilt operation may be described in details.



LetG = (V, E) be a directed acyclic graph (or multigraph). A generalized integer partition (or partition for short)
on @ is an integer functiork defined onl” such that, for each edde,v') of E, h(v) > h(v") . The valueh(v) is
called the number of grains in

Two partitionsh andh’ differ from a flip if there exists a vertex, such thaih(vy) — h'(vg)| = 1, and for any
vertexv such that # v, h(v) = h'(v).

The flip relation induces an undirected infinite graphwhose set of vertices is formed from partitions of our
directed acyclic graph.

Lemma 2 For each pair (h, h') of partitions of G, there exists a path from . to 2" of length 3~/ |A(v) — h/(v)|.

Proof. This is done by induction o - |h(v) — k' (v)]. If >, oy [h(v) — W' (v)| = 0, thenh = h', which gives the
initialization of the induction.

Ity ,cv |R(v) — A'(v)| # 0, then one can assume without loss of generality that there exists a vartéx such
thath(v) < h'(v). Now, letvy be a vertex such that (vg) — h(vo) is maximal.

Either a grain can be removedqn for &’ (i. e. h'(vy) can be decreased from one unit to obtain a new partition),
or there exists a vertex such thaivg, v,) is an edge off andh’(vo) = h'(v1). Thus from the maximality condition,
we have :h(vg) = h(vy).

Thus the same argument can be repeated jrand so on to create a sequeficg, v1, . . ., vp) Which necessarily
ends sincé& is finite and acyclic. A grain can necessarily be removed,ifior ', which guarantees the inductidn]

From the previous lemma, the length of a geodesic ftota h' is 3 .y |h(v) — h'(v)], since a shorter path is
impossible. Hence, the sbt, ;) is formed from partitiong: such that for each vertex min(s(v),t(v)) < h(v) <
max(s(v), t(v)).

Remark 1 Usually, only the case when s is null and ¢ is non negative (often ¢ being constant) is studied [9, 12, 22].
But we will see that there is no specific difficulty to take a more general framework.

For each paith, h') of partitions ofS, ;) and each vertex of G, whe definel ; ; /) (v) as the value of the pair
(h(v), h'(v)) which is the closest frora(v).
Precisely, we havel, ; ;. 1) (v) = s(v)sign(t(v) — s(v))min(|h(v) — s(v)], |h' (v) — s(v)]).

Lemma 3 Thefunction ¢l (, s »,5/) isa partition of G.

Proof. We have to prove that, forany ed@g v’) of E, cl, ¢ 1) (v) > €ls¢,n,n7)(v"). Thisis done by an easy case by
case analysis. The only non-trivial case is (up to symmetry) when ;, ) (v) = h(v) andel s ; . n1y (v') = B’ (v').

In this case, first assume thgv) > h'(v) > h(v) > s(v). If t(v') > h(v') > B/ (V') > s(v'), thenh(v) >
h(v') > h'(v"). Otherwise we haves(v’) > h'(v') > h(v") > t(v), which givesh(v) > s(v) > s(v') > h'(v').

Now, we study the opposite case whem) > h(v) > h'(v) > t(v). If s(v') > A/ (V') > h(v') > ¢(v'), then
h(v) > h'(v) > R (V). If t(v") > h(v") > W' (v") > s(v'), thenh(v) > t(v) > t(v') > W' (V).

In any case, we have(v) > h'(v"), which is the result. O

Proposition 13 For each pair (s, t) of partitions of G, the order (S +), <(s,+)) has a structure of distributive |attice
and the class of such latticesis stable.

Proof. From the previous lemma, for the ordey, ;), the infimum of any paith, k') of partitions ofS, ;) exists and
is equal tocl ;. ¢,4,11y, and the supremum ¢, h') is cl 5 1,11 -
The distributivity is a trivial consequence of the formulas below :

clis ) (v) = s(v)sign(t(v) — s(v))min(|h(v) = s(v)|, |1’ (v) = s(v)])
clit,s,n,n0) (V) = s(v)sign(t(v) — s(v))maz(|h(v) — s(v)], |h'(v) — s(v)])
The stability is obvious, from lemma 2. |
Note that the stability has been shown for a class corresponding to the scheme of Proposition 11. In this example
we can directly describ€S ; 1), <(s,+))- However in order to prove stability we could also have tried to orientate the
whole graphS such that all intervals are distributive lattices and then for antye S we would have searched an

interval containing andt¢. Then the proof of Proposition 13 would have come from Proposition 12. This kind of idea
will be developed in the next subsection.



3.3 Properties of the tilting operation

We have seen in Proposition 12 that for any distributive latficand any pair(s,¢) of elements ofL the order
(L(s,), <(s,+)) is a distributive lattice. This condition of local distributivity is important and enables us to state a kind
of reciprocal proposition.

Proposition 14 Let G bea graph such that for any pair of verticesz, y, theorder G (, ) isadistributive lattice. Then
for any vertex z of G, the order GG, isa meet semilattice.

Proof.
Letz € G, then for all vertices:, y of G, Claim 1 holds as a direct consequence of the definition of the orders
along geodesics.

Claim 1. Letu,v € G(.,) N G(.,y. The infinum ofu andwv is the same i ,) and inG.,,). Moreover
G(:,0) N G2,y is alower half lattice.

Claim 2. Letu A v be the infimum ofu andwv of Claim 1. Then there exists a geodesiddnfrom « to v passing
throughu A v.

To prove this fact, consider a geodesic betweamdwv in G. Suppose that there exists three consecutive vertices

(a,b,c) on this geodesic such thatandc are closer to: thanb in G' (in terms of distance id7). ConsiderG (. ),

this is a distributive lattice, and thus it has the “losange” property meaning that for, ary G (. 5, if there exists
such that- < ¢t ands < t, thent =r vVsands At < s, s At <t (see forinstance [8]). In our case, we have b
andc < b, which implies that there exists = a Ag,. ,, c covered bys ande. And we can transform the geodesic
by replacingb by b’. By iterating this process, we get a geodesic fromo v such that at first the distance between
its vertices and decreases up to a vertex from where the distance aiitisreases until the geodesic reache3his
vertex is clearly the infimum A v. This construction by local changes of the geodesic is illustrated on Figure 5.

X X y

y

V4 7 z
Figure 5: Constructing a geodesic franto v passing through A v.

A careful look at this process shows that the constructed geodesic satisfies Claim 3.
Claim 3. All the vertices of the geodesic of Claim 2 belongi9. ,) N G . ).

Claim 4. If a geodesic fromu to v is entirely inG (. ,) N G, and it contains a sequence of verti¢esb, c) such
thatb is closer toz thana andc (in terms of distance iii7), then there exists a unique vertekadjacent taz andc
in G but more distant ta thana andc. Moreoverb’ belongs ta& (. ,) N G, ).

As a andc belong toG'(. ), there exist$’ = a V cin G ., coveringa andc by the “losange” property. Itimplies
thatd’ is adjacent taz andc in G and more distant te thana andc. Now suppose that there exists a distih€t
with the same property. The# , ., would contain a sublattice isomorphic 33 (as shown on Figure 6), but that is
impossible sincé& , .) is a distributive lattice (see for instance [8] about forbidden structures). It proves the unicity
of b’ satisfying the properties of Claim 4.

In the same way, ag andc belong toT'. ., there existd” = a V cin T, ,) coveringa andc. As we have just
proved the unicity of such a vertex, we hae=b" andd’ € T(; ,) N T(. y)-



Mg

Figure 6: Forbidden configuration due to local distributivity.

Claim 5. There exists a geodesic fromto v included inT'. ,) N 7. ,) and composed of two successive parts: the
first part starting from: is moving away fronx, the second part endingats moving closer ta (in terms of distance
in Q).

In order to prove this result, start from the geodesic constructed in Claim 2 and transform it as in Claim 2 but this
time using Claim 4 to move the geodesic away from

Claim 6. The couplg(u, v) admits a supremumV v belonging tol'. ,) N 1. ).

Itis a consequence of the fact thgt. ) N 7. ,) is a meet semilattice and that the couflev) admits an upper
bound (the vertex between the two parts of the geodesic in Claim 5).

Thus we have proved thdt . ) N 1. ,) is a lattice. It has a maximum which is clearly the infimem y in G ..
|

Remark 2 The definitions of the orders G, and G ,, ), as well as the results concerning semilattice and distributive
lattice structures, have similarities with the studies of median graphs and median semilattices which are exposed for

instancein[1, 2, 3]. However these studies hinge on the definition of median semilattices: meet semilattices where all

intervals are distributive lattices and any three elements have an upper bound whenever each pair of them does. This
second property makes the specificity of these studies and in our case we do not impose this condition.

Proposition 5 gives a new insight into some known results concerning the structure of some spaces of tilings.
In [19], the general case of tilings with bars of fixed length (generalizing the case of dominos which are bars of
length 2) is studied. For a definition of flips similar to the one for dominos, a graph structure is induced on the set of
tilings of a polygon. Concerning the graghassociated to the the set of tilings of a given polygon, it is proved that:

o for any tiling T" of the polygon, the orde® r defined thanks to geodesics as previously is a meet semilattice.
e for any tilings7 andT"”, the ordeiG 1,7+ defined thanks to geodesics is a distributive lattice.

Proposition 5 draws a new link between these two statements. The first one is a direct consequence of the second
one, and the proposition provides arguments which are independent of the manipulated objects, namely tilings. The
implication only relies on the structure of the gragh
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