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In this paper, we consider the problem of computing shortest paths of bounded curvature
amidst obstacles in the plane. More precisely, given two prescribed initial and final
configurations (specifying the location and the direction of travel) and a set of obstacles
in the plane, we want to compute a shortest C! path joining those two configurations,
avoiding the obstacles, and with the further constraint that, on each C? piece, the radius
of curvature is at least 1. In this paper, we consider the case of moderate obstacles and
present a polynomial-time exact algorithm to solve this problem.

Keywords: Non-holonomic motion planning; curvature-constrained shortest paths; mo-
bile robot; computational geometry.

1. Introduction

In this paper, we consider the problem of computing shortest paths of bounded cur-
vature amidst obstacles in the plane, SBC path for short. More precisely, given two
prescribed initial and final configurations (specifying the location and the direction
of travel) and a set of obstacles in the plane, we want to compute a shortest C!
path joining those two configurations, avoiding the obstacles, and with the further
constraint that the radius of curvature is at least 1 on each C? piece. This question
appears in many applications and goes back to Markov who studied the problem
for joining pieces of railways. More recently, a great deal of attention has been paid

*A preliminary version of this paper appeared in Ref. 7. This work was done while the second
author was a PhD student at INRIA Sophia-Antipolis.
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to this question in the context of non-holonomic robot motion planning.2-17-20:19 A
robot is said to be non-holonomic if some kinematics constraints locally restricts
the authorized directions for its velocity. A typical non-holonomic robot is a car:
assuming no slipping of the wheels on the ground, the velocity of the midpoint be-
tween the two rear wheels of the car is always tangent to the car axis. Though the
problem considered in this paper is one of the simplest instances of non-holonomic
motion planning, it is still far from being well understood.

Even in the absence of obstacles, the problem is not easy. Dubins!? proved that
any SBC path takes one of the following forms C'SC or CCC, where C' means a
circular arc of radius 1 and S a straight line segment. The proof in Dubins’ paper
is quite long and intricate. Recently, a much simpler proof has been obtained®-22
using the Minimum Principle of Pontryagin (a central result in Control Theory)
and a complete characterization of SBC paths has also been established®.

The problem becomes much harder in the presence of obstacles. First, notice that
it follows from Dubins’ paper (see Refs. 12 or 14, 15) or from a theorem in Control
Theory (see Refs. 9 Theorem 9.2.i or 18) that there exists a SBC path amidst
obstacles and joining two given configurations as soon as there exists a BC path, i.e.,
a (not necessarily optimal) C' path joining the two given configurations, avoiding
the obstacles and where the radius of curvature is everywhere (where it is defined)
greater or equal to 1. Moreover, a SBC path is a concatenation of subpaths either
contained in the boundary of some obstacles or connecting two obstacle boundaries
(considering the initial and final configurations as point obstacles); each subpath
joining two obstacle boundaries is a Dubins’ path, i.e., a path of type C'SC or CCC.
Computing a shortest path seems however a formidable task. Even if we remove
the requirement for the path to be a shortest one and look for a BC path (instead
of a SBC path), no polynomial-time algorithm is known. In Ref. 13, Fortune and
Wilfong present an exact algorithm that can decide if a BC path exists but does
not generate such a path if one exists. This algorithm runs in time and space that
is exponential with respect to the number n of corners of the environment and the
number of bits used to specify the positions of the corners. By the remark above,
this algorithm can also decide if a SBC path exists.

For computing SBC paths, only approximate algorithms have been proposed
in the literature. Jacobs and Canny discretize the problem and calculate a path
that approximates the shortest one in time O(n?(2tL)logn + WEF—QLV), where ¢
describes the closeness of the approximation and L is the total edge length of the
obstacle boundaries.!® Very recently, Wang and Agarwal improved on this result
and proposed an algorithm whose time complexity is O(’E‘—j logn), and thus does
not depend on L.2® In another recent paper', Agarwal, Raghavan and Tamaki
have considered a restricted class of obstacles, the so-called moderate obstacles: an
obstacle is said to be moderate if it is convex and if its boundary is a differentiable
curve whose radius of curvature is everywhere greater or equal to 1. This restriction
is quite strong but valid in many practical situations. Under the assumption that all
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the obstacles are disjoint and moderate, Agarwal et al. show that an approximate
SBC path can be computed in O(n?logn + 1/¢) time.

In this paper, we consider also the case of moderate obstacles (in a more re-
strictive sense than Agarwal et al.) and present a polynomial-time algorithm to
compute a SBC path (assuming that the roots of some polynomials of bounded
degree can be computed in constant time). To the best of our knowledge, this is
the first polynomial-time exact algorithm for a nontrivial instance of the problem.

The paper is organized as follows. In Section 2, we introduce some notations and
show that the problem reduces to finding Euclidean shortest paths when the initial
and final positions are sufficiently far apart and sufficiently far from the obstacles.
In Sections 3 and 4, we characterize the circular arcs that can appear in a SBC
path. In Section 5, we study a particular class of subpaths. Finally, we describe in
Section 6 an algorithm for computing shortest paths of bounded curvature between
given configurations in the presence of moderate obstacle.

2. Preliminaries

First, we give some definitions and notations. Let Q be a set of open obstacles. In
this paper, the obstacles are assumed to be disjoint and moderate. An obstacle is
said to be moderate if it is convex and if its boundary is a differentiable curve made
of line segments and circular arcs of unit radius. For convenience and without a
real loss of generality, we assume that no two edges of the obstacles are parallel.
A path that avoids the obstacles is called free. In the sequel, a free SBC path is
simply called an optz'mal path.

Let ws = (S, US) and wr = (T, Ur) be two configurations where S and T specify
the location and Us and Ur specify the direction of travel. Let P denote an optimal
path joining wg to wr.

As mentioned in the introduction, an optimal path P is a concatenation of cir-
cular arcs of unit radius, straight line segments and arcs contained in the boundary
of some obstacles. A maximal circular arc of P that coincides with the boundary of
an obstacle is called an O-segment. A C'-segment is a maximal circular arc of P that
does not coincide with the boundary of an obstacle. An S-segment is a maximal line
segment of P; an S-segment may coincide (partially or entirely) with the boundary
of an obstacle. An optimal path is thus a concatenation of O, C and S-segments.
With these definitions, we ensure that two consecutive O, C' or S-segments in P
cannot be supported by the same line or circle. We assume that the length of the
O, C and S-segments is never zero unless specified otherwise. In the following, we
associate to a path the sequence of types (O, C or S) of its segments.

The first and last segments are called terminal. A terminal segment is, in general,
a C-segment; we denote it by Cy. A C-segment (or a circle of unit radius) is denoted
by C if it is tangent to at least one obstacle. A C-segment (or a circle of unit radius)
is called anchored and denoted by C if it is either tangent to at least two obstacles,
or tangent to one obstacle and adjacent to a terminal C-segment, or if it is terminal.
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Our first theorem states that, when the initial and final positions are sufficiently
far apart and sufficiently far from the obstacles, the optimal path is an Euclidean
shortest path for an augmented set of obstacles.

Let M be a point of an optimal path P and let Cr,(M) (resp. Cr(M)) be the
unit circle tangent to P at M and lying on the left (resp. right) side of path P
oriented from S to T. C,(M) is oriented counterclockwise and Cr(M) is oriented
clockwise. An arc of one of these circles will be oriented accordingly.

Let C% (resp. C%) be the circle tangent to C(S) and Cg(S) (resp. Cr(T)
and Cg(T)) that does not intersect the ray (S,Us) (resp. the ray (T, —Ur)) (see
Figure 1). Let Rs (resp. Rr) be the open shaded region limited by C7.(S), Cr(S)
and C% (resp. Cr(T), Cr(T) and C%) as shown in Figure 1.

Fig. 1. Regions Rs and Rr.

Lemma 1. If Rg and Rt are disjoint and do not intersect the obstacles, then P
does not intersect Rs U Rr.

Proof. We assume for a contradiction that P intersects Rs. We consider first the
case where P does not intersect Ry. Since P is a path of bounded curvature, P
intersects Cr,(S) or Cr(S). We assume for simplicity that P is never tangential to
Cr,(S) or Cr(S) except possibly at S. Let I be the last intersection point (along P)
between P and Cr,(S) UCR(S); assume, without loss of generality, that I € Cr,(S).
Let I' be the last intersection point (along P) between P and Rg and let II' be
the part of P from I to I' (notice that I and I’ can coincide). We denote by A the
point common to C7(S) and C% (see Figure 1).

First, we assume that I # S. Let SI be the arc of CL(S), oriented as CL(S5),
starting at S and ending at I. Let P’ be the concatenation of SI and the part of
P from I to T. P’ is not a path of bounded curvature but it is shorter than P
since the shortest path of bounded curvature from wg to I (the orientation at I
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is not specified) is the arc ST.* Let P” be the path obtained by modifying P’ as
follows: if I' = I then P" = P’, otherwise, we replace the arc AT of C,(S) and IT'
by the short circular arc AI' of C%. Path P" is shorter than P’, thus P is shorter
than P. Moreover, P" avoids R by construction, and avoids also all the moderate
obstacles and Rt by hypothesis. Hence, the Euclidean shortest P’ path from S to
T avoiding 2, Rs and Rt is shorter than P. That yields a contradiction because
this Euclidean shortest path is a path of bounded curvature from wg to wr. Indeed,
Us (resp. ﬁT) is the vector tangent to P"" at S (resp. T'), by construction, and P’
is a path of bounded curvature since Rg and Rt and all the obstacles of () are
moderate.

If I = S, the orientation of P at I can only be Us or —Ug since I is the last
intersection point between P and Cp(S) U Cr(S). But only the latter cases can
occur since otherwise, P would not be optimal. As by definition, I lies before I’
along P, the part of P from (S, (75) to I' is longer than the shortest Dubins’ path
from (S,Us) to (S, —Us) which is a path of type CCC' of length 27 + /3. Let, ST’
be the concatenation of the arc SA of Cr(S) and the circular arc AI', and let P’
be the concatenation of SI' and the part of P from I’ to T'. As, the length of SI'
is at most 2w, P’ is shorter than P. We then get a contradiction as above.

Similar arguments hold if P also intersects Rr. O

Theorem 1. If Rs and Rt are disjoint and do not intersect the obstacles (), then
P is an FEuclidean shortest path from S to T avoiding Q0 and the two additional
obstacles Rs and Rr.

Proof. It follows from Lemma 1 that a SBC path from wg to wr in the presence
of the obstacles ) is also a SBC path in the presence of the obstacles 2, Rg and
Rr. On the other hand, an Euclidean shortest path from S to T avoiding 2, Rg
and Rt is a path of bounded curvature from wg to wr. Thus, P is an Euclidean
shortest path from S to T in the presence of the obstacles 2, R¢ and Rr. O

Corollary 1. A Dubins’ path of type CCC between two configurations ws and wr
is optimal only if the two regions Rs and Rt intersect.

In the rest of the paper, we will assume that Theorem 1 does not apply.

3. Characterization of the C-segments

We first recall the following lemma mentioned in the introduction which follows
from Refs. 12 or 5:

Lemma 2. Each subpath of an optimal path which has no point in common with
the obstacles except possibly its two end points must be of type CCC or CSC.

We now recall three lemmas and Theorem 2 which were established by Agarwal
et al.! For completeness, we give the proofs (in our more restricted case of moderate
obstacles).
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Lemma 3. Any non-terminal C-segment of an optimal path is longer than .

Proof. Because the obstacles are moderate, no obstacle can touch the inner side of
the C-segment (otherwise the C-segment would be an O-segment). Moreover, since
the C-segment is preceded and followed by some arcs, the path can be shortened
using a circular arc of radius greater than 1 (see Figure 2a). O

(a)

Fig. 2. Dubins’ length-reducing perturbations.

Lemma 4. Any optimal path does not contain a subpath of type CCC, except when
the first or the last C-segment of this subpath is terminal.

Proof. Assume for a contradiction that none of the C-segments is terminal. By
Lemma 3, the length of each C-segment is greater than 7. Therefore, the middle C-
segment together with some portions of the other two C-segments can be replaced
by a shortcut which cannot be obstructed by any moderate obstacle (see Figure 3).
This contradicts the hypothesis and proves that one of the C-segments is terminal.
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Fig. 3. Shortcut of a subpath of type CCC (Lemma 4).

Lemma 5. If an optimal path contains a subpath of type XCY, where X,Y €
{S,0,C}}, then the C-segment is anchored.

Proof. By Lemma 3, the C-segment is longer than 7. According to Dubins'2,
perturbations (b) and (c) of Figure 2 shorten paths of type SC'S and CCS in an
obstacle-free environment. The result follows since the O-segments are either line
segments or circular arcs of unit radius. O

Theorem 2. Any C-segment appearing in an optimal path belongs to one of the
following subpaths:

c, 0C, c,00, CCc,.

Proof. A C-segment is either terminal or belongs to a subpath of one of the three
types XCY, XCCY, CCC where X,Y € {S,0}. If the subpath is of type XCY,
the C-segment is anchored by Lemma 5. If the subpath is of type XCCY, both
C-segments must be tangent to some obstacle, due to Lemma 2. If the subpath
is of type CCC, then, by Lemma 4, the first or the third C-segment must be
terminal. Then, assume without loss of generality that the subpath is of type C;CC.
If the next segment is a C-segment, it is terminal by Lemma 4 and one of the two
intermediate C-segments must touch an obstacle by Lemma 2. If the next segment
is not a C-segment, then the last C-segment must touch an obstacle by Lemma 2. O

We now show that the possible types of C-segments that can appear in an
optimal path can be further restricted.

Lemma 6. In an obstacle-free environment, the two perturbation shown in Figure J
shorten a path of type CCCS such that the lengths of its second and third C-
segments are greater than .
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(a) (b)

Fig. 4. Length reducing perturbations for CCCS paths.

Proof. The perturbation (a) in Figure 4, similarly as the perturbation shown in
Figure 2c, has been proved to shorten the path.!> We now prove that perturbation
(b) in Figure 4 shortens the path.

We consider, without loss of generality, that the straight line segment of the
path belongs to the z-axis and that the center of the circle supporting the first
C-segment belongs to the y-axis (see Figure 5).

Y

Fig. 5. Study of the perturbation (b) in Figure 4 (us2 is here smaller than 7 for the sake of clarity).

With the notations of Figure 5, the length L of a CCC'S path is equal, modulo
27, to 2(uy + uz) — v + d — = where u; € [0,2m), the lengths (u; + uz) and uy of
the second and third C-segments belong to (,27), and where v and d are some
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constants. Furthermore, we have:
sin(u) + sin(uq) = /2
cos(uy) — cos(ug) = (h —1)/2

We compute the derivative of each equation with respect to z and solve the
system. We obtain the following solution (sin(u1+wu2) # 0 since (u1 +us) € (7, 2m)):

Ou; _ sin(u)
Or  2sin(u; + us)
Ouy _ sin(w)

Or  2sin(u; + us)

Therefore,
6_L _ sin(uy ) + sin(us) - cos (u1guz) — cos (u1J2ru2)
Oz sin(uy + us) cos (1fuz)
cos (“£42) < 0 since (uy + us) € (m,2m). Moreover, since u; > 0 and uy > 0,

_u1+U2<u1—U2 w1 + us
2 - 2 2
and thus cos (“£%2) < cos (“5%2), with equality only if u; = 0. Thus, 2% < 0,
with equality only if u; = 0, which corresponds to only one value of z. Therefore,
the perturbation shown in Figure 4b shortens the path. O

- < <7

Lemma 7. An optimal path of type C;CCX, where X is an O, S or C-segment,
is necessarily of type C;CCCy, C;CCY where Y € {0,8}, or C;CCZ where 7 €
{Oa Sa Ot}

Proof. We consider first the case where X is a circular arc (a C-segment or an O-
segment). Then, by Lemma 4, X is either a terminal C-segment or an O-segment.
We consider the same perturbation that Dubins used to reduce the length of paths
of type CCCC in an obstacle-free environment (see Figure 2d and Refs. 12 or 5 for
a proof). It follows from the optimality of the path, that the second or the third
C-segment of the path of type C;CCX is clamped by an obstacle.

If second C-segment is clamped by an obstacle, then, since it is also adjacent
to a terminal C-segment, it is anchored. Thus the path is of type C,CCX where
X € {C;, 0}. Tt follows that the path is of type C;CCC; or C;CCO.

Now, if the third C-segment of the path of type C;CCX is clamped by an
obstacle, then since it is also adjacent to a terminal C-segment or to an O-segment,
it is anchored. Thus, the path is of type C;CCX where X € {C;,0}.

We now consider the case where X is a S-segment; the path is of type C;CCS.
Then, by Lemma 6, the third C-segment is anchored or both the second and the
third C-segments are tangent to some obstacles. In the first case, the path is of
type C,CCS. In the second case, the path is of type C,CCS because the second
C-segment is anchored since it is tangent to an obstacle and adjacent to a terminal
C-segment.
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Therefore, the path is of type C;CCCy, C,CCO, C;CCX where X € {C;, 0},
C,CCS or C;CCS. Hence, the type is C;CCCy, C;CCY where Y € {0, S}, or
CtCC_’Z where 7 € {O,S, Ct} O

Theorem 3. Any C-segment of an optimal path belongs to one of the following
subpaths:

c, ¢C, c,cC, CCa,.

Proof. By Theorem 2, we only have to consider subpaths of type C;CC or CCC,
where the C-segment is not terminal. Without loss of generality, we consider a
subpath of type C;CC. Since the C-segment is not terminal, the subpath is part
of an optimal path of type C;CCX where X is an O, S or C-segment. The result

then follows from Lemma 7 because a path of type C,CCY,Y € {0, S}, can be
decomposed in three subpaths of type C, CC and Y. O

For a given set of obstacles, the number of anchored circles is finite, thus, the
number of possible subpaths in Theorem 3 is finite except for the subpaths of type
CC. The two following sections show that these subpaths can be reduced to a finite
set of candidates. First, in Section 4, we show that any non-terminal subpath of type
CC of an optimal path is necessarily contained in a subpath of type XSCCSX'
where X, X' € {O,é’}. Then, in Section 5, we show that, given X, X’ € {O,é’}
and two obstacle edges, we can compute a finite family of candidate paths of type
XSCCSX', where the C-segments are tangent to the given obstacle edges.

4. Characterization of the subpaths of type CC

We prove in this section the following theorem.

Theorem 4. Any non-terminal subpath of type CC of an optimal path is neces-
sarily contained in a subpath of type XSCCSX' where X, X' € {O,C} and where
the length of the S-segments can be equal to zero.

We introduce the following notations. For a given subpath P, let C; denote the
i-th C-segment of P, C; the circle supporting C;, and O; the center of C;.
We first establish three lemmas and a proposition.

Lemma 8. In a subpath of type CCS of an optimal path, such that the first C-
segment is not terminal, the length of the S-segment is smaller than 4 cosa, where
a = Z(0,01,) and i is the direction of the S-segment (see Figure 6).

Proof. Let P be the optimal subpath of type C'CS. Since the length of each C-
segment is strictly greater than 7 and smaller than 27, a belongs to (—7/2,7/2)
(see Figure 6). We distinguish three cases according to the value of « and, in each
case, we exhibit a shortcut that cannot be intersected by a moderate obstacle. Let
S denote the line supporting the S-segment.
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1. a € (0,7/2) (Figure 6a): if the length of the S-segment is greater or equal
to 4 cos a, the dashed C-segment shortens P.

2. a € (—7/2,—r/3) (Figure 6b): let C' be the circle (of unit radius) tangent
to C; and S, and lying on the same side of S as C». Since |a| > 7/3, C'
intersects Co and therefore the length of the dashed C-segment on C; is
smaller than 7/3. Moreover, the length of the dashed C-segment on C’ is
smaller than 7/2 because the line segment intersects C;. It follows that the
length of the dashed path is smaller than 7 and so is smaller than the length
of the C-segment C>. Hence, if the length of the S-segment is greater or
equal to 4 cos a, the dashed path shortens P.

3. a € [-7/3,0] (Figures 6¢ and 6d): if the length of the S-segment is greater
or equal to 2,let A, B, C, D and I be the points of P as defined in Figures 6¢
and 6d. Let P’ be the path obtained from P by replacing the part of P
from A to D by the (dashed) circular arc AB, followed by the long circular
arc BC of Cs, followed by the (dashed) circular arc CD (see Figures 6c
and 6d). The length of P’ minus the length of P is equal to the sum of
the lengths of the circular arcs AB and C'D minus the length of the parts
of P between A and C, and between B and D. This difference is negative
because the length of the circular arc AB is smaller than the sum of the
lengths of the two arcs AI and BI of P (because AI and BI are outside
the circle supporting the arc AB), and similarly, the length of the circular
arc CD is smaller than the sum of the lengths of the two arcs IC and 1D
of P. Thus, if the length of the S-segment is greater or equal to 2, path P
is not optimal. Thus, the length of the S-segment is smaller than 2, which
is smaller or equal to 4 cos « for any « € [—7/3,0]. m|

We now consider subpaths of type CCSC.

Lemma 9. Let P be a subpath of type CCSC of an optimal path, such that the first
and the last C-segments are not terminal. If the two C'-segments Cy and Cs that are
adjacent to the S-segment have the same orientation (resp. opposite orientations),
the distance between Oy and Os is less than 2 (resp. 4).

Proof. By the previous lemma, the length s of the S-segment is less than 4 cos a.
If C; and C3 have the same orientation,

0,03 = (0105 + 0,03)*> =4+ 5% —4scosa < 4.

If the two circles have opposite orientations, let O% be the point symmetric to
O3 with respect to the S-segment. The length of O;0s3 is less than the sum of the
length of O304%, which is equal to 2, and of the length of O, 0%, which is less than
2 by the above inequality. O

Lemma 10. In a subpath of type CCSC' of an optimal path, such that the first and
the last C-segments are not terminal, the two C-segments adjacent to the S-segment
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(a): a € (0,m/2) (b): @ € (—7/2,—7/3)

(¢): « € (—7/3, —7/6) (d): « € (—7/6,0)

Fig. 6. Shortcuts used in Lemma 8.

have the same orientation (clockwise or counterclockwise).

Proof. We consider a subpath P of type CCSC of an optimal path where C4
and C3 are not terminal and such that Cy and C3 have opposite orientations (see
Figure 7). We show that such a path can be shortened. The previous lemma implies
that there exists a circle of unit radius tangent to the circles C; and Cs.

Suppose first that the circles C; and C3 do not intersect (see Figure 7). Since the
lengths of Cy and C'5 are greater than m, there exists a C-segment of length smaller
than 7 tangent to both C; and C3. This C'-segment clearly shortens P and avoids
the moderate obstacles.

Suppose now that C; and C3 intersect. The previous argument does not hold
since there does not necessarily exist a circle tangent to the C-segments C; and
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C3 (see Figure 8a). However, the shortcut shown in Figure 8 shortens P since the
length of the dashed C-segment AB is shorter than the sum of the lengths of the

arcs Al and BI of P, and, similarly, the length of the dashed C-segment C'D is
shorter than the sum of the lengths of the arcs IC and ID. O

Cs
I C’
- Cl

Fig. 7. Shortcut used in Lemma 10 if C; does not intersect C3.

(a): @ € (—7/2,—7/6) (b): a € (—7/6,0)

Fig. 8. Shortcut used in Lemma 10 if C; does intersect C3.

Proposition 1. An optimal path cannot contain a subpath of type CCSCC, except
when the first or the last C-segment of this subpath is terminal.

Proof. Assume for a contradiction that an optimal path contains a nonterminal
subpath of type CCSCC. By Lemma 3, the lengths of C; and Cy are greater than
7. According to the previous lemma, both C-segments C> and C3 have the same



inria-00099509, version 1 - 15 Dec 2009

July 29, 2003 13:47 WSPC/Guidelines REVISED version

14 Jean-Daniel Boissonnat € Sylvain Lazard

orientation. We assume, without loss of generality, that the first C-segment C is
oriented counterclockwise and show that the dashed C-segment tangent to C; and
Cy, shown in Figure 9, shortens the path.

Let M;is be the common end point of C; and Cs, and Mjz4 the common end
point of C3 and C4. Let a and (8 be defined as in Figure 9 and let s be the length
of the S-segment.

We now show that there exists a C-segment of length smaller than 7 oriented
clockwise and tangent to Cy and Cy. By Lemma 9, the length O30, is less than 2,
implying that the length O104 is less than 4. Thus there exist two circles of unit
radius tangent to C; and C4. Since the length 020y is less than 2, M;> belongs to
the dashed C-segment between A and B in Figure 10. Since C is oriented counter-
clockwise and its length is greater than m, point B belongs to C; (see Figure 10).
Similarly, point D belongs to Cy. Moreover, the C-segment oriented clockwise and
tangent to C; at B and to C4 at D is smaller than 7. It follows that this C-segment
shortens the subpath of type CCSCC'. This concludes the proof because such a
C-segment, avoids any moderate obstacle. O

Fig. 9. Shortcut used in Proposition 1.

Proof of Theorem 4: Considering that the length of the S-segments can
be equal to zero, a non-terminal subpath of type CC is necessarily contained in
a subpath of type XSCCSX' where X, X' € {O,C}. We want to prove that
X,X' € {0,C}. Assume for a contradiction that X ¢ {O,C} (the proof for X'
is similar). Then, X is a non-terminal C-segment and Lemma 4 implies that the
length of the first S-segment of the subpath is strictly positive. Thus, by Theo-
rem 3, X is necessarily a C-segment following another C-segment, noted Y. Then,
by Proposition 1, Y is terminal and thus, by Lemma 5, X is an anchored C-segment.
This contradicts our assumption and ends the proof of the theorem. O
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_____ Locus of O»
....... Locus of Mia
........ Locus of O3

- Locus of M34

Fig. 10. For the proof of Proposition 1.

5. Bounding the number of subpaths of type CC

This section is devoted to the proof of the following theorem. Let X be a circular
edge of some obstacle or an anchored circle. Let X’ be another such circular arc
and let O and O' be two obstacle edges. Let X denote an arc of X', X' an arc of
X', C a C-segment tangent to O, and C’ a C-segment tangent to O'.

Theorem 5. We can compute in O(1) time a family of O(1) candidate paths such
that any optimal path of type X SCC'SX', where neither C' nor C' is anchored nor
the length of the S-segments is equal to zero, is contained in one of the candidate
paths.

Proof. Let P denote a path of type XSCC'SX' and assume that neither C' nor
C'" is anchored when path P is optimal.

There exists at most one path P such that the first S-segment is reduced to a
point unless X and O coincide. If X and O coincide and if P is of type XCC'SX',
then, by Lemma, 7, C or C’ is anchored which implies that P is not optimal. Thus
there exists at most one possibly optimal path P such that the first S-segment is
reduced to a point, and similarly for the last S-segment. We consider as candidate
path these two paths, if they exists. We can thus assume in the following that none
of the S-segments is reduced to a point in an optimal path P.

We consider in turn tree cases depending on the types of the obstacle edges O
and O'. We consider first the case where both O and O’ are line segments, then the
case where both are circular arcs, and finally the case where one is a line segment
and the other a circular arc.

In the first (resp. second, third) case, we show, in Lemma 12 (resp. 15, 18), that
path P is optimal only if System (2) (resp. (9), (20)) is satisfied. We then show, in
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Lemma 13 (resp. 16, 19), that this system admits a finite set of solutions, or more
precisely that some of the variables take finitely many distinct values in the set
of solutions. Furthermore, we show in Lemma 14 (resp. 17, 20), that each of these
values determines O(1) paths of type XSCC'SX' (where X and X' are maximal).
These paths are the candidate paths. Finally, since System (2) (resp. (9), (20)) is
of bounded degree, its O(1) solutions and the corresponding candidate paths can
be computed in O(1) time. O

We prove, in the rest of the section, the lemmas used in the proof of Theorem 5,
namely Lemmas 12 to 20. In the following, P still denotes a path of type X SCC'SX'
and we assume that, when P is optimal, neither C nor C’ is anchored and that none
of the S-segments is reduced to a point.

We introduce the following notations (see Figures 11, 12, 15 or 18). Let C and
C' be the circles supporting C' and C’, and I and I’ their centers. Let H and H'
be the centers of the circles supporting X and A”’. In addition, let a = L(ﬁ,ﬁ),
of =Z(R\\T'T), p = L(IT ,?) and ¢’ = Z(I'I, F"). For the sake of simplicity, we
suppose in our figures that path P is oriented counterclockwise on C' and clockwise
on C' (e.g., Figures 11, 15 and 18); however, our computations are valid in the
general case.

We consider a mechanical device that consists of four fixed objects and one
mobile object D (see Figures 11, 15 and 18). The fixed objects are the two obstacles
O and O and the two disks of unit radius supporting X’ and X’. The mobile object
D is the union of two tangent disks (corresponding to the circles C and C'). We
consider a rubber band of thickness zero attached on X and on X’ and passing
around C and C'. We are interested in the case where the two mobile disks are
tangent to the obstacles O and ', respectively, and are not tangent to X', X’ or to
any other obstacle. The mobile object D is subject to four forces ﬁ, ﬁ, ﬁ and }_Z)'
(see Figures 11, 15 and 18). F and F' are the two forces, of equal norm F', exerted
by the rubber band. R and ]? are the reactions of the obstacles @ and O onto the
mobile D.

We first establish a lemma that holds regardless of the type of the obstacle edges
O and O'.

Lemma 11. Path P is optimal only if

sin(a’ — @) +sina’ sin(a + ¢) — sinasin(a’ + ¢') = 0. (1)

Proof. Path P is optimal only if the mob_i)le D is at an equilibrium that is if and
only if the sum of the forces ?, " ﬁ, R’ and the sum of their torques is zero.
The sum of the forces is zero if and only if

Rcosa+ Fcosgp = R cosa’ + F cos ¢’
Rsina — F'singp = R'sina’ — Fsiny'.
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~]
S

Fig. 11. The mechanical device.

Fig. 12. For the proof of Theorem 5.

We consider the torque of the forces with respect to I'; let A be the supporting
point of the force F on C.

Mz

Mz

Mz 1

Mzt r

— det(F, AT") = det(F, A1) + det(F, IT')

= —F —-2Fsiny
=-F
=2Rsina

=0

Thus the sum of these torques is zero if and only if Rsina = F + F'sin . Hence
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the mobile object D is at an equilibrium if and only if
Rcosa+ Fcosyp = R cosa’ + Fcosy'
Rsina — F'sinp = R'sina’ — Fsiny’
Rsina = F 4 F'sinp.
We eliminate R in the two first equations by multiplying the first equation by sin a
and replacing Rsina by F + F'sin . We get
F(1+sing)cosa+ Fcospsina = R' cosa’ sina + F cos ¢’ sin a
F =R'sina’ — Fsiny'.
We now eliminate R’ by summing the first equation multiplied by sina’ and the
second equation multiplied by — cosa’ sin a. We get
F(1+siny)cosasina’ + Fcospsinasina’ — Fcosa’ sina =
Fcos¢' sinasina’ + F'sin ¢’ cos o' sin a

or equivalently

sin(a’ — a) +sina’ sin(a + @) — sinasin(a’ + ') = 0. 0O

We now study, in turn, the cases depending on whether the obstacles edges O
and O’ are line segments or circular arcs.

Case 1: Both obstacle edges are line segments

Let D (resp. D') be the oriented line parallel to O (0'), passing through I (resp. I')
and oriented such that Z(ﬁ,D) =7/2 (resp. Z(R',D') = —m/2) (see Figure 12).

Let v = Z(D', D). Let O be the intersection point between D and D' (O is well
defined since no two obstacle edges are parallel). Let H (resp. H') be the orthogonal
projection of H (resp. H') onto D (resp. D'). Let 2z and 21 (resp. 2z', 2l') be the
algebraic lengths of OI and OH (resp. OI' and OH') on the oriented line D (resp.
D'). Let 2h be the algebraic distance between H and D with 2h > 0 if and only if
Iﬁ{ and 1_% have the same orientation; 2h' is defined similarly except that 2h’ > 0
if and only if H'H' and R have opposite orientations.

Lemma 12. Path P is optimal only if

siny + sin(a + ) sin(a + ¢) —sinasin(a’ + ¢') =0
hsinvysin(a + @) — Isiny cos(a + @) + cos(a + ) cos(a + p) + dsiny =0 (2)
h'sinysin(a’ + ¢') — I'siny cos(a’ + ¢') + cosacos(a’ + ¢') + d'siny =0

where & (resp. 8') is zero if path P has the same orientation on X and C (resp. X'
and C') and 1 otherwise.

Proof. Considering the triangle AOIT' in Figure 12 yields
o =a+y 27, (3)
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Table 1. Respective signs of tan(a + ¢), [ —z and h.

a+p -7 —7/2 0 w/2 ™
tan(a + ¢) + — +
l—=x — — +

h - + +

+

|siny|  |sin(a+7/2)|  |sin(7/2 — o)
2 |22/ | B |22]

Considering the different cases that can occur, we get

cos o' , cosa
r = — and z' = — .
siny sin~y

(4)

Eqgs. (1) and (3) yield the first equation of System (2). We now show how to
compute the two other equations of System (2) for each possible orientation of X
and X'.

e P has the same orientation on X and C.
— —
By_)deﬁnition of v and p, a4+ = Z(ﬁ,?) [27] = Z(HH,IT}) [r]. Since HH
and HT are orthogonal, tan(a + o) = (21 — 2z)/2h (see Figure 12). Considering
the different cases that can occur (see Table 5 and Figure 12), we get
I—
tan(a + @) = Tx

Using Egs. (3) and (4), we obtain
hsinysin(a + ) — Isiny cos(a + ¢) + cos(a + ) cos(a + ) = 0.
This equation is equal to the second equation of System (2) because § = 0 in this
case.
e P has the same orientation on X’ and C'.

Similarly as above, we get

U — 2
tan(a’ +¢') = — ", (5)

h'sinysin(a' + ¢') — 1" siny cos(a’ + ¢') + cosacos(a’ + ¢') = 0.

This equation is equal to the third equation of System (2) because 6 = 0 in this
case.

e P has opposite orientations on X and C.
Let p = 4(?,1‘191) and ¢ = A(W,D) (see Figure 13). With these definitions,

we have
a+o+p+e=m/227],

. . 2h 20 — 2x
smu:m, Slngzm, Cose = TH .
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Y

Fig. 13. For computing Eq. (6).

Therefore, a + p + & = 7/2 — p [27], cos(a + ¢) cose — sin(a + ¢) sine = sin 4 and
(I —x)cos(a+ ) — hsin(a + ¢) = 1.
By Eqgs. (3) and (4), we obtain
hsinysin(a + ) — I sinycos(a + @) + cos(a + v) cos(a + p) + siny = 0.  (6)

This is equal to the second equation of System (2) because § = 1 in this case.
e P have opposite orientations on X’ and C'.
Let ' = Z(F",I'H") and ¢’ = Z(I'H',D') (see Figure 14). We have

o+ +u +e=—7/2[27],

2 2/ .22 =2

smpu = ﬁ, sine = —ﬁ, cose = W
Thus, o' +¢'+&' = —m/2 — 1/, cos(a' + ') cose’ —sin(a’ + ¢') sine’ = —sin pu’ and
(2" = 1")cos(a’ + ') + h'sin(a’ + ') = —1. (7)

Then, by Eq. (4)
h'sinysin(a’ + ¢') —I'sinycos(a' + ¢') + cosacos(a’ +¢') +siny=0.  (8)

This equation is equal to the third equation of System (2) because § = 1 in this
case. O
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Fig. 14. For computing Eq. (8).

Lemma 13. There is a finite number of distinct values of « in the set of solutions
of System (2) in the variables (a,a + @,a' + ') € (S1)3.

Proof. Using the variable substitution z = tan(%), y = tan(%%2) and 2z =
tan(alg“"l), we transform System (2) into an algebraic system where z, y, z are
the indeterminates and h, [, h’, I', sin~y, cos~ are six independent parameters. Let
E; =0 (7 € {1,2,3}) denote the algebraic equation obtained from the i-th equation
of System (2).

Using MAPLE, we compute the resultant Q(z, z) of E; and E, with respect to
the indeterminate 3.2 Then, we compute the resultant R(x) of Q(z,2) and E3 with
respect to the indeterminate z. R(x) is a univariate polynomial of degree 24. Any
root of System (2) verifies R(tan(a/2)) = 0.2 Therefore, if R(x) # 0, there is a finite
number of distinct values of a in the set of solutions of System of equations (2) in
the variables (o, + ¢, + ¢') € (S1)3.

We now prove that R(z) Z 0. The leading and the trailing monomials of R(x)
are

28 (h 4 6)*sin® v (1 + I'siny)? 4 k' sin® 7)? 24,

28 (h — 8)*sin® v ((1 — I'siny)? + A'?sin” 7)?.
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Both coefficients are zero only if h = § = 0 or if (h,h',l") is equal to either
(6,0,—1/sinvy) or (—4,0,1/sin~) since siny # 0, by hypothesis. If h = 6 = 0
then cos(a 4+ ¢) = 0 and so E» = 0; then, the leading and the trailing coefficients
(with respect to z) of the resultant of E; and E3 with respect to z are

4 sin®y (y — D)* (1 +1'siny)? + h'*sin’ ),
4 sin® vy (y + 1)* (1 = I"sinv)* 4+ b sin’ v),

where y = sin(a + ¢) = +1. These two coefficients are zero only if (h',l') =
(0,£1/siny). It thus follows from h = & = 0 that (h,h',I') is equal to
(0,0,—1/sin~) or to (—4,0,1/sin~).

Hence, in both cases, the leading and the trailing coefficients of R(x) are zero
only if (h,h',1’) is equal to (§,0,—1/sin~y) or to (—4,0,1/sinvy). We substitute, in
turn, (h,h',1’) for those values in R(x). When (h,h',l') = (6,0, —1/siny), the new
leading and trailing monomials of R(z) are

212 5" sint v ((Isiny + cos 7)? + 6% sin v)? 220,

2

)

214 gin' ~ (6" — 4) (Isiny — cosy)*

and when (h,h',l') = (=4,0,1/sin~), the new leading and trailing monomials of
R(z) are

214 sint ~ (6" — 4) (Isiny 4 cosy)* 222,
229" sin® y ((Isiny — cos7)? + % sin 7)” 2.

We study the two cases ¢’ = 0 and §' = 1. If §' = 0, R(z) = 0 only if (h,h',I',1)
is equal to either (4,0,—1/sin~,cot~y) or (—4,0,1/sinvy, — cot~y). For those values
of (h,h',l',1) the leading or the trailing coefficient of the new resultant R(z) is
216 §* sin® . Furthermore, if § = 0, the leading or the trailing coefficient of the new
resultant R(z) is —22° sin® 4, which is not zero. If ' = 1, R(z) = 0 only if § = 0,
v ==+n/2 and (h,h',l',]) = (0,0,£1,0). Then, as before E; = 0, and the resultant
of Fy and E3 with respect to z is a univariate polynomial in x whose coefficient of
degree 2 if I’ = 1 or coefficient of degree 4 if I’ = —1 is equal to 64, which is not
zero.

Hence, the univariate polynomial in z, R(z) or, if E> = 0, the resultant of F;
and E3 with respect to z, is not identically zero. This concludes the proof since
r =tan(§). m|

Lemma 14. A value o determines O(1) paths P.

Proof. « determines uniquely o, by Eq. (3), and thus the position of C and C’, by
Eq. (4). Path P is then characterized by the orientation of its four circular arcs. O
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Fig. 15. Mechanical device where both obstacle edges are circular (P has the same orientation on
X and C, and on X’ and C’).

Case 2: Both obstacle edges are circular arcs

The proof is similar to the previous case. We compute a system of 4 equations
in 4 indeterminates whose solutions correspond to potential equilibriums of the
mechanical device. Then, we consider a univariate polynomial R(z) by cascading
resultants as explained above. However, in this case, computing such a polynomial
R(z) exceeds the capabilities of the current computer algebra systems. We thus
only compute the leading monomial of R(z) and show that it is not identically
equal to zero, which implies that R(x) Z 0.

Let O and O’ be the centers of the circles (of unit radius) supporting O and ',
respectively. Let 2d be the leng&gf 0O'. Let 2h and 21’ be the lengths of OH and
O'H' respectively. Let w = Z(00', O?) and w' = 4(%, W) (see Figure 15).

First notice that if d is equal to 0 or 1 then P is not optimal since it can be
shortened by a Dubins’ perturbation (see Figure 16 (a) and (b)). Similarly, if h =0
then either P is of type XSCC'SX' where X lies on O and then it is not optimal
since it can be shortened by the same Dubins’ perturbation (see Figure 16 (c)), or it
is of type XC'C'SX' and then it is not optimal by hypothesis (since one S-segment
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is reduced to a point). Thus we can assume that d is not equal to 0 or 1 and h is
not equal to 0 (and similarly for b').

(a):d=0

Fig. 16. Dubins’ length-reducing perturbation for path P ifd =0or 1 or if h = 0.

Lemma 15. Path P is optimal only if

sin(a/ — a) +sina’sin(a + @) — sinasin(a’ + ¢') =0

2cosa+2cosa’ +2cos(a’ —a)+3—d?> =0

hsin(p —w) + hsin(a’ + ¢ —w) + hsin(a + ¢ —w) —dsin(a + ) + dd =0

R sin(p’ —w') + h'sin(a + ¢’ —w') + ' sin(a’ + ¢’ —w') —dsin(a’ + ¢') +0'd =0

9)

where § (resp. §') is zero if path P has the same orientation on X and C (resp. X'
and C') and 1 otherwise.

Proof._Tl;e first equation of System (9) is given by Lemma 11. Now, let § =
A(W,OO') and 0" = Z(W,%) (see Figure 15). Considering the polygon
(OII'O") in Figure 15, we get

o —0'=a—0 27, (10)
cosf + cos(a — 0) + cos§ =d, (11)
sinf — sin(a — 0) +sind’ = 0. (12)

Considering in turn ((Eq.11)? + (Eq.12)?), ((Eq.11)sin® — (Eq.12) cos#f),
((Eq.11) cos§ + (Eq.12) sin#), ((Eq.11)sin @' — (Eq.12) cosf') and ((Eq.11) cos 6’ +
(Eq.12)sinf"), we obtain

2cosa +2cosa’ +2cos(a’ —a) +3—d* =0, (13)
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dsinf = sina — sin(a’ — @), (14)
dcosf =1+ cosa + cos(a’ — a), (15)
dsinf' = sina’ + sin(a’ — ), (16)
dcosf =1+ cosa' + cos(a’ — a). (17)

Eq. (13) is the second equation of System (9). We now show how to compute
the two other equations of System (9) for the possible orientations of X and X'.

e P has the same orientation on X and C (see Figure 15).
Let A = z(ﬁ, Iﬁ) Considering the triangle (OHI) yields

2h 2
Since A = a+ ¢ — 0 —w [27], we get

sin(a +¢)  sin A

hsin(a + ¢ — 6 —w) —sin(a + ¢) = 0. (18)
We expand the equation with respect to 8, and simplify it using Eqs. (14) and (15):
hsin(p — w) + hsin(a' + ¢ — w) + hsin(a + ¢ — w) — dsin(a + ¢) = 0.

This equation is the third equation of System (9) since § is here equal to zero.
e P has the same orientation on X’ and C'.
Similarly as above, we get, considering the triangle (O'H'I"),

sin(a’ +¢') _ sin X
2n 2
where ' =o' + ¢’ — ' — ' [27]. It follows
h'sin(a' +¢' —0' —w') —sin(a’ +¢') =0
which we expand and simplify using Eqs. (16) and (17). We obtain
h'sin(¢' —w') + W' sin(a + ¢ —w') + A'sin(a’ + ¢ —w') —dsin(a’ +¢') =0
which is the last equation of System (9) since d is here equal to zero.
e P has opposite orientations on X and C (see Figure 17).
Let u = 4(?, I_H>) Considering the triangle (OHT) yields
sinfa + @+ pu)  sinA  sin(f + w)
2h 2 IH
Since \=a+ ¢+ u—0 —w [27], we get

2sin(f +w) = IHsin(a+ ¢ — 0 —w) cospp+ TH cos(a+ ¢ — 0 — w) sin p,
2hsin(f + w) = I H sin(a + @) cos p + T H cos(a + ) sin p.
Eliminating cos p from these two equations gives
2sin(f + w) sin(a + @) — 2hsin(f + w) sin(a + ¢ — 0 — w) =
IH cos(a+ ¢ — 6 —w)sinpusin(a + ¢) — I H cos(a + ¢) sin psin(a + ¢ — 0 — w).
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Fig. 17. For the proof of Lemma 15 (P has opposite orientation on X and C, and on X’ and C’).

We simplify this equation into
2sin(f + w) sin(a + ) — 2hsin(f + w) sin(a + ¢ —  — w) = [ H sin psin(f + w).
As sinpy = 2/IH (see Figure 17), we have
sin( + w)(hsin(a + ¢ — 0 —w) —sin(a + p) + 1) = 0.

We can assume that sin(f + w) # 0 because otherwise I lies on the straight line
OH and the number of such paths is less than four. Thus, the mobile object is at
an equilibrium only if

hsin(a+ ¢ —0 —w) —sin(a+¢) +1=0. (19)

Similarly as above, we expand that equation with respect to 6 and simplify it,
thanks to Eqgs. (14) and (15). We get

sin(p —w) + hsin(a' + ¢ —w) + hsin(a + ¢ —w) —dsin(a+ ) +d =0

which is the third equation of System (9) since J is here equal to 1.
e P has opposite orientations on X’ and C’.
Similarly as above, we obtain

Wsin(a' +¢' — 0 —w') —sin(e’ +¢')+1=0
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which we simplify using Eqs. (16) and (17), and gives
B sin(¢" —w') + h'sin(a+ ¢' —w') + h'sin(a’ + ¢’ — W)

which is the last equation of System (9) since d is here equal to 1. O

Lemma 16. There is a finite number of distinct values of (a, ') in the set of
solutions of System (9) in the variables (o, o', p, ') € (S1)*.

Proof. We expand each equation of System (9) and apply the variable substitution
x = tan(a/2), y = tan(a’/2), z = tan(p/2) and t = tan(y'/2). This yields an alge-
braic system consisting of four equations where x,y, z, ¢t are the four indeterminates
and w, w', d, h, b', ' are six independent parameters. Let E; = 0 (i € {1,...,4})
denote the algebraic equation obtained from the i-th equation of System (9). We
compute® the resultant Fi4 of F; and E,; with respect to the indeterminate ¢.> Fi4
can be written as 16(1 +y?)E},. We compute® the resultant Q of F}, and F» with
respect to the indeterminate y. We also compute the resultant T of Es and E5 with
respect to the indeterminate y. (Q and T are two polynomials where z and z are
the indeterminates.

Now, let R be the resultant of Q and T with respect to z. R is a univariate
polynomial in the indeterminate z and we want to show that R(z) #Z 0. Let

Q=qg+qaz+...+q2", gn #0,
T:t0+t12+...+tm2m, tm;éO,

where the ¢; and the ¢; are univariate polynomials in the variable z. The resultant
R of Q and T with respect to z is the determinant of the (n+m) x (n+m) Sylvester
matrix of Q and T with respect to z:*

9 @ - - . - . an
P - - - - - n—-1 Qqn
R= 4o Gn
to t1 . . tme1 tm
to . . . tm

The resultant R(z) is too big to be computed with existing computer algebra sys-
tems but we are able to compute its leading monomial. The polynomials ¢; appear
in the first m rows of the Sylvester determinant and the polynomials t; appear in
the last n rows. Thus, the degree of R with respect to x is at most

m  max }degree(qi(a:)) +n {IélaX }degree(ti(a:)) = 168.
1€10,....m

S

N () yenes

aWe used AXIOM on a Sun Sparc-10 4 x 72Mhz with 512MB of main memory. Notice that several
polynomials considered here are two big to be computed with MAPLE.
bThis computation takes roughly eleven hours and the process exceeds 130MB.
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Since existing computer algebra systems cannot compute the resultant R, we re-
place in the Sylvester determinant each g;(x) by its monomial of highest degree if
degree(qi(r)) = max;c(o,....n} degree(qi(z)) and by 0 otherwise, and each ¢;(x) by
its monomial of highest degree if degree(t;(x)) = max;c(o,....m}

degree(t;(z)) and by 0 otherwise. We then compute the determinant and obtain

256 @B (d?—1)32 A6 (h'? sin® w'+ (K cosw'—d)*)* (d®h'? sin® w'+(dh' cosw'—1)2)* 2168,

When this monomial is not zero, its degree is 168 and thus it is the leading monomial
of R(z) because the degree of R(x) is at most 168. Thus, R(z) = 0 only if this
monomial is zero. Since d is not equal to 0 or 1 and h # 0, this monomial is zero
only if (w', ') is equal to (0,d), (7, —d), (0,1/d), or (w, —1/d). Moreover, since h’
and d are both distances, (w', h') can only be equal to (0,d) or (0,1/d). We replace
w' by 0and k' by d or 1/d in @) and T'. We then apply the same procedure as above
and show that, in both cases, the new leading monomial of R(x) is

272 d16 (d2 _ 1)32 h16 $152.

Since d is not equal to 0 or 1, R(z) # 0. Therefore, there is a finite number of
distinct values of a = 2 arctan z in the set of solutions of System (9) in the variables

(@, 0,0, 9") € (S1)*.
The second equation of System (9) gives with the variable substitution y =
tan(a’/2) that

1—q2 1—q2
i + 2cosa Y + 2sinw

2y
3—-d>=0
1+ 1+ 1-I-y2+

2cosa + 2

or equivalently
(1—d?)y* +4sinay +4cosa+5—d* =0.

This polynomial is not identically equal to zero since d is a non-negative distance
distinct from 1. Thus a determines at most two o’ = 2 arctany. It follows that there
is a finite number of distinct values of a and &' in the set of solutions of System (2)
in the variables (a,a’, ¢, ') € (S1)*. O

Lemma 17. A couple of values (o, ) determines O(1) paths P.

Proof. By Eqgs. (14), (15), (16) and (17), @ and o' define uniquely # and ¢’ which
characterize the position of C and C’'. Path P is then characterized by the orientation
of its four circular arcs. |

Case 3: One obstacle edge is a line segment and the other is a
circular arc

The proof is similar to the previous case. We assume, without loss of generality,
that O and O are respectively a circular arc and a line segment.
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Fig. 18. Mechanical device where one obstacle edge is a line segment and the other is circular.

_)Let D' be the line parallel to O' passing through I' and oriented such that
Z(R',D'") = —7/2 (see Figure 18). Let O be the center of the circle (of unit radius)
supporting @. Let O be the orthogonal projection of O onto D' and 2d the length
of 00. Let 2h be the length of OH. Let H' be the orthogonal projection of H' onto
D'. Let 22’ and 2I' be the algebraic lengths of OI' and OH' on the oriented line
D'. Let 2h' be the algebraic distance between H' and D’ with 2h' > 0 if and only

— — —
if H'H' and R' have opposite orientations. Let w = Z(0O0, O?)

Notice that if d = 0 then P is not optimal since it can be shortened by a Dubins’
perturbation (see Figure 19). Also, as in the previous case, if h = 0 then either P
is of type XSCC'SX' where X lies on O and then it is not optimal since it can be
shortened by a Dubins’ perturbation (see Figure 16 (c)), or it is of type XCC'SX'
and then it is not optimal by hypothesis. Thus we can assume that d and h are not
equal to 0.

Lemma 18. Path P is optimal only if

sin(a/ — @) +sina’ sin(a + ¢) — sinasin(a’ + ¢') =0

cos(a' —a) +cosa' =d

hsin(a' + ¢ —w) —sin(a+ ) +6 =0

b sin(a + ¢') + cos(a’ + ¢') (sina’ +sin(a’ —a) —1I')+6' =0

(20)

where 0 (resp. 8') is zero if path P has the same orientation on X and C (resp. X'
and C') and 1 otherwise.
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Fig. 19. Dubins’ length-reducing perturbation for path P if d = 0.

Proof. The first equation of System (20) is given by Lemma 11. Now, let § =

—
A(Oﬁ, 00). Considering the polygon (OII'O) in Figure 18, we get

o =a—0[2n], (21)
cosf + cos(a — 0) = d,

—sinf + sin(a — 0) = '
It follows

cos(a' — a) + cosa’ =d, (22)

sin(a’ —a) +sina’ =2’ (23)

Eq. (22) is the second equation of System (20). We now show how to compute the
two other equations of System (20) for each possible orientation of X and X'.

e If P has the same orientation on X and C, then Eq. (18) still holds:
hsin(a + ¢ — 0 —w) —sin(a + ¢) = 0.
Thus, since o' = a — 0 [27],
hsin(a’ + ¢ —w) —sin(a+ p) =0

which is the third equation of System (20).
e If P has opposite orientations on X" and C, then Eq. (19) still holds:

hsin(a+¢ — 0 —w) —sin(a+ ) + 1 =0.
Since o/ = a — 6 [27], we get

hsin(a' + ¢ —w) —sin(a+ ) +1=0
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which is the third equation of System (20).
o If P has the same orientation on X’ and C’, then Eq. (5) still holds:
I'—a
h'

tan(a’ + ') =
By Eq. (23), we obtain
h'sin(a’ + ¢') 4+ cos(a’ + ¢') (sina’ + sin(a’ —a) —1') =0

which is the fourth equation of System (20).
e If P has opposite orientations on X’ and C’, then Eq. (7) still holds:

(@' = U")cos(a +¢') + h'sin(a’ + ") = —1.
Using Eq. (23), we get
B sin(a’ 4+ ¢') 4+ cos(a’ + ¢') (sina’ +sin(a/ —a) =1I') +1=0
which is the fourth equation of System (20). m|

Lemma 19. There is a finite number of distinct values of (a, ') in the set of
solutions of System (20) in the variables (o, o', p, ') € (S')*.

Proof. We consider the variable substitution z = tan(a/2), y = tan(a'/2), z =
tan(p/2) and ¢t = tan(y'/2). We follow exactly the same procedure as in the proof of
Lemma 16, except that E|, = E14/16(1+y>)2. It follows that the leading monomial
of R(z) is

264 d32 h16 (l12 + (hl _ d)2)4 (l12 + (hl + d)2)4 1‘176-

Since d and h are not equal to 0, R(z) =0 only if I' = 0 and h' = +d. We replace
I"by 0 and A’ by £d in @ and T', and compute the new leading monomial of R(z).
In both cases, it is equal to

280 d32 h16 :L,160

Therefore R(z) # 0 and there is a finite number of distinct values of & = 2 arctan
in the set of solutions of System (20) in the variables (o, ', @, ') € (S)*.

The second equation of System (20) gives with the variable substitution y =
tan(a’/2) that

or equivalently

(d+1+cosa)y? —2sinay +d—1—cosa = 0.
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This polynomial is not identically equal to zero since d # 0. Thus « determines at
most two o' = 2arctany. It follows that there is a finite number of distinct values of
a and o/ in the set of solutions of System (20) in the variables (a, ', ¢, ¢') € (St

Lemma 20. A couple of values (o, ) determines O(1) paths P.

Proof. By Egs. (21) and (23), « and o’ define uniquely 6 and 2’ which characterize
the position of C and C'. Path P is then characterized by the orientation of its four
circular arcs. O

6. The algorithm

Let Oy, ..., Oy, be the disjoint moderate obstacles. We denote by Sp the set of the
obstacle edges and by n its size.

Let S and F be the initial and final points of the optimal path we want to
compute. By Theorems 3 and 4, any C-segment is either an anchored C-segment,
or is adjacent to a terminal C-segment and to an anchored C-segment, or belongs to
a subpath of type X SCCSX' where X, X' € {O, 5’} (the lengths of the S-segments
being possibly zero).

The algorithm computes first the set Sz of all the maximal free anchored arcs
of circle. A mazimal free anchored arc is a maximal arc of an anchored circle that
does not intersect the obstacles. It will be simply called a free anchored arc in the
sequel.

For any given r, we associate to each obstacle a grown obstacle which is the
Minkowski sum of the obstacle and of a disk of radius r. Let 4,. be the arrangement
of the boundaries of these grown obstacles. A point is said of level i in A, if it
belongs to the interior of 7 grown obstacles. The vertices of level 0 are simply the
vertices of the boundary of the union of the grown obstacles. Because the obstacles
are disjoint, there are O(n) such vertices by a result of Kedem et al.'® The same
bound holds for the number of vertices of the k first levels for any constant k& by
the random sampling theorem of Clarkson and Shor.'°

Lemma 21. The number of free anchored arcs is O(n) and these arcs can be com-
puted in O(nlogn) time.

Proof. Any moderate obstacle contains at least one disk of unit radius. Further-
more, at most five pairwise disjoint disks of unit radius can intersect any given
circle of unit radius. Thus at most five pairwise disjoint moderate obstacles can
intersect any given circle of unit radius. Hence any point lies in at most five ob-
stacles grown by a disk of radius 1. In other words, any point is of level at most
five in A;. Therefore, A; has linear size and can be computed in O(nlogn) time
by standard techniques. Finally, since the centers of the anchored circles are the
vertices of 4; and each anchored circle is intersected by at most five obstacles, the
lemma is proved. O
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Once the free anchored arcs have been computed, we compute the set Sg of all
the free line segments that are tangent to two arcs of Sz U So.

Lemma 22. Sg has size O(n?) and can be computed in O(n?logn) time.

Proof. First, we compute all the free line segments tangent to two obstacles. Let
us consider each obstacle in turn, say O, for concreteness. Let Dy be an oriented
line of orientation 8 tangent to ;. The set of common points between O; and Dy
is either a single point or a line segment; let Py be either this single point or the
middle point of the line segment. If Dy intersects O; (i = 2,...,m), we call P; the
point common to Dy and O; that is closer to Py. Let f;(6) be the algebraic length
of PyP; on the oriented line Dy.

Let £ (resp. £7) be the lower (upper) envelope of the functions f; that are
positive (negative). As the obstacles are pairwise disjoint, f;(6) # 0 and f;(6) #
f;(8) for all § and i # j. It follows that £ and £~ can be computed in O(nlogn)
time. A line segment joining Py to P; is free if and only if (6, f;(#)) belongs to £ or
&€~ . Moreover, a line segment Py P; is tangent to O; if and only if P; is an end-point
of f;. Hence, computing the free line segments tangent to O, and another obstacle
reduces to compute £* and £~

Repeating the above procedure for all the obstacles, we conclude that all the
free line segments tangent to two obstacles can be computed in O(n?logn) time.

We now compute the free line segments tangent to a free anchored arc and to
either an obstacle or another anchored free arc. Let C,. .., Cp be the anchored free
arcs. We consider in turn each free anchored arc, say C; for concreteness, and apply
exactly the same procedure as above to compute the free line segments tangent to
C: and to an obstacle. As above, these segments can be computed in O(nlogn)
time by computing the envelopes £7 and £~. It remains to compute the free line
segments tangent to C; and to the other anchored free arcs Cs,...,C),. We define
a function g; involving C; and C; and similar to the function f; defined above. To
each end point of g; that lies between £t and £~ corresponds a free line segment
tangent to C; and C;. Deciding if such an end point lies between £t and £~ can
be done in O(logn) time by binary search once the envelopes have been computed.
As the number of free anchored arcs is O(n) by Lemma 21, the free line segments
tangent to Cy and to another anchored free arc can be computed in O(nlogn)
time. Hence, the free line segments tangent to an anchored free arc and to either
an obstacle or another anchored free arc can be computed in O(n?logn) time in
total.

This achieves the proof. O

We consider now the subpaths of type C,CC and CCC,. We compute the set
Sc of all the circular arcs that avoid the obstacles and are tangent to a terminal
circle and to an anchored free arc. As there are O(n) anchored free arcs, this step
can easily be done in O(n?) time.
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By Theorem 3, Sz U So U Ss U Sc contains all the arcs potentially taken by
an optimal path except the subpaths of type XSCCSX’. We consider, in turn, all
the quadruplets (X, 0, 0', X') where X and X' are obstacle edges or free anchored
arcs, and where O and O’ are two obstacle edges. First, we compute a family of
candidate subpaths of type XSCC'SX' where X (resp. X') is an arc of X' (X")
and the two C-segments C' and C' are tangent to @ and (0, respectively. In a
second step, we check whether or not these potential optimal subpaths intersect
other obstacles.

By Theorem 5, for any given choice of (X,0,0', X"), we can compute in
O(1) time a family of O(1) candidate paths such that any optimal path of type
XSCC'SX', satisfying that neither C' nor C' is anchored, is contained in one of
the candidate paths. Hence the total time complexity of this step, for all choices
of (X,0,0',X"), is O(n*). We also compute the paths of type XSCCSX' and
XSCCSX' (where X and X' are maximal). As the number of anchored C-segments
is O(n), the total number of these paths is O(n*) and they can be easily computed
in O(n*) time. It remains to compute the set Szm of those paths that avoid the
obstacles.

Lemma 23. Si can be computed in O(n*logn) time.

Proof. We show that we can check in O(log n) time whether or not a given subpath
of type XSCCSX' intersects the obstacles. We consider successively the case of an
arc of circle and the case of a line segment.

As mentioned in the proof of Lemma, 21, a circle of unit radius intersects at most
five obstacles. We can identify the obstacles that intersect the circle supporting a
given arc C' by locating in O(logn) time the center of this circle in the arrangement
Aj. Tt then remains to check if the arc C' (not the whole circle) actually intersects
one of the obstacles. Each such test can be done in O(logn) time since each obstacle
has O(n) edges.!!

We describe now how to check if a line segment S of a subpath of type
XSCCSX' intersects the obstacles. By Lemma 8, the length of S is at most 4.
It follows that if S intersects an obstacle, each of its end points are contained in the
obstacle grown by a disk of radius 4. As the obstacles are disjoint and moderate, a
point can only be contained in g < 36 such grown obstacles®; hence, arrangement
Ay has linear size and can be computed in O(nlogn) time. We locate one endpoint
of S in A4 and find the at most g obstacles that might intersect S. We consider in
turn each of these obstacles and check if S indeed intersects the obstacle. This can
be done in O(logn) time.!* 0

By Theorems 3, Sz USo USsUSc USe contains all the arcs potentially taken
by an optimal path.

€g is the maximal number of disjoint disks of unit radius that can be packed in a disk of radius 6.
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Let G be the weighted graph whose nodes are the tangent points between two
arcs of Sz USo U Ss U Sc U S and whose edges are the arcs of S U Sp U Ss U
Sc USgaa. The final step of the algorithm consists in searching a shortest path in
this graph.

Theorem 6. An optimal path amidst a set of disjoint moderate obstacles with n
edges in total can be computed in O(n*logn) time.

Improving the performance of the algorithm

We now show that the time complexity of the algorithm can be reduced in most
practical situations. This is a consequence of the fact that the subpaths of type
CC can only be encountered near the endpoints of the path. Proposition 2 is a
consequence of a claim of Agarwal et al.! We give here a complete proof.

Proposition 2. Let P be an optimal path consisting of four parts Pi, P2, P3 and
Py in this order where Py and Ps are C'-segments. Let Co and C3 be the circles
supporting Ps and Ps, and let O2 and O3 be their centers.

(1) If C3 is not obstructed by any obstacle or if Co is obstructed by an obstacle, then
for any M on Py, the FEuclidean distance between M and O3 is smaller than 3.
(2) If C3 is obstructed by an obstacle or if Cy is not obstructed by any obstacle, then
for any M on Py, the Euclidean distance between M and O3 is smaller than 3.

Proof. We only prove the first claim; the second one is symmetrical. We assume,
without loss of generality, that P2 and Ps are oriented counterclockwise and clock-
wise respectively.

We recall some notations indroduced in Section 2: let M be a point of P and
let Cr(M) (resp. Cr(M)) be the unit circle tangent to P at M and lying on the
left, (resp. right) side of path P oriented from S to T'. C'r (M) is oriented counter-
clockwise and Cr(M) is oriented clockwise. An arc of one of these circles will be
oriented accordingly.

We show that for any M on Py, Cr,(M) intersects Cs. It will immediately follow
that the Euclidean distance between M and Oz is smaller than 3.

Suppose for a contradiction that there exists M on P; such that Cp (M) does
not intersect C3. Let My be the point of P; such that for any point M located after
My on the relative interior of Py, Cr,(M) properly intersects Cs (see Figure 20); My
exists because P, is greater than 7 by Lemma 3. Let M; be the common point to
Cr1,(Mp) and C3, and M> be the common end point of P> and Ps.

We distinguish whether M; € P3 or not. In each case we show that the dashed
path of Figure 20 shortens P and avoids all the moderate obstacles, which contra-
dicts the fact that P is optimal.

Case 1: M, € Ps.
We first show that the arc [MoM;] of Cr(Mp) is not obstructed by any moderate
obstacle. A disk of unit radius that intersects [MoM;] without intersecting the
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(a) : My € Ps

Fig. 20. Shortcuts in the proof of Proposition 2.

portion P (Mg, M;) of P between M, and M, is included in the region R inside
the closed curve that is the concatenation of P(My, M;) and of the arc [M; M)
of Cr(Mp) (see Figure 21). By the definition of My, the relative interior of the
arc of Py located after M is strictly included in the disk of radius 3 centered at
Os3. Tt follows that the only disks of unit radius included in R are the disks whose
boundaries are Cz and Cr(Mp) (which can possibly intersect). Since P, is not an
arc of the boundary of the obstacles by hypothesis, [MyM;] is not obstructed by
any moderate obstacle.

By the definition of My, [MoMi] is smaller than 7 and so shortens P because
P2 is strictly greater than .

Case 2: M & Ps.

First notice that the circle Cs is not obstructed by any obstacle. Indeed, other-
wise My must lie in the hashed region of Figure 22a and, as P3 is greater than m,
M, € P3 which contradicts the hypothesis. By the hypothesis of the first claim of
the proposition, it follows that Cs3 is not obstructed by any obstacle. That implies
that the arc [MoM;] of Cr.(Mp) avoids all the moderate obstacles because other-
wise, the portion of P between My and M, cannot lie entirely in the disk of radius
3 centered at O3z (see Figure 22b), which contradicts the definition of My. Hence,
the concatenation of the arc [MoM;] of Cr,(My) and the arc [M; Ms] of C3 avoids
all the moderate obstacles.

Moreover, the concatenation of [MM;] and [M; M,] shortens P. Indeed, the arc
[MoMj] is smaller than 7 by the definition of My, and, the arc [M; M,] is smaller
than 7w because M; € Ps and Pj3 is greater than «. It can be easily shown that the
concatenation of two circular arcs of unit radius whose lengths are smaller than
7 is a shortest path of bounded curvature (even if there is no obstacle). Hence,
the concatenation of the arcs [MyM;] and [M; M| shortens P and avoids all the
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v
Obstacle

(a) (b)

Fig. 22. For the contradictions in the proof of Proposition 2 (Case 2).

moderate obstacles which contradicts the hypothesis that P is optimal. O

Remark 1. The previous proof yields that an optimal path contains at most two
non-terminal C'C-subpaths (i.e., subpaths of type CC where both C-segments are
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Fig. 23. For the proof of Theorem 7.

not terminal). For details see Ref. 1.

Theorem 7. Let P be an optimal path joining S to F. Any subpath of P of type
XSCCSX', where X, X' € {O,C}, is contained in one of the two disks of radius
9 centered at S or F.

Proof. This theorem follows from Proposition 2 and we use the notations intro-
duced in that proposition. Let P; (resp. P4) be the portion of P between S (resp.
F) and the first (resp. last) C' in the considered subpath. From Proposition 2, we
have VM € Py MO3 <3 or VM € Py MO < 3. Assume without loss of generality
that VM € P; M O3 < 3. Then, the starting point S and the whole subpath X SCC
is included in the disk of radius 3 centered at Oz (see Figure 23).

On the other hand, by Lemma 8, the length of the line segment preceding X'
is smaller than 4. Therefore, S and the whole subpath XSCCSX' is included in
a disk of diameter 3 + 2v/5 4+ 1 < 9 (see Figure 23). Hence the subpath of type
XSCCSX' is included in a disk of radius 9 centered at S. |

According to Theorem 7, we can improve the procedure that computes the
subpaths of type XSCCSX'. Indeed, instead of considering all n* quadruplets
(X,0,0',X"), we can only consider those that intersect one of the disks of radius
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9 centered at S and F'. If k is the number of such quadruplets, the time complexity
of the algorithm becomes O(n?logn + k*logk). In particular, if the length of any
obstacle edge is bounded from below by some positive constant, then k& = O(1).

Theorem 8. Given a set of disjoint moderate obstacles with n edges whose lengths
are bounded from below by some positive constant, an optimal path between two
configurations amidst these obstacles can be computed in O(n?logn) time.

7. Conclusion

In this paper, we have considered disjoint moderate obstacles whose boundaries
consist of n line segments and circular arcs of unit radius. We have presented
an O(n*logn) time algorithm for computing shortest paths of bounded curvature.
Moreover, if the length of the obstacle edges is bounded from below by some positive
constant, then the time complexity of our algorithm reduces to O(n?logn).

The algorithm we have presented in this paper works even if the moderate
obstacles are not disjoint. However, its time complexity increases since the number
of anchored C-segments might then be quadratic. A simple analysis of our algorithm
shows that its time complexity is then O(n7).

It would be interesting to consider more general moderate obstacles (in the
sense of Agarwal et al.) and, in particular, obstacles whose boundaries consist of
line segments and circular arcs of radii greater than or equal to 1. When considering
such obstacles, the necessary conditions (9) and (20) for a subpath to be optimal
become slightly more complicated. Unfortunately, the computations of resultants,
performed in the proofs of Lemmas 16 and 19, then exceed the capabilities of the
current computer algebra systems?.

Finally, note that if the obstacles are polygonal, one can compute their convex
hull of bounded curvature (see Ref. 6) and then compute shortest paths of bounded
curvature amidst these new obstacles.

Many other questions remain open. We mention two of them: Can similar results
be obtained for polygonal robots? Can similar results be obtained if backwards
moves are allowed? (Preliminary results in that direction can be found in Refs. 1,
5 and 21.)
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