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Abstract

We introduce a new framework of algebraic pure type
systems in which we consider rewrite rules as lambda terms
with patterns and rewrite rule application as abstraction
application with built-in matching facilities.

This framework, that we call “Pure Pattern Type
Systems”, is particularly well-suited for the foundations of
programming (meta)languages and proof assistants since it
provides in a fully unified setting higher-order capabilities
and pattern matching ability together with powerful type
systems.

We prove some standard properties like confluence and
subject reduction for the case of a syntactic theory and
under a classical (syntactical) restriction over the shape of
patterns. We also conjecture the strong normalization of
typable terms.

This work should be seen as a contribution to a
formal connection between logics and rewriting, and a step
towards new proof engines based on the Curry-Howard
isomorphism.

Keywords
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1 Introduction

Pattern abstractions generalize A-abstractions by binding
structured expressions instead of variables, and are com-
monly used to compile case-expressions in functional pro-
gramming languages [22] and to provide term calculi for se-
quent calculi [18]. For example, the pattern abstractions
A0.0 and Asucc(NN).N are used to compile the predecessor
function AX. case X of {0 = 0 | succ(N) = N}, whereas
the pattern abstraction A(X,Y). X is used to encode the
sequent derivation

A BFA
AANBFA
FAAB)— A

Extended abstractions generalize pattern-abstractions by
binding arbitrary expressions instead of patterns, and are
used in the rewriting-calculus [11] to provide a first-class
account of rewrite rules and rewriting strategies. For
example, generalized abstractions can be used to encode

innermost rewriting strategies for term-rewriting systems.
Furthermore, generalized abstractions correspond to a form
of higher-order natural deduction, where (parts of) proof
trees are discharged instead of assumptions.

Although such extended abstractions are a firmly
grounded artifact both in logic and in programming lan-
guage design and implementation, they lack established
foundations. As a first step towards these foundations, we
provide a framework for studying (type systems for) ex-
tended abstractions. Concretely, we start from a term cal-
culus with generalized abstractions, which provides a very
rich computational model that goes far beyond A-calculus,
and endorse it with a parameterized type system as in Pure
Type Systems.

Pure Type Systems (PTS) [3, 4, 14, 15], provide a
concise and unifying view of many typed A-calculi and
logics that occur in the literature, and offer a generic
framework for the study of typed A-calculi & la Church.
Pure Type Systems have a well-understood theory and
enjoy good meta-theoretical properties, and hence offer an
appealing setting in which to specify the kernel of functional
programming languages, see e.g. [23], and proof assistants
based on the Curry-Howard isomorphism, see e.g. [4, 24].

In Pure Pattern Type Systems (PQTS), the framework
presented here, the usual A-abstraction of Pure Type Sys-
tems AX:A.B of type IIX:A.C is replaced by a generalized
abstraction AA:T".B of type IIA:T'.C, where A is an arbi-
trary term (in jargon a pattern) and I' is a context in which
are declared the free variables of A, which are bound in
AA:T'.B. Further, the application of an abstraction AA:T'.B
to a term C always “fires” and produces as result the term
[A «r(C].B which represents a delayed matching abstraction,
i.e. an abstraction where the matching equation is “put on
the stack”. The matching abstraction will be evaluated (in
case a matching solution exists) or delayed (in case no so-
lution exists). If a solution o exists, the delayed matching
abstraction self-evaluates to o (B).

The main technical contribution of this paper is to
show that, provided we restrict suitably the body of
generalized abstractions, Pure Pattern Type Systems inherit
all elementary properties of Pure Type Systems, and hence
could serve as a basis for proof engines and (dependently)
typed functional programming languages. It should be
stressed however that, like Pure Type Systems, Pure Pattern
Type Systems are conceived as core calculi, and that several
extensions are required to obtain a realistic language.

We only mention a few extensions where generalized
abstractions and matching play a prominent role:



o Uniform failure. Pure Pattern Type Systems feature
failure of a matching equation as first-class citizens, via
“stuck” matching abstractions, e.g. [succ(N) <r0].A.
In some circumstances however, it is useful to introduce
a notion of uniform failure in which the failure is
recorded, but the explanation of the failure (in the
above case the attempt to match a successor against
zero) is discarded. Such a uniform failure is captured
by a new constant Null and by a rewrite rule

[A<rB].C — Null if AvB

where v is a suitably defined condition. All the results
of this paper extend to Pure Pattern Type Systems,
provided the relation v' is stable under substitution
and reduction.

o Matching based subtyping. Matching yields a natural
subtyping relation on types. For example, the function
type IIsucc(N):I'.nat is a subtype of the function type
nat — nat, since its inhabitants are functions from
nat — nat that get stuck when applied to 0. It is
therefore natural to extend Pure Pattern Type Systems
with a theory of subtyping derived from matching (see
e.g. [27] for an extension of Pure Type Systems with
subtyping). In the resulting formalism, the following
typing rule for generalized abstractions is derivable

IN'AFA:C T,A+B:D{A/X} TH+IX:CD:s

I'-AA:A.B: 1I1X:C.D

Such a rule enhances the expressive power of Pure
Pattern Type Systems. For example, it allows to
encode case-expressions using the “” mnotation that
allows to merge generalized abstractions.

o Structures. Pure Pattern Type Systems need to be
extended with a form of dependent sum types for
encoding structures. The traditional formalization of
3-types can be generalized to expressions of the form
YP:I".B, which represent pairs (M, N) such that M
matches P and N is of type o(B) where o is the solution
of matching P against M. Such an extension bears
some similarities and generalizes the notion of manifest
field of modules and dependent record types, in which
P is required to be a closed expression. In this setting
also, matching-based subtyping seems relevant since it
corresponds to the usual notion of subtyping between
dependent record types with manifest fields [12, 19].

o Matching modulo an equational theory. The rewriting-
calculus, upon which Pure Pattern Type Systems
are built, takes as a parameter an equational theory
modulo which matching is performed. We conjecture
that all the results of this paper scale up to an extension
of Pure Pattern Type Systems with matching theories,
provided the matching theory only involves algebraic
terms, i.e. terms build from variables and function
symbols.

Beyond these extensions, Pure Pattern Type Systems raise
two challenges for future work:

o Egtending the Curry-Howard Isomorphism. The exten-
sion can be considered from the point of view of sequent
calculi, deduction modulo, and natural deduction re-
spectively. From the point of view of sequent calculi,

it remains to investigate how Pure Pattern Type Sys-
tems can be used to extend previous results on term
calculi for sequent calculi, and how their extension with
matching theories can be used to provide suitable term
calculi for deduction modulo. From the point of view of
natural deduction, Pure Pattern Type Systems corre-
spond to an extension of natural deduction where parts
of proof trees are discharged instead of assumptions.
To our best knowledge, such an extended form of nat-
ural deduction has not been considered previously, but
it seems interesting to investigate whether such an ex-
tended natural deduction could find some applications
in proof assistants, e.g. for transforming and optimizing
proofs.

o Extending Algebraic Type Systems.  One original
motivation of the rewriting-calculus is to provide a
setting in which not only term-rewriting systems, but
also rewriting strategies for these systems can be
encoded. It seems interesting to design a well-behaved
extension of Pure Pattern Type Systems that has
enough expressive power for encoding Algebraic Type
Systems, which combine (first-order or higher-order)
rewriting and A-calculus, see e.g. [1, 5, 6, 7, 17], and
rewriting strategies for Algebraic Type Systems. We
believe that, if successful, such an endeavor could bear
direct impact on the design of proof assistants based
on type theory and rapid prototyping systems based
on rewriting calculi.

The paper presents P'T'S and the main results without
their proofs. The full version of the paper can be found at
www.loria.fr/"1liquori/PPTS.ps.gz and contain all the
proofs and extensive examples.

2 Syntax

The syntax of the P'TS extends that of the classical
Pure Type Systems [4] by considering structured terms
and abstraction on patterns more elaborated than simple
variables [11]. The contexts defining the types of the free
variables of these patterns are given explicitly as part of the
abstraction.

Notational Conventions. In this paper, we consider
the meta-symbols A (function abstraction), II (product,
or type abstraction), and “ (structure operator). The
symbols A, B, C,... range over the set T of typed terms, the
symbols X, Y, Z, . .. range over the infinite set V of variables,
the symbols a,b,c, f,... range over the infinite set K of
constants, the symbol s ranges over the set S of sorts. We
assume § C K. The symbols a, 3, ... range over K and V.
The symbols I', A range over the set C of type contexts.

All symbols can be indexed. The symbol = denotes
syntactic identity of objects like terms or substitutions. The
application of a constant function, say f, to a term A will be
usually denoted by f(A), following the algebraic “folklore”;
this convention can be “curryfied” in order to denote a
function taking multiple arguments. Constants can be also
parameterized over a given theory.

As usual, we work modulo the “a-convention” of Church
[9]; and modulo the “hygiene-convention” of Barendregt [2],
i.e. free and bound variables have different names.



Syntax. The syntax of contexts and pseudo-terms of the
P TS is defined as follows:

c o|c,v:T|C,K:T

T

VK[ AT:C.T | UTC.T | [T<eT1T | T T|T,T

The main intuition behind this syntax is that the term
AMA:I'B (or TAT'.B, or [A € rC].B) is an abstraction
with pattern A, body B and context I' (and possibly an
argument C). The free variables of the pattern A bind
the corresponding variables in the body B and the context
T'. The types of the free variables of the pattern A are
declared in I" and, by abuse of notation, we will sometime
write Aa:D.B (resp. Ila:D.B, or [a<pC].B) instead
of a more redundant Aa:(a:D).B (resp. Ila:(a:D).B, or

Just to support intuition, we mention here that the
application of an abstraction AA:I'.B to a term C always
“fires” and produces as result the term [A < rC].B which
represents a delayed matching abstraction, i.e. an abstraction
where the matching equation is “put on the stack”. The
matching abstraction will be evaluated (in case a matching
solution exists) or delayed (in case no solution exists at this
stage of the evaluation). If a solution exists, the delayed
matching abstraction self-evaluates to o(B), where o is the
solution of the matching between A and C.

Finally, as a sort of syntactic sugar, and directly inspired
from previous works on the Rho-calculus [10], all the terms
can be grouped together into structures built using the meta-
symbol “”.

To resume, there are three abstractors in P'TS:

e the ) abstractor, used in A-calculus to bind ordinary
variables, that binds here over patterns;

e the II abstractor that binds over patterns too;

e the new [. «_] abstractor, that binds over (delayed)
matching equations (in fact, over the patters from the
left-hand sides of matching equations).

Example 2.1 Some simple examples of terms are:

o the term (Af(X):T.X)f(a) where T 2 X:i “simulates”
the application of a rewrite rule f(X) — X to the term
f(a), returning a;

e the term (AMAZ:%.(ZX)Y)I.X), where I defines the
corresponding types of X and Y, represents the pro-
jection on the first element of a pair and its application
to the term (AZ:i.(ZA)B)) evaluates to A.

o the term (1,2,3) denotes a simple triple of integers;

o the term (A\(X,Y, Z):I.X), where T = X:4,Y:i, Z:i is a
simple projection function on triples of integers: if we
apply this function to (1,2,3), then we obtain as result
1;

e the term (Aa:A.b,Ac:C.d) denotes a record with two
fields, a and c.

3 PTS: Matching and Substitutions

As already mentioned, in P TS we deal with abstractions
on patterns and their application and thus, computing the
substitutions which solves the matching from a pattern A to
a subject B is a fundamental element of the framework. We
focus on syntactic matching and we revisit the corresponding

notions and algorithms in the context of P'TS.

Substitutions. We adapt the classical notion of simulta-
neous substitution application to deal with the new forms

of abstraction introduced in the P2T S.

Definition 3.1 (Substitutions) A (non-empty) substitu-
tion o is of the form

{A1/X1... An/Xn}

and the empty substitution s denoted by orp. The
application of a substitution o to a term B, denoted by o(B)
(or Bo), is defined as follows:

O'ID(A) 2 A

a(s) 2 s

7 . Ai ifX; €D
o(X;) = {Xz1 the;"ue)iseom(a)
o(A\AT.B) £ AA:wo(D).0(B)
o(ITA:T.B) £ MA:0().0(B)
s([A<rBl.C) £ [A<,m)o(B)].o(C)
o(AB) 2 o(A) o(B)

o(A, B) £ o(4),0(B)

a(0) =)

o(T,a:A) 2 o), a:0(A)

Recall that we work modulo the a-convention and thus,
when applying a substitution to an abstraction we know that
the free variables of the corresponding abstracted pattern do
not belong to the domain of the substitution.

Matching Equations and Solutions. In general, syn-
tactic matching is formally defined as follows:

Definition 3.2 (Matching Equations and Solutions)

1. A match equation is a formula of the form A <r B;

2. A matching system T 2 0/\ Aj <r; Bj is a con-
j=0...n

junction of match equations, where A is associative,
commutative and idempotent;

8. A matching system T is “successful” if it is empty or

(a) has the shape j=(/)\...an <r; Aj AR SV

(b) for alli # j, we have X; # X;;
(c¢) for all j such that X; € Dom(Tl;), we have
Aj = Xj,'

4. A substitution ot = {A1/X1 -+ An /X, } is the solution
of a successful matching system T';



(Lambda) (AA:A.B1) <r (AA:A.B>) ~ Bi1 <Lr,a B

(Prod) (IIA:A.B:1) <r (IIA:A.B>) ~ Bi1 <Lr,a B2

(Delay) [AKACi].B1 < [AKaC2].B2 ~ Bi <r,a B2 AC1 <r C2
(Appl) (A1B1) <1 (A2B3) ~ A1 Lr A2 A B1 L1 B>
(Struct) (A1, B1) <r (A2, Bs) ~ A1 Lr A2 AB1 <1 B>

Figure 1: Matching Reduction System

(p) (MAI.B)C —p [A<rC].B
(0’) [A<<I‘C]B —o O(ALrC) (B)
6) (AB)C = ACBC

Figure 2: Top-level Rules of the P'TS

5. Let T be such that T ~* T’ with T' successful, we define
the substitution ot, solution of T, as o1:.

The matching substitution solving a matching system
T can be computed by the matching reduction system of
Figure 1.

Starting from a matching equation A <r B, the
application of this rule set obviously terminates and either
leads to an unsuccessful matching system in which case we
say that the matching has failed or a substitution o4« B)
such that o4« B)(A) = B is exhibited.

This set of rules could be easily extended to matching
modulo commutativity (it is decidable too but the number
of matches can then be exponential in the size of the
initial problem). It is also decidable for associativity-
commutativity [16] but in the general case matching could
be as difficult as unification [8].

4 Dynamic Semantics

Top-level Rules. The top-level rules are presented in
Figure 2. The central idea of the (p) rule of the calculus
is that the application of a term AA:T'.B to a term C,
reduces to the delayed matching abstraction [A < rC].B,
while the application of the (o) rule consists in computing
the matching equation A<rC, and applying the obtained
result to the the term B. The rule (J) deals with the
distributivity of the application on the structures built with
the “” constructor.

It is important to remark that if A is a variable,
then the subsequent combination of (p) and (o) rules
corresponds exactly to the (3) rule of the A-calculus,
and variable manipulations in substitutions are handled
externally, using a-conversion and Barendregt’s hygiene
convention if necessary. The top-level rules can be point-
wise extended to contexts.

One-step, Many-steps, Congruence. The next defini-
tion introduces the classical notions of one-step, many-steps,
and congruence relation of — 5.

Definition 4.1 (One-step, Multi-steps, Congruence)
Let Ctx[—] be any context in T with a single hole, and let
Ctx[A] be the result of filling the hole with the term A;

1. the one-step evaluation s is defined by the following
inference rules:

A—),nsB

(Cex[-])
Ctx[A] s Ctx[B]

where —,5 denotes one of the top-level rules of the
P'TS;

2. the multi-step evaluation —» x5 is defined as the reflezive
and transitive closure of s,

3. the congruence relation =ps5 is the symmetric closure
of o -

The above rules can be point-wise extended to contexrts and
substitutions.

Two Simple (Untyped) Examples In order to illus-
trate the behavior of the top-level rules, we present in Fig-
ure 3 the reduction of two terms using different evaluation
strategies (outermost vs. innermost) and yielding in the first
case a “successful” result (é.e. containing no delayed match-
ing abstraction) and in the second one an “unsuccessful”
one. We underline redexes to be reduced.

It is worth noticing that the term [3 «4].3 represents “de
facto” a computation failure, which can be read as follows:
“an exception occurred due to a matching failure”. The ca-

pability of P'T'S to record failures is directly inherited from
previous versions of the rewriting-calculus, where a special
symbol Null was explicitly denoting computation failures.
This kind of “exception” could be catch by a suitable han-
dler, e.g. (A([3 <4].X).exc_handler)(protected_body). An
exception handling mechanism for the rewriting-calculus has
been already studied [13] and we plan to analyze this topic
in a typed framework in a future paper.

The Rigid Pattern Condition. When no restrictions
are imposed neither on the term formation nor on the
reduction strategy, the classical properties, and in particular
the confluence, are not valid. Therefore, a suitable condition
Cond should be used in order to ensure that P°'T S are well-
behaved extensions of plain PTS.

The shape of patterns in P T S abstractions is essential
in order to avoid bizarre non-confluent reductions and thus,
in order to recover the good properties, Cond should ensure
that these patterns satisfy certain properties. For the scope
of this paper we use for Cond the Rigid Pattern Condition
( RPC) that was firstly formalized in [26] but we conjecture
that less restrictive conditions can lead to similar results.



A successful computation

o (AMF(X).(A3.3)X) £(3) =, [F(X) <F(3)].(A3.3) X) =0 (A3.3) X){3/X} 2(13.3)3 —, [3<3].30 3{ } 23

o (AF(X).A33)X) (3) p (AF(X).BLX]X) F(3) 5 [F(X) <FB)(BLX]X) 50 (B<X].X){3/X} 2[3<3]3 0 3 } 23

An unsuccessful computation

o (MF(X)-(A3.3)X) f(4) =, [F(X) <F(4)].(A3.3) X) =0 (A3.3) X){4/X} 2 (23.3)4 —, [3<4].3

o (A(X).(03.3)X) F(4) Fp (AF(X)[BLX3) F(4) =, [F(X) <F(A)].(BX].3) =0 (3€X].3){4/X)} 2[3<4]3

Figure 3: Two Simple Evaluations in P'TS

The Rigid Pattern Condition is sufficient for obtaining
the “diamond property” of the (parallel) reduction and

hence the confluence of the reduction in P'TS. As
well explained in [26], the rigid pattern condition does
not characterize the shape of patterns, but syntactic
characterizations of the terms satisfying this condition can
be given.

Our terms have now the following (restricted) new shape
with the patterns P C T :

T = AP:I.T |IIP:I.T | [P<cT].T | ... as before ...

In what follows, and in order to give an intuition to
the reader, we anticipate a formal definition of the RPC
w.r.t. the patterns P, and we also present a “simple”
characterization of P which satisfies RPC. The RPC
condition is intensively used in all metatheory.

‘We introduce the RPC which turns out to be sufficient to
prove that the parallel reduction =y (defined in Section 6)
satisfies the diamond property.

Definition 4.2 (Rigid Pattern Condition ( RPC) [26])
Let P C T, P satisfies RPC if for all A € P and for all
B,C € T, there exists D € T such that

A{C/X} =5 B implies C= s D and B = A{D/X}.
Remark 4.1 1. V obviously satisfies RPC, but T do not;

2. The operational semantics and the type systems re-
main unchanged when taking into account the (now re-
stricted) shape of patterns;

8. From now on we deal only with terms containing
patterns which satisfy RPC;

4. The RPC is only used to prove the diamond property
of the parallel reduction.

A Characterization of RPC. We now characterize an
“honest” subset P of 7 which properly contains V and
satisfies RPC.

Definition 4.3 (A Simple Characterization of P C T)
Let NF(pad) be the set of terms that cannot be reduced by

one of the rules of PQTS, we define
P £{A € NF(pod)| A is “linear” with no “active” variables}

One can easily verify that the above characterization of
P C T satisfies RPC and properly contains V. As well
remarked (still) in [26] the set P is not the mazimal set
for which our — 5 is confluent, e.g. the set

Pa £PU{Q} where @ 2 (AX.XX)(AX.XX) also satisfies RPC.

Remark 4.2 ([26]) “.. RPC does not prevent reduction
from taking place inside patterns. However, one easily
verifies that if A € P and A —,5 B, then A = B ...”.
As usual, the type system is delegated to “block” (i.e. make
not typable) those terms.

5 Static Semantics

This section presents the type system underneath the P'TS.
The system allows one to assign types to terms of the
calculus.

Definition of P°TS. As for the PTS, the specification
of a P"T'S consists of a quadruple

PTS 2(S,A,R,P)
where:
e S is a subset of C and contains the sorts;

e A is a set of axioms of the form s; : s2, with s1,52 € S;

e R is a set of rules of the form (s1,s$2,s3) with
(31,82,83) € S;

e P is a subset of 7, which satisfies RPC.

Type System. The notion of type derivation in PTS
involves two judgments of the shape:

I‘I-PzTSA:B and I-PszA<<rB:0k

In the following, we use - instead of k- .. Intuitively, the

first judgment type-checks PTS terms, while the second
deals with the type-checking of matching equations. The
latter judgment can be point-wise extended to contexts.

A “Guided Tour” on Type Rules. The type system
is defined by rule schemas presented in Figure 4, while
the typed matching equation system is defined in Figure 5.
In the following, we briefly comment the typing rules and
motivate by an example the need for the typed matching.

e The (Azioms), (Start),(Weak) rules are standard and
need no comments;

e The (Conv) rule is relaxed w.r.t. the usual one can find
in usual PTS (where normally we have I' - C : s);



(81, 52) cA

(Azioms)
OF s1: 82
THFA:C T+B:C
(Struct)
'AB:C
'FA:s a¢g Dom(l)
(Start)
Ta:AFa: A
'A:B T'HC:s o¢ Dom(T)
(Weak)
Ia:CHA:B
I'A:B T'HC:D B=xC
(Conw)
TFA:C
ILAFB:C TFIIAAC:s
(Abs)
T'FAA:A.B:TIA:A.C
DAFA:C (s1,82,83) €R
F,AI—C:S1 P,Al—B:SQ
(Prod)
I'TIA:A.B : s3
I'-B:D I'AFC:D
I''AFA:E +C<r,a B:ok
(Subst)
'+ [C<kaB].A:[CkaB|.E
TFB:FE I AFC:E
I'FA:TIC:A.D +C <r,a B:ok
(Appl)

T'+AB:[C<aB].D

Figure 4: The Type Rules for P'TS

The (Struct) rule says that a structure A, B, where
A : C and B : C can be typed with type C, hence
forcing all subterms to be of the same type;

The (Abs) rule deals with lambda abstractions in which
we bind over (non trivial) patterns instead of variables;
note that the context A is “charged” in the first premise
in order to type-check the body of the function B;

The (Prod) rule deals with product types in which we
bind over (non trivial) patterns instead of variables;
also in this rule, the context A is “charged” in all
premises in order to type-check every subterm, hence
”selecting” a suitable triple (s1,82,83) € R;

The (Subst) rule deals with terms in which a delayed
matching equation occurs hard-coded into the term
(and its type); this rule is essentially needed to ensure
the well-typedness of terms leading to matching failures
(e.g. (A3:int.3) X) and ensure the subject reduction
property for the top-level rule (p), and (o);

The (Appl) rule deals with applications where the type
of the function is a product type with (non-trivial)

On Terms

I'ra:B THA:B
Fa<r A: ok

F A <r Az : ok
FBi <r B::0k o€{, @}

(1)
F A1 0By <r Az 0 By : ok

F Bi €r,a B2 :ok o€ {\II}

(02)
FoA:A.B; L1 ©A:A.B> : 0k

F By <r,a B2 :0ok FCi <r Cs: ok

(¢3)
F[A<KAC].B1 <1 [AKAC,].Bs : ok

A <r B: : ok B1!—)>msBQ AeP

(Red)
FA<Lr By : ok

Figure 5: The Type Matching Rules for P'TS

patterns; note that the context A is “charged” in
order to type-check the pattern C of the function A.
Moreover, the resulting type in the conclusion is a
delayed matching abstraction “type” .

The typed matching judgment in the rules (Subst)
and (Appl) guarantees the well-typedness of the matching
equation. The lack of this test could lead to the failure of
subject reduction as shown in the following example.

Example 5.1 (Failure of Subject Reduction)

The term (A(X1Y1):A Y1) (X2Y3), where
A 2X:[1Z:a.b,Yi:a can be typed with b in the con-
text ' éa, b, c:x, Xo:11Z:¢.b, Ya:c when the type system does
not check the well-typedness of the matching equations.
This term can be reduced to Ya that has the type ¢ in the
previous context.

The type matching rules are fairly easy: they guarantee
the conformance of types of constants and variables when
dealing with matching equations. The only intriguing rule
is the rule (Red) which imposes in the side condition A € P
(hence RPC), hence guaranteeing the good behavior of
patterns.

One can notice that the pattern used in the Example 5.1
does not satisfy RPC. Indeed, we conjecture that the typed
matching judgment is not needed when RPC is imposed
on patterns, but is useful for further extensions of the
framework with less restrictive conditions on the patterns.

The Graph Dependency. In order to summarize all the
congruence / theories / matching / type systems, Figure
6 shows all potential dependencies between them: in this
figure, 4 — & means that # “make use” (or “depends”) on
&.



A<r B A <r B : ok

A=,sB I'HA:B

Figure 6: Dependency Graph

P’ TS and X-cube. As it is well known in the literature
[4], the type systems depicted in the famous A-cube are a
special case of PTS when s2 = s3, i.e.

(+,0,0) € R

In perfect symmetry, we can depict 8 type systems which
we call X-cube with pattern matching ()\<<-cube for short).
Figure 7 collects into a classical table the 8 type systems,
and their underpinning logic systems, where & = {*,0},
and R = {(x,0,0)}. In the following, (s1,s2) stands
for (s1,82,82). As in the plain A-cube, well-know logics
underpinning the type systems drawn in the Xcube are
classified in Figure 7.

Representing Logics and Data-types. Our P TS are
a conservative extension of ordinary PTS. Therefore, the
Curry-Howard isomorphism on type systems and logics
naturally applies, and we depict in Figure 7 the XE -cube,
and the corresponding Logic-cube which conforms to the
classical slogan:

Proof-as-()\<<)-terms and propositions-as-types

We terminate the presentation of our P'TS with a
typing derivation showed in Figure 8.

6 Metatheory

This section collects all the meta-theory of P'TS: more pre-
cisely, we study confluence, typability, and some conjectures
about normalization.

We introduce the notion of free variables that will be
used in the subsequent sections.

Definition 6.1 (Free Variables F'V) The set of free
variables is inductively defined on terms as follows

FV(s) =R

FV(a) =

FV(X) s {x}

FV(MAT.B) £ FV(D)U(FV(B)\ FV(A))
FV(IIAT.B) £ FV(I)U(FV(B)\ FV(A))
FV([A<rC].B) £ FV(I)U(FV(B)\ FV(A)UFV(O)
FV(AB) £ FV(A)UFV(B)

FV(A,B) 2 FV(A)UFV(B)

6.1 P'TS: Confluence.

Let us define a “comfortable” notion of parallel reduction
2
for our P TS.

Definition 6.2 (Parallel Reduction) The parallel redu-
ction, denoted by =5, is inductively defined as follows:
(Par1) a=ma
(Pa?"z) )\A:F.Bl s )\A:P.BQ
Zf B, s B
(Pars) IIA:T.B; =5 [IAT.Bo
if By s B2
(PCLT‘4) A1By s A>B>
if Ay ) As and B, =uws Bo
(PCLT‘5) Al, B1 2‘,11; AQ, B2
if A1 =ps A2 and B =ps Be

(Pa’l‘a) ()\A:F.B1)C1 =n [A<<1"C2].B2
if B1 =ps B2 and C1 =55 Co

(Par7) [A<<I‘B1].C1 =pd [A<<I‘BQ].C2
if B1 =5 Be and C1 =55 Co

(Pars) [A<rB1].C1 = 0(a<rB,)(C2)
if B1 =ps B2 and C1 =ps Ca

(Parg) (A1, B1)C1 = A2C3, B2C>
if Ay = As and B, = B2 and C = Cs

The rules (Pary),. .., (Pars) indicate that the relation =

includes the identity on X<terms, i.e A = A holds for
all A € T. Rules (Parg),...,(Parg) deal with reductions.
Intuitively, A =5 B means that B is obtained from A,
by simultaneous contractions of some (pod)-redexes possibly
overlapping one each other.

Lemma 6.1 (Permutation) 1. If X ¢ FV(C), then
A{B/XHC/Y} = A{C/YHB{C/Y}/X};
2. If A=45B, then A{C/X}=msB{C/X}.
Lemma 6.2 (Relations) 5 C=5C % ps.
For the parallel reduction, the following lemma holds.
Lemma 6.3 (Parallel) If A =5 B and C =5 D, then
A{C/X} =5 B{D/X}.

Now, to prove the Church-Rosser Theorem for w5, it is
sufficient to show the Diamond Property ¢ for =ys, i.e.:

Theorem 6.1 (Diamond Property for =) If
A= B and A=y C, then there exists D, such that
B =y D, and C = D.

Indeed, we can adapt the stronger statement from [25] to
our P'T S, as follows:

Theorem 6.2 (Strong Church-Rosser for =,5) If

A =ps B, then there exists a term A°, depending only on A,
such that B =55 A°. (Intuitively, the term A° is obtained
by contracting all the redezes existing in A simultaneously.)



[ System | Axioms | | Name | Logics |
A= (%, *) PROP | proposition logic
X2 (%, %) | (O, %) PROP2 | second-order PROP
Aw (%, *) (O0,0) PROPw | weakly higher-order PROP
Aw (%, %) (*,0) | (O,0) PROPw | higher-order PROP
P (x, %) (x,0) PRED predicate logic
X P2 (x,%) | (O,%) | (,0) PRED2 | second-order PRED
X Pw (%, %) (x,0) | (O,0) PREDw | weakly higher-order PRED
X Pw (x,%) | (O,%) | (x,0) | (O,0) PREDw | higher-order PRED
//\«w /)\«Pw ?&)Pw /PREDw
BN Xpa PROP2<‘»PRED2
Xw X Pw PROPw PREDw
PR xp PROP——» PRED

Figure 7: The Axiom Table for the )\<<-cube, their Logic Systems, and their cubes

T,AF (A3:0.3) : 113:0.i [6] F3 <<r,; X : ok

(x,%,%) €R
DAFR[Z €A X]ii e %
DAF[3<ra X]i: =

AR (A3:0.3) X : [3 <r,a X4

M FIIf(X):A[3 <r,a X %

T Af(X):A.(A3:0.3)X : IIf(X):A.[3 <r,a X1

T+ (Af(X):A.(A3:0.3)X) £(3) : [f(X) <r.a F3)][3 <r.a X].

T F OF(X):A.(A3:0.3)X) £(3) : i

Let T' £ f:l1Z:0.i, 314, 414, A 2X:i, [1] 2[f(X) <r,a )3 <r,a X]i=psi, [2] 2T Fi: %, [3] 2T F f(3) : [Z <a 3],
ST, AR f(X):[Z <a X]4,[5] 2 F f(X) <r,a f(3): 0k, [6] 2T, AF X :4,[7] 2T, AF 314,

Figure 8: A Typing Derivation

Proof: Define the mapping ¢ by induction on terms (and
pointwise extends to contexts) as follows:

a° é «Q
(MI.B)° £ AA°I°.B°
(IIAT.B)° £ TA°T°.B°
(A,B)°* 2 A° B°
(AB)° £ A°B° if AB is not a =us-redex
(AMT.B)C)® £ B°[C°/A°]
((4,B)0)° £ (A0)°,(BC)°
(40 o (C®) if defined
(A<rBl.C)° 2 (ogrne)(C7) if def
[A° <1 B°].C° otherwise

Then the proof proceeds by induction on A. O

Theorem 6.3 (PQTS are Confluent) The relation — x5
is confluent.

6.2 P'TS: Subject Reduction

We denote + as the symbol of derivability in one of the

type systems S of the P'TS. The following lemmas are the
classical routine lemmas used to prove standard metatheory
on PTS.

Definition 6.3 (Legal Context) 1. 0 is legal;

2. If " is legal and a« € Dom(T) and ' + A : s, then
T a:A is legal.

Lemma 6.4 (Context) IfT' - A : B then T' is legal and
I'FB:s.

Lemma 6.5 (Free Variables) IfI'+ A: B, then
FV(A)UFV(B) C Dom(T).



Lemma 6.6 (Thinning) If T A: B and ' C A and A
legal, then A+ A: B.

Lemma 6.7 (Replacement) If ' X:C;A - A : B and
Y ¢ BV(A)U BV (B), then I'"Y:C,A{Y/X} F A{Y/X} :
B{Y/X}

Lemma 6.8 (Substitution) IfT',A+ A: B and
A= )ali, and o = {C_';/X:z} and for alli=1...n we have
I'FC;: Dy, then I',0(X) F a(A) : o(B).

Lemma 6.9 (Generation) 1. IfT'F s : A, then

A=/ 552 and s1: 52 € A;
2. IfTFa: A, then T =T,a:B, A, and A=,5B;

8. If T + M:AB : D, then I)A v B : C, and
I'FITA:A.C : s, and D=,sITA:A.C;
4. If ' + TIA:A.B D, then ')A F A C, and

I,ARC :s1, and T, A+ B : 52, and (s1,82,83) € R,
and D=,5s3;

5 If ' v AB : F, then T + A : IIC:A.D, and
IAFC:E, andT+F B : E and+ C <r,a B : ok,
and F=,5D[B/C];

6. IfTHFAB:C,thenl'FA:Dand T+ B: D and
C=mD;

7. If ' + [CKLaBl.A:F, then T' + B E and
LLAFC:EandD - A: E andt C Lr,aB : ok
and FZ@[C<<AB].D.

Proof: Each item can be easily proved by induction on the
structure of derivations. Intuitively, if '+ A : B, then
we apply a number of times some non-syntazr directed
rules, namely (Weak) and (Conv), before applying a
structural rule, say (R), where the term A is formed
and derived in a contest TV C T'. Therefore, (R) €
{(Azioms), (Struct), (Start), (Abs), (Prod), (Appl),
(Subst)}. At that point, we distinguish between the
above rules and we conclude with an application of the
Thinning Lemma 6.6. Graphically:

— (R
I'+A: B

iWeak)+(ConU)

I'-A:B
O

Lemma 6.10 (Correctness of Types) IfI'+ A : B then
B=0O,0rT'+-B:C.

Lemma 6.11 (Strengthening) For functional P'TS [4],
fT,A S+ A: B and FV(A)UFV (B)UFV(Z) & Dom(A),
then )X F A:B.

Theorem 6.4 (Subject Reduction) IfT' - A : B, and
A5 C, then T+ C : B.

Proof: By induction on the number of reduction steps and,
then by induction on the structure of A and finally by
cases on the top-level reduction, the latter by induction
on the structure of the typed derivation. O

Lemma 6.12 (Unicity of Typing) For functional P'T S,
if ’FA:B and T A:C, then B=x5C.

Conjecture 6.1 (Consistency in P'TS 4] P'TS e
tending X2 are logically consistent, i.e. given a closed term
A, we have Y A: 1 where L 2TIX: + . X.

6.3 P2T S: Normalization.

We conjecture also the strong normalization of P'TS. We
do not have yet a formal proof: intuitively we would like to

reduce the normalization of P''TS to the normalization of
plain PTS [4]. To do this, we need, as usual, an erasing
function E. (context depending) which maps legal terms

into the P°T'S to corresponding legal terms into PTS. The
main purpose of the function E,. is to eliminate structures
and patterns and intuitively, it works as follows:

1. Structures (i.e. pairs) are compiled as usually in plain
A-calculus;

2. Constant terms are compiled to fresh variables;

3. Application  compilation  distinguishes  between
function-structures (hence modeling (§)-reductions),
and function-abstractions (hence modeling (po)-
reductions).

Lemma 6.13 (Erasing) Let r—»g' be the transitive closure
of —s in PTS.

1. EL(A{B/X}) = E,(A){E.(B)/X} with A=T,X:C;
2. If A5 B, then EL(A) n—»ﬁ‘" E.(B);
3. IfT'-A:B, then E,(I') 5,5 EL(A) : EL(B).

Conjecture 6.2 (Strong Normalization of P2TS)
Given T+ A : B, then

1. A is strongly normalizing;
2. B is strongly normalizing;

3. All predicates in T' are strongly normalizing.

7 Conclusion

‘We have shown that Pure Pattern Type Systems provide a
well-behaved extension of Pure Type Systems. Our results
open the road for the study of new powerful proof engines
and (meta)languages based on sophisticated type theories.
We are also considering conditions less restrictive than
RPC that allow larger class of patterns in abstractions.
One future direction is the introduction of the Null
failure as a first-class citizen together with the corresponding
evaluation and typing rules. This would allow one to
explicitly describe an exception catching mechanism.
Finally we plan to study an algorithmic presentation of
the type system, and explore a limited form of decidable
higher-order unification, in the style of A-Prolog [20, 21]
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A Metatheory

This appendix collects all the meta-theory of P'TS: more
precisely, we study confluence, typability, and normalization
properties. The full version of the paper contains all the
proofs and extensive examples and typing derivations’.

A.1 General Notations

Free and Bound Variables. In the following, we revisit
the notions of free and bound variables.

Definition A.1 (FV,BV) The set of free and bound vari-
ables are inductively defined on terms and contexts as fol-
lows:

FV(s) =

FV(a) =)

FV(X) £ {x}

FV(0) =)

FV(MA:T.B) 2 FV(D)U(FV(B)\ FV(A))

FV(IIAT.B) 2 FV(T)U(FV(B)\ FV(A))

FV([A<rC].B) £ FV(D)U(FV(B)\FV(A))UFV(C)

FV(AB) £ FV(A)UFV(B)

FV(A,B) 2 FV(A)UFV(B)

FV(T,a:A) 2 FV(T)U(FV(A)\ Dom(T))

BV (s) =

BV (a) 200

BV(X) =)

BV (D) =

BV (M\A:T.B) £ BV(T')UBV(A)UBV(B)UFV(A)

BV (IIA:I.B) £ BV(I')UBV(A)UBV(B)UFV(A)

BV([A<rC|.B) £ BV(I')UBV(A)UBV(B)UFV(A)
UBV(C)

BV (AB) £ BV(A)UBV(B)

BV (A, B) £ BV(A)UBV(B)

BV (T, a:A) £ BV(T')UBV(A) U Dom(T,a:A)

As in ordinary systems dealing with dependent types, we
suppose that in I', a: A, the o does not appear free in I', and

A.

Proposition A.1 (Free & Bound) For a term A we
have:

FV(A)UBV(A) = Var(A), and FV(A)NBV(A) =0

1This version is permanently updated as the conjectures stated in
the paper are proved.
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A.2 Confluence

The first property we are interested in is the confluence and
it is to see that this does not hold when the general syntax of
terms is considered. When the RPC introduced in Section 4
is used for restricting the form of patterns in abstraction, the
confluence is recovered. For proving this we use a parallel
reduction in the style of Tait & Martin-Lof and a technique
inspired from [25].

Let us define a “comfortable” notion of parallel reduction
for our P°TS.

Definition A.2 (Parallel Reduction) The parallel re-
duction, denoted by =ys, is inductively defined as follows:

(Par1) a=ma
(Pa’l“z) )\Al:P.Bl s )\Az:A.Bz

ZfA1 s AQ,B] S By, T’ s A
(PaT‘g) HAl:P.Bl S HAQ:A.BQ

if A1 =35 A2, B1 =ps B2, =55 A
(Pam) [A1 <<1'*B1].C1 =n [A2 <<AB2].C2

ifA1 = A2,Bl S 32,01 = CQ,P =S A
(Pa’l“s) A1B: = A2B;

ZfA1 s AQ,B] S By
(PaT‘e) Al,Bl 2‘,15 AQ,BQ

if A1 =35 A2, B1 =ps B2
(Par7) (AA1:T.B1)C1 =ps [A2<KAC2). B2

ifA1 = A2,Bl S 32,01 = CQ,P s A
(Parg) [A1 <rB1].Ct = (a3« 8)(C2)

if A1 = A2,B1 =3 B2, C1 =ps Co, T =55 A
(Parg) (A1, B1)C1 =ps A2C>, BoCa

if A1 =ps A2, B1 =ps B2,C1 = C2

The rules (Pary),. .., (Pare) indicate that the relation =

includes the identity on Xiterms, ie. A = A holds for
all A € 7. In rule (Pari) a can be @ (i.e. the empty
context) and the rule (Parg) is overloaded and describes
the reduction for structures as well as for contexts. Rules
(Parr), (Pars) and (Parg) correspond to the rules (p), (o)
and (8) respectively. Intuitively, A =,5s B means that B
is obtained from A, by simultaneous contractions of some
(pod)-redexes possibly overlapping one each other.

One can notice that the definition of the parallel
reduction can be simplified (as in Section 6.1) if only
patterns satisfying the RPC are considered (and thus
reducing only to themselves) and if the contexts are
considered to be in normal form.

We want to prove that this parallel reduction satisfies the
diamond property and that is the transitive closure of the
relation —,5. We obtain as an immediate consequence the
confluence of this latter relation. Nevertheless, the =5 does
not satisfy the diamond property when arbitrary patterns
are used in abstractions and we give in what follows a few
examples showing the main problems.

Non-confluent reductions As well explained in [26],
adding pattern matching facilities can cause the failure of
the Church-Rosser property. The extra complications we

2
have with P T S are mainly due to patterns that contain
“active” variables.



Example A.1 (Confluence Failure in Plain P'T S)
We give an example for plain P'TS inspired from [26]
where, for the sake of readability, all type decorations
are omitted. We consider | 2XZ.Z and an abstraction
containing an application pattern with an “active” variable
and we obtain the following non-confluent reduction:

(A(XY).X)(la)

A sufficient condition to recover the Church-Rosser property
for the top-level rules is essentially based on the well-known
notion of Rigid Pattern Condition of Vincent van Qostrom
[26].

The Rigid Pattern Condition.

this condition is to ensure that P'TS are well-behaved
extension of plain PTS. Rigid pattern condition is sufficient
for obtaining the “diamond property” of the (parallel)
reduction and hence the confluence of the reduction in
P TS. As well explained in [26], the rigid pattern condition
does not characterize the shape of patterns. We will

show one subset of P''T'S that can be used as patterns in
reductions.

As showed in Example A.1, it turns out that the shape of
patterns in lambda and product abstractions is essential in
order to avoid bizarre non-confluent reductions. Therefore,
we need to restrict to P°T'S whose patterns in abstractions
satisfy some properties. This was firstly formalized in [26].

Our terms have now the following (restricted) new shape
with P C T :

T = APL.T |IIP.I.T | [P<LcT)T | ...

The main objective of

as before ...

The following condition on the set of patterns P was
presented by Vincent van Oostrom and it turns out to be
sufficient to prove that the parallel reduction = satisfies
the diamond property.

Definition A.3 (Rigid Pattern Condition ( RPC) [26])
Let PCT. .
P is RPC if for all A € P and for oll B,C € T, there exists

D €T such that
A{C/X} = B implies C=ps D and B = A{D/X}.
Remark A.1 1. V obuviously satisfy RPC, but T do not.

2. The operational semantics and the type systems remain
unchanged taking into account the (now restricted)
shape of patterns.

8. From now on we deal only with terms which satisfy
RPC.

4. The RPC will be only used to prove the diamond
property of the parallel reduction.
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We first need some “routine” lemmas.

Lemma A.1 (Permutation) 1. If X ¢ FV(C), then
A{B/XHC/Y} = A{C/YHB{C/Y}/X};

Proof: 1. By induction on the definition of substitution.

2. By induction on the definition of =ps.
O
Lemma A.2 (Relations) 5 C=5C +545.
For the parallel reduction, the following lemma holds.

Lemma A.3 (Parallel) If A =,5 B and e} =5 D, then
A{C/X} = B{D/X}.

Proof: By induction on the definition of =us.
(Pari). Trivial with a little care in case A =Y and

Y¢X;

(Par2) and (Pars) and (Pars). We consider
the first case, the others being  simi-
lar. Then (AAlll—‘.Bl) ﬁfu; (}\A2AB2) Zf

A1 =55 Az and By = Bz and T’ =55 A and we

have:

(MALT.B){C/X} 2 (M\AT{C/X}.B.{C/X})
&5 (MaxA{D/X}.B.{D/X})
£ (Ma:A.By){D/X}

using a-conversion (if necessary) and the corre-

sponding (Par) rule.

(Pars) and (Pars). We consider the first case, the
second one being similar. Then A;B) =5 AxBs
if A1 =5 A2 and B1 =5 B2 and we have:

(A1B){C/X} £ (A{C/X}B.{C/X})
L5 (A{D/X}B:{D/X})
2 (A:2B){D/X})

(PGT7). Then A = (}\Al:F.Bl)Cl =n [A2 <<A02].B2
if A1 =ps A2 and B1 =ps B2 and C1 =ps Co and
I' = A and we have:

A{C/X} 2 (A\A:D{C/X}.B.{C/X})C:{C/X}
L5 [A2< a5/ %)02{D/X}).Bo{D/ X}
= ([A2<aCe]B2){D/X}

using a-conversion (if necessary).

(Parg). Then A = [A1 KrB1].C1 =ps 0(4,« 4 B5)(C2)
ifAl = Az and Bp =p Bs and C; = C2 and
I' = A and we have:

A{C/X}y 2 (4 <r{é/§}Bl{é/f}]-Cl{é/f}
ik = 2
= U(A2<<A{5/}T}Bg{5/)2})(CQ{D/X})
= (U(A2<<ABQ)(CZ)){I3/X:}

using a-conversion (if necessary) and Lemma

A1(1).



(P(M“g). Then A = (AlBl)Cl = (Ach),(BQCQ) lf
Ay =ps As and B: s B> and Ci ) C> and
we have:

A{C/X}y & (A {C/X}B{C/X})Ci{C/X}

L5 (A{D/X}B>{D/X})C>{D/ X}
2 ((A:By)Co){D/XY)

O

Now, to prove the Church-Rosser Theorem for ~,s, it is
sufficient to show the Diamond Property o for =5, i.e.:

Theorem A.1 (Diamond Property for =s) =l o,
i.e.

if A =5 B and A =35 C, then there erists D, such that
B=>pasD andC:>,us D.

Indeed, we can adapt the stronger statement from [25] to
our P'T S, as follows:

Theorem A.2 (Strong Church-Rosser for =) If

A =5 B, then there exists a term A°, depending only on A,
such that B = A°. (Intuitively, the term A° is obtained
by contracting all the redexes existing in A simultaneously.)

Proof: Define the mapping ¢ by induction on terms (and
pointwise extends to contexts) as follows:

a® s
(AA:T.B)° £ 2A°T.B°
(IIA:T.B)° £ mA°re.B°
([A<rB].0)® £ [A°<reB°.C°

if [ALrB].C is not a =ps-redez
(A, B)® 2 4A°, B°
(AB)° £ A°B°

if AB is not a =ys-redes
(AAT.B)C)® 2 [A°<reC°].B°
([A<<1"B].C’)o 2 U(AO@OBO)CO
((A,B)C)° £ (4A0)°,(BOY°

The term [A<rB].C is not a redex if (4o« oy 45 not
defined while the term AB is not a redex if it does not
have one of the forms (AA:I'.B)C or (A, B)C.

Now the proof proceeds by induction on A:

(A=0) Ifa=u B, then B=a = a =a°.

(A = )\Cl:rl.D1) Then, )\C1ZF1.D1 S )\CQZPQ.DQ,
with C1 = Cs and T'1 s L2 and D1 s Da.
By induction hypothesis, we get C> =ps C}
and T2 =ps TY and Dy =,s DY. Hence
AC2:T2.D2 =5 ACY:TS.DS = ()\Clzl"l.Dl)°.

(A=1IC1:T'1.D1) As in the previous case.

(A=C1D: and A is not a =ps-redex.) Then

Ci1D1 =3 C2D2, with C1 = C2 and
D, =y D>. By induction hypothesis, we
get C2 =5 CT and D2 =5 Di. Hence,

C2Ds =55 CY DY = (C1D1)°.
(A =Ci1,D1) As in the previous case.

(A =[C1<r;D1].E; is not a =s-redex.) As in the
previous case.
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(A= (\C1:I'1.D,)E; is a redex.) Then

((AC1:I'1.D1) Ey) = B, and either
B = ()\C2ZF2.D2)E2 or B = [02 <<1"2E2].D2,
with 01 = CQ and I'1 s I's and D; S Do
and E1 =5 Eao. By induction hypothesis, we
get Ca =ps C7 and Ty =ps 'Y and Dy =ps DY
and B> =5 EY. Since A° = [C] <ryE7].DY the
property holds for the two previously mentioned
cases since:

(B = (AC2:T'2.D2)E3) =45 A° by applying

(Parz),
(B = [C2 < r,E2].D2) =ns A° by applying
(Parr7);
(A= (C1,D1)E; is a redex.) As in the previous
case.
(A =[C1<r,D1].E; is a redex.) Then
€1 <€ 1 Di.Ei =wm B, and either

B = [Cz <<1‘2D2].E2 or B = U(C2<<r2D2)(E2)}

with C1 =ps C2 and 'y =5 T2 and D1 =4s Do

and E1 =3s Ea>. By induction hypothesis, we

get Cy =ps CT and Ty =ps T} and Dy =ps DY

and E> =s EY. Since A° = G(Cf<<r<1>D;>)Ef the

property holds for the two previously mentioned

cases since:

(B = [C2 K 1yD2].E2) =ps A° by applying
(PO‘TS);

(B = 0(Cy<r, o) (E2)) =ps A° by using Lemma
A.3 and the RPC condition, and applying
(PCLT'4).

O

Theorem A.3 (P2T S which satisfy RPC are Confluent)
The relation — 5 ts confluent.

Proof: By Lemmas A.2 (or A.1) and A.20

A Characterization of RPC. We have extended PTS
with patterns, and we proved that P T S which satisfy RPC
are confluent. However, we have not characterized yet an
“honest” subset P of 7 which properly contains V. This
can be easily done by considering the set of terms defined
below.

Definition A.4 (A Simple Characterization of P C T)
Define

P £{A € NF(pod) | A is “linear” with no “active” variables}

One can easily verify that the above characterization of
P C T is RPC and properly contains V. As pointed out
in [26] the set P is not the mazimal set for which our — 45
is confluent, e.g. the set

Pa £PU{Q} where @ £ (AX.XX)(AX.XX) also satisfy RPC.

Remark A.2 ([26]) “.. RPC does not prevent reduction
from taking place inside patterns. However, one easily
verifies that if A € P and A —,5 B, then A = B ...".
As usual, the type system is delegated to “block” (i.e. make
not typable) those terms thanks to the strong normalization
theorem.



A.3 Subject Reduction

We denote + as the symbol of derivability in one of the

type systems S of the P'TS. The following lemmas are the
classical routine lemmas used to prove standard metatheory
on PTS.

Definition A.5 (Legal Context)
1. 0 is legal;

2. If T s legal and o« € Dom(T) and T' + A : s, then
T, a:A is legal.

Lemma A.4 (Context) IfI' - A: B then I' is legal and
I'FB:s.

Proof: By induction on the structure of the derivation.

(Azioms). By Definition A.5;
(Struct). By I.H.;

(Start). By L.H.;

(Weak). By Definition A.5 and I.H.;
(Conv). By L.H.;

(Abs). By I.H.;

(Prod). Idem (Weak);

(Subst). Idem (Weak);

(Appl). Idem (Weak);

O

Lemma A.5 (Free Variables)
IfT'+ A: B, then FV(A)U FV(B) C Dom(T).

Proof: By induction on the structure of the derivation.

(Azioms). Trivial;
(Struct). By I.H.
(Start). By L.H.;
(Weak). By L.H.;
(Conv). By L.H.;

(Abs). Then Ty - AA:T,.B : IA:T,.B. By LH.
Observe that FV(B) \ FV(A) C Dom(T'1);

(Prod). Idem (Abs);
(Subst). Idem (Abs);

(Appl). ThenT'1 + AB : [C<r,B|.D. By ILH.
Observe that FV([C < r,B].D) = (FV(D) \
FV(C))UFV(B)UFV(Ts).

O

Lemma A.6 (Thinning) IfT'1+ A: B and 'y CT and
Ty legal, then T2 - A : B.

Proof: By induction on the structure of the derivation.
(Azioms). Trivial
(Struct). By I.H.;
(Start). Apply (Weak) using legality of T'a;
(Weak). Idem (Start);
(Conv). By L.H.;
(Abs). Idem (Start);
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(Prod). Idem (Start);
(Subst). Idem (Start);
(Appl). By L.H.;

O

Lemma A.7 (Replacement) IfI'1,X:C,T>2 - A: B and
Y ¢ BV(A)U BV (B), then T1,Y:C,T2{Y/X} - A{Y/X} :
B{Y/X}

Proof: Routine. O

Lemma A.8 (Substitution) If I';,I'3,I's - A : B and
PQ = X1:D1,. ..XnZDn and o0 = {Cl/Xl,. ,Cn/Xn} =
{C/X} and for alli =1...n we have 'y F C; : D;, then
T'i,0(0s) Fa(A):o(B).

Proof: By induction on the structure of the derivation.

(Azioms). Trivial;
(Struct). By L.H.;

(Start). Ifa € )_(.:, then by I.H., otherwise direct using
Lemma A.5;

(Weak). Idem (Start);

(Conv). By I.H. and Lemma A.1(2);
(Abs). By I.H.;

(Prod). By L.H.;

(Subst). By L.H.;

(Appl). By LH.;

O

Lemma A.9 (Generation) 1. IfT'F s1: A, then

A=/s552 and 51 : 82 € A;
2. IfTFa:A, thenT =T,a:B, A, and A=,s5B;

8. If ' - MA:AB D, then ' A + B C, and
I'-IIA:A.C : s, and D=,I1A:A.C;
4. If T + IIA:A.B D, then T)A + A : C, and

DAFC :s1, and A& B : sa, and (s1,2,53) € R,
and D=,ss3;

5 If '+ AB : F, then T + A : IIC:A.D, and
I'VAFC:E,and T FB: E and F C <r,an B : ok,
and F=,5|C <aB].D;

6. IfTHFAB:C,thenT’HFA:D and ' F B: D and
C=msD;

7. If ' + [CKLaB]l.A:F, then T v B : E and
INNAFC:EandT - A:D and - C Lr,aB : ok
and FZM[C<<AB].D.

Proof: Each item can be easily proved by induction on the
structure of derivations. Intuitively, if T - A : B, then
we apply a number of times some non-syntazr directed
rules, namely (Weak) and (Conv), before applying a
structural rule, say (R), where the term A is formed
and derived in a context I' C T'. Therefore, (R) €
{(Azioms), (Struct), (Start), (Abs), (Prod), (Appl),
(Subst)}. At that point, we distinguish between the



above rules and we conclude with an application of the

Thinning Lemma A.6. Graphically:

—— (R)
I'+A:B

iWeak)+(ConU)

'-A:B
O

Lemma A.10 (Correctness of Types)
IfTFA:BthenB=0O,0rTFB:C.

Proof: By induction on the structure of the derivation.
(Azioms). Trivial;
(Struct). By L.H.;
(Start). Trivial;

(Weak). By I.H.;

(Conv). By L.H.;

(Abs). Trivial;

(Prod). Trivial;

(Subs). Trivial;

(Appl). Then I't + AB :

A9T1, T2+ D :s.

Since FV(|C <r,B].D) = (FV(D)\ FV(C))U
FV(B)UFV(T2), apply Substitution Lemma A.8
to get T'1 F [C «ryB].D : C1 using a-conversion

(if necessary).

O

Lemma A.11 (Strengthening) IfI'1;,I'5,I's+ A: B and
FV(A)UFV(B)UFV(I's) € Dom(I';), thenT'1,I's - A: B.

Proof: By induction on the structure of the derivation.
(Azioms). Trivial;
(Struct). By I.H.;
(Start). By LH
(Weak). Trivial;
(Conv). By L.H.;

(Abs). Then I'1,T'2,I's - MA:T'4.B : I1A:T'4+.C. By L.H.

using legality of T'1, 2, '3, T'y;
(Prod). Idem (Abs);
(Subs). Idem (Abs);
(Appl). By LH. using legality of contexts.

O

Theorem A.4 (Subject Reduction) IfT'y - A: B, and

Ar»,5C, thenT1 - C : B.

Proof: By induction on the number of reduction steps and,
then by induction on the structure of A" and finally by
cases on the top-level reduction, the latter by induction

on the structure of the typed derivation.
(Top-level)

[C < r,B].D. By LH.
'y F IIC:T2.D : Ci and by Generation Lemma
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(p) Let ()\A1:F2.Bl)C1 — [A1 <<F2C1].Bl. Then
F1 |‘ ()\A1:F2.B1)C1 : D1
By Generation Lemma A.9,
Ty FAA1:T.By : TTA1: T2 E4
P1, s A Fy
F1 F Cl H F1
I'i,T2 F Ay €r,,r, C1: 0k
Dy =,5[A1 <1, C1].Er
By Generation Lemma A.9,
I',ToFB1: Es
Pl = HA1:F2.E2 M)
HA:FQ.E1=@HA2F2.E2
The latter equation implies
Ei=mE-
By (Subst) we have

'y F[A1 <1, C1].By : Dy
(0’) Let [A1 <<F201]-Bl — 0(A1<<r2 Cl)(Bl)- Then
'y F[A1 <1, C1].By & Dy
By Generation Lemma A.9,
P1 |— B1 : E1
I, ok A Fy
Fl |— Cl : F1
', e+ Ay <ry,r5 Ci1: 0k
Dy =ps5[A1 €0, C1].Er
By Substitution Lemma A.1 we have
INR U(A1<<1"201)(B1) : U(A1<<F2C1)(E1)
and finally by (Conv) we have
Pl I‘ B1 [Cl/Al] H D1
(6) Let (A1,B1)C1 — (A1Ch), (B1C1). Then
Fl }— (Al,Bl)Cl : D1
By Generation Lemma A.9
'+ (Al,Bl) 1A . By
Fl, Fg - A2 : F1
Pl }- Cl H F1
T',ToF Ay < C1: 0k
Di=,55[A2 <1, C1].E>
By Generation Lemma A.9
Fl - Al : HA3ZF3.E3
I'1 - By : I1A3:T'3.E3
HA2:F2.E2:m§HA3:F3.E3

By Correctness of Types Lemma A.10 and (Conv)



we have Generation Lemma A.9)
T FA :TTA>: 5. Es

and by (Appl) we have
'y F ALCy : [A2 <1, C1]. B>

Fl I HA2:P2.D 183
By (Abs)

The same schema be applied to obtain P A4l By A2 D

'y = BiCy : E[A2 <<F201].E2 By ( RPC)
By Correctness of Types Lemma A.10 and (Conv) F A <ry,r, Ci: 0k
we have
Fl F D1 :S By (Appl)
Apply (Struct) and (Conv) to obtain Iy F (AA1:T2.B1)Ch : [A2 <1, C1].D
F (A1C1), (B1Ch) : Dy By Correctness of Types Lemma A.10 and Lemma A.1(2)
(here FV(A3) C FV(A1))
(One-step)
Let Ctx[—] be any context in T with a single hole, recall Iy F[A1 <1, C1].D 1 s [A1 <1, C1].D=ps5[A2 <1, C1].D
the one-step rule:
A B By (Conv)
(Cox=]) Ty F (A1:T2.B1)C : [A1 <1, C1].D
Ctx[A] s Ctx[B] 1 1:1'2.B1)C1 ¢ [A1 L, C1].
We disregard arbitrary applications of (Weak) and (Ctx[=] = A[ ]:T.B) Direct using ( RPC);
(Conv) which can be treated in the standard way. (Ctx[—] = AA:T'y, :[ |, T2.B) Direct;
(Ctx[-] =[]) Direct; (Ctx[-] = MAAT.[]) Direct;
(Ctx[-]=A[]) Let T'1 + ABy : [E €r,B1].D, and (Ctx[-] = A,[]) Direct;
Bi — B». Then by (Appl) (Ctx[=] =[], B) Direct;
'y +=A:TIC:T3.D I'i+-B;: FE (Multz-step)
I, I FC:E FC <ry,ry Bi: ok Trivial by induction on the number of one-step reduc-
tions. O

By Subject reduction on the top-level rules

I FBy:E Lemma A.12 (Unlcﬂ:}&of Typing) IfT' + A’ : B’ and

THA:C', then B’
By (RPC) A< B. : ok Proof: By induction on the structure of A.
r,,r, B2
By Lemma A.1(2) (A" = s1) Trivial using functionality;
(A" = a) By Generation Lemma A.9;
(A’ = MA:T2.B) By Generation Lemma A.9;
By (Appl) (A’ = [A<r,C].B) By Generation Lemma A.9;
1+ ABs : [E<r,B>].D (A" =TIA:T>.B) Trivial using functionality;
(A" = AB) Suppose T1 - AB : F and T - AB : G.
Then by Generation Lemma A.9

[E <<r231].D=m;[E<<F2BQ].D

(Ctx[=] =[ ]1B) The only interesting case is when
}- (AA1:1—‘2.B1)01 H [A1 <<I‘201].D

't -A:TIC:T's.D T.FA:TIC":T,.D'
and A1 — Aa. Then by (Appl) 1 FAB:[C<r,Bl.D Ti1k AB:[C'<r,B].D'
F1 |— >\A1:F2.B1 . HA1:F2.D F1,P2 |— A1 H E By 1.H. P ,
F A <r,,r, C1: 0k I't+Ci:E IIC:T.D=sIIC":T'5.D
By Generation Lemma A.9 Hence
I,Is+Bi:D CI,usC D=,D [C<<F2B].D=,H;[C’ <<FZB].DI
By Subject reduction on the top-level rules (A" = A, B) By Generation Lemma A.9;
I'i, T2 Ay E O
and by Correctness of Types Lemma A.10 Conjecture A.1 (Consistency in P'TS [4D) P'TS er-
I, Tok E: s Ty, Tok D: s tending X2 are logically consistent, i.e. given a closed term

A, we have Y A: | where L 2TIX:x.X.
By (Prod) (using (s1,s2,83) € R, obtained by
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