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A symbolic cost model for asynchronous parallel programs with
structured dependences

Emmanuel Melin *and Bruno Raffin fand Xavier Rebeuffand Bernard Virot$

Abstract

We propose to associate a symbolic cost to a asynchronous parallel program. In contrast to classical
approaches, we take into account all the dynamic asynchronism related to the different initial states that
generate dynamic independences. We introduce an asynchronous intermediate model called SCP. It only
imposes static independences allowing a sequential lecture of programs. To compute the symbolic cost,
we condition the existence of a dependence by annotating it with a predicate on program variables. To
evaluate the cost in the initial environment, predicates are transformed by a backward method based on
the model Weakest Liberal Preconditions Calculus. The resulting symbolic cost is parameterized by the
initial environment and integrates dynamic dependences.

Keywords: Symbolic Cost Model; Weakest liberal preconditions; dynamic independences; Parallel Pro-
gramming Languages.

Titre Francais

Un modéle de cotit symbolique pour les programmes paralléles asynchrones avec
dépendances structurées

Résumé

Nous proposons d’associer un coiit symbolique & un programme paralleéle asynchrone. A contrario des
approches classiques, nous prenons en compte tout ’asynchronisme dynamique relatif aux différents en-
vironnements initiaux possibles qui sont susceptibles de générer des indépendances dynamiques. Nous
introduisons le modele intermédiaire asynchrone SCP. Il impose uniquement des indépendances statiques
offrant ainsi une lecture séquentielle du programme. Afin de calculer le coiit symbolique, nous condi-
tionnons l’existence d’une dépendance en l'annotant par un prédicat sur les variables du programme.
Pour évaluer le coiit dans ’environnement initial, les prédicats sont transformés par une méthode “back-
ward” basée sur le calcul des plus faibles pré-conditions libérales. Le cout résultant est paramétré par
Penvironnement initial et integre les dépendances dynamiques.

Mots-Clefs: Modele de coit symbolique; calcul des plus petites pré-conditions libérales; Indépendances
dynamiques; Langages de Programmation Parallele.

1 Introduction

Often, the goal of a parallelization is to minimize the execution time first. Models that evaluates a priori
the cost of a given execution are essential in this context. Classical approaches like LogP [3] only associate
a cost to a given execution based on an identification of the synchronizations (read/write dependences). To
associate a cost to a program, we have to consider all possible dependences. Without restriction on the
expression of the parallelism, an exact computation generally leads to a combinatorial explosion. To solve
this problem, approaches like Athapascan [2] or BSP [15] generally restrict the parallelism by imposing static
dependences between instructions. This allows to evaluate statically a coherent superset of the dependences
of all the executions of a program. Nevertheless, the cost evaluation is not accurate, as these models do not
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take into account all the dynamic asynchronism related to the different initial states that generate dynamic
independences (i.e. absence of dependence).

In previous papers [12] we proposed an approach of dependences structuring in the framework of dis-
tributed memory architectures. In [10] we showed that it is possible to define a complexity function in this
framework. It yields a symbolic date for each communication event. These dates can be ordered to compute
upper bounds for the network load. We proposed a cost model able to handle static asynchronism in message
passing and communication/computation overlap.

Our purpose is to describe a cost model refining these classical approaches. We introduce an intermediate
model called SCP. Like BSP, the SCP programming model allows a sequential lecture of programs. Like
Athapascan, the execution model is asynchronous. But in contrast to Athapascan, SCP only imposes
static independences (i.e. we forbid the corresponding dependences). We introduce a logical ordering on
instructions relying on the program structure. Because all processors, called indices, run the same program,
the logical ordering is a shared information. We use it to allow dynamic resolution of data accesses and
synchronizations. This leads to deterministic, efficient and deadlock-free asynchronous executions [9]. We
show that it can be adapted to the classical framework of PRAM shared memory architecture.

We show it is possible to represent symbolically the set of effective dependences for each execution, and
thus to obtain an exact evaluation of the cost while avoiding combinatorial explosion. We condition the
existence of a dependence by annotating it with a predicate on program variables. The program cost is then
expressed in a symbolic way with regard to these variables. To evaluate the cost in the initial environment,
predicates are transformed by a backward method based on the model Weakest Liberal Preconditions Cal-
culus of Dijkstra. The resulting symbolic cost is parameterized by the initial environment and integrates
dynamic dependences.

2 The SCP model

We first present the SCP language, the logical ordering and data dependences management. Next we
describe the SCP denotational semantics.

2.1 The language

The SCP language is based on the SPMD paradigm. Indices execute instructions in an asynchronous way.
An index is active for an instance of instruction if it runs it. The number p of indices is a constant.

The SCP language has scalar variables. All SCP programs respect the owner compute rule: an active
index executes an assignment only if it owns the left part variable.

Assignment X := Ezp. The index owning X evaluates the expression Exzp and then assigns the obtained
value to X.

Note that the name space is global and the evaluation of an expression may introduce implicit commu-
nications. Moreover the left part variable of an assignment may takes the shape of an array element:
X[Ezps] := Exp. In this case all active indices evaluates the expression Ezps to know if they own
X[Ezps] and then if they perform the assignment.

We introduce the vectorial constant T'his. An index evaluating T his obtains its own index value. Let
us consider that the vectorial constant This appears in a given expression Exp. When two indices
evaluates Exp results may be differents. We denotes by Exp|,, the value obtained when Ezp is evaluated
by the index u. For example the expression This evaluated by the index u gives This|, = u.

Remark.

e The model can be extended with a structure similar to a BSP superstep [15] or a task in Athapas-
can [2]. A sequence of instructions of a sequential host language may replace each assignment in
the SCP language. In this case, SCP can be seen as a coordination SPMD language of sequential
programs [9].



Sequence: S;T. When an active index ends the execution of S, it starts the execution of T'.

To introduce task-parallelism, a conditional structure divides the abstract machine into two independents
sub-machines. A stack mechanism keeps all values assigned to each variable. This suppresses all dependences
between sub-machines.

Concurrent conditioning: where B do S elsewhere T" end. If an active index u evaluates the condition B
to true, then it executes the program S, otherwise it executes T'.

A single branch conditioning construct where B do S end may be defined as where B do S elsewhere
step {} end.

Loop: loopwhere B do S end. Iteration is expressed by classical loop unfolding. An active index
repeatedly executes S while it evaluates the expression B to true.

We introduce the structure forwhere I[This] :==a to b do S end where a and b are constants and the
array I is distributed onto indices such as I[this] is locally evaluated for each index. It is equivalent to a
loop loopwhere as we illustrate in the following translation.

forwhere I[This]:=a to b do | I:=a

S loopwhere I[This] < b do
end S;
I[This] := I|This] + 1;
end

2.2 Data dependences management

To execute asynchronously a parallel program, we have to manage different kinds of dependences between
indices :

e Sequence dependences. Each index has to execute all its instructions in the natural sequential order.
Sequence dependences must be respected to preserve the calculus semantics.

e Flow dependences. A index u has to wait another index v if v has to write a variable X before u reads
it. Flow dependences must be respected to preserve the calculus semantics.

e Anti-dependences. An index » has to wait another index v if v has to read a scalar X before u writes
it.

We first define a logical ordering between the instances of the SCP program instructions. This ordering
models the static independences expressed by the SCP program structure. We next show how the SCP exe-
cution model uses this ordering to dynamically set-up the synchronizations required to respect the sequence
and flow dependences, the anti-dependences being suppressed by a classical single assignment mechanism

[9]-

2.2.1 Instruction structural ordering

We define a strict ordering on instruction instances [7, 12] based on the program structure. We denote by
Inst(S) the set of instruction instances of S. We define the strict ordering <g from Inst(S) * Inst(S) to
booleans by induction onto the program structure.

Instructions. The program S is reduced to one single instruction. In this case, the set of instruction
instances Inst(S) is the singleton {i}. As we want a strict ordering, we define the order onto this
singleton as:

(i <g i) = False

Observe that incomparability of an instance with itself modelizes the independence between two exe-
cutions of this instance by two different indices.



Sequence. The program S is a sequence R; T. We introduce an ordering between each instance i1 € Inst(R)
and 1o € Inst(T).

(1:1 <s 22) = (21 € I’I’LSt(R) Nig € I’I’LSt(R) N1 <R 7,2)
\% (’il € ITLSt(T) Nig € Inst(T) ANiy <t iz)
V (i1 € Inst(R) A iz € Inst(T))

The ordering <g onto Inst(R) (resp. Inst(T')) extends the orderings <g and <r7.

Concurrent conditioning: The program S is a conditioning where B do R elsewhere T end. We forbid
dependencies between an instruction i; from R and an instruction is from T'. Notice that we consider
where B do and end as two different instructions.

(il <sg ’lz) = (ll S ITLSt(R) Nig € ITLSt(R) N1 <R 22)
V (21 S I’I’LSt(T) Nig € ITLSt(T) ANt <1 22)
V (i1 =where B do Aiy € Inst(R) U Inst(T))
V (i1 € Inst(R) U Inst(T) A iz =end)

The order <g onto Inst(R) (resp. Inst(T)) extends the order <p (resp. <r). Observe that the order
<g is partial since an instruction instance from R is not comparable with an instruction instance from
T. This modelizes the independence of the two branches of a same conditioning.

Loop. The instruction order for a loop can be deduced from preceding rules by classic loop unfolding.

For all programs S, we define the first instance start such as for each instance i € Inst(S), we have
start <g 1.

Remark. Note that two distinct instruction instances are comparable if and only if they can be executed
by the same index.

Thanks to the structural ordering, we can define a dynamic data access rule. We introduce a Waiting
condition based on the distribution of data and on the program structure [7, 12]. Data are distributed
according to the owner function Ow. We denote by Ow(X) the index owning the variable X.

Remark. In Ow(X), X denotes the variable name but not its value.

Waiting condition. Let S be a SCP program and u an index that executes an instruction instance inst, €
Inst(S). If u reads a variable X, then it has to wait that the index v = Ow(X) had executed all
instances inst, € Inst(S) such as inst, <s insty.

2.2.2 Memory accesses

In order to suppress anti-dependences, we introduce a stack memory mechanism. Each variable X can be
seen as a set of pairs (V,i) composed of a value V' and an instruction instance ¢ denoted Stack(X). An
initial value is given to each variable labeled with the instruction instance start. Assignments do not erase
previous values.

Write accesses X := Ezp. The index Ow(X) pushes on Stack(X) the value V' corresponding to the eval-
uation of Ea:p|ow( X) labeled by the current assignment instance.

Read accesses. As soon as the waiting condition is satisfied, the index referring to the variable X reads the
value labeled by the greatest instruction instance preceding (strictly) the current instance on Stack(X).



As proved in [9] the SCP model is deterministic and deadlock free.

The dependences can be represented by a classic dependence graph. Each node (inst,u) corresponds to
an instruction inst executed by an index u. Each arrow from the node (source,u) to the node (target,v)
symbolizes a dependence between the execution of source by u and the execution of target by v.

Example 1 (Running example)
Consider the following S program, where p denotes the number of indices.

where This =Y do

X:=p+1

end;

where This = X do
Y =1

end

Only the index Y runs into the first conditioning. If it owns the X wvariable, then it assigns p + 1 to
X. Before running the second conditioning, all indices have to respect the flow dependence between the
assignment of X and the reading of X in the second where. Hence they all wait for the owner of X. Then,
the index corresponding to the new value of X runs into the second conditioning.

Let us now consider the execution where Ow(Y) = 1 and Ow(X) = 0. We obtain the following dependence
graph.

(where This=Y do 0 ) (1) (where This=Y do,1 )

X:=p+1,1

________ > Flow dependence
— > Sequence dependence

Remark. The anti-dependence from the instruction (1) to the instruction (2) is suppressed by the memory
management : the initial value of Y is not erased by the assignment Y := 1.

2.3 Denotational semantics

The cost model is based on the denotational semantics of SCP, presented in details in [9]. For sake of
completeness we briefly describe it now.

A state, denoted o, is a function returning for each variable its value in memory. For sake of simplicity,
we introduce a vectorial variable #, symbolizing the context in the current state [6]. The evaluation of #|,
in the current state is T'rue if and only if the index u is active. We denote MemFEnv the set of all states.
We modelize never ending program executions with the special value L.



The denotational semantics links each program S with the function it computes, noted [S]. The [S]
function is defined by induction on the program structure. From an element of MemEnv U { L}, it returns
one element of MemEnv U {L}. For all programs S, [S](L) = L.

e Skip. This instruction does nothing and terminates.

[skip]o = o

e Assignment. The instruction X [Exzpl] := Exp2 assigns o(Exp2) to the variable X [o(Expl)] only if
its owner is active.

[X[Ezpl] := Exp2](c) =o'
)< { 2B ) 5= Xl Hens

e Sequence. S;T. All active indices run S and then T'.

[S;T](0) = [T)([S](2))-

e Concurrent conditioning. where B do S elsewhere T end. The final state is a merging of branch
final states each computed thru the initial state.

[where B do S elsewhere T end](o) = (¢'),

with

o(#)No(B) if X = #,

o(#) AN —o(B) if X = #,
os(X) = { o(X) else.

or(X) = { o(X) else. ’

and

o(#)if X =4
o'(X) =1 [Sl(es)(X) if o(Blow(x)),
[T](oT)(X) else.

e Loop. loopwhere B do S end. When loop ends, denotational semantics is based on the least fixed
point [14], denoted fiz(F'), of the function F' defined by:

F = \f Mo if (Ju such as o(#|.)) then f([S](oy)) else o
with

_ [ o#)Ao(B)if X =#,
o5 (X) = { a(X) else.

We deduce the loop semantics

[loopwhere B do S end](c) =o'

with



vy o(F#) if X =#,
o' (X) = { Fiz(F)(0)(X) else

If the loop does not end, we take the common practice

[loopwhere B do S end](c) = L.

3 A symbolic cost model

We define a cost model for a SCP program. It has to take into account the static independences defined by the
program as well as the dynamic independences arising with regard to the initial data. Static independences
are modelized by a potential dependence graph. Each potential dependence is conditioned by a predicate
that represents dynamics independences.

3.1 The potential dependence graph

We model static independences by a graph. They are only defined with regard to the structure of the
program. We first consider the complementary set of static independences that we call the set of potential
dependences. The existence of a potential dependence from the node source to the node target means that
a dependence may occur from the execution of the instruction source by an index to the execution of target
by an other one. We construct the graph of potential dependences where each node corresponds to an
instruction inst. Each arrow from the node source to the node target symbolizes a potential dependence.
The graph is built unfolding the loops.

Because dynamics independences are index dependent we introduce an expanded version of the graph
where each node Inst in (Inst,u) for each index wu is duplicated. By construction, for a given program, the
expanded potential dependence graph covers all the possible dependence graph.

Example 2 To illustrate the graph construction, we reuse the example 1.

Potential dependence graph Expanded potential dependence graph

(where This=Y do ) (where This =Y do,0 (where This =Y do,1 )

(where This=X do )

(where This=X do,0 where This =X do,1)

The expanded potential dependence graph covers the dependence graph presented page 5.

Because the potential dependence graph matches exactly the partial order on the instances of the program
instructions, it is a Direct Acyclic Graph.



3.1.1 The cost of an execution

In order to compute the cost of an execution (i.e. for a given program S and a given initial state o), as usual
[3] we have to construct a classical execution graph describing actual dependences. In this section, we show
that it can be deduced from the potential dependence graph.

First, we suppress from the graph each node (inst,v) satisfying one of the two following conditions:

e The instruction 4nst is not meaningful, i.e. inst is only a syntactic marker (end).

e The index v is not active with regard to inst in the corresponding execution.

Because inst is not executed by v, we can suppress all the dependences needed to execute inst, i.e.
the arrows ending at this node. But, we have to preserve all the dependences needed to execute other
instructions, i.e. the set S of the arrows starting from this node. Therefore, we link each arrows of S to each
predecessor (inst,u) where u = v.

Finally, we suppress each arrow from (source,u) to (target,v) corresponding to a flow dependence that
does not occur in the execution (i.e. where u # v and, where there is no variable of u accessed during the
execution of target by v).

In the resulting graph, each node (inst,u) corresponds to an instruction inst actually executed by an
index u. Each arrow from the node (source,u) to the node (target,v) symbolizes a effective dependence
occurring from the execution of source by u to the execution of target by v.

Thanks to this graph, we classically define a LogP [3] like cost, denoted by Cost.(S, ), as the length of
the longest path with regard to the nodes.

Example 3 Let turn to the running example 1. We consider the execution corresponding to the initial state
o where o(X) =1 and o(Y) = 0, and the distribution Ow where Ow(Y) =1 and Ow(X) = 0. We obtain
the following dependence graph.

(where This=Y do,0) (where This=Y do,1)

(where This = X do, 0) ( where This = X do, 1)

From the execution graph presented in the example 3, we deduce Cost.(S,0) = 3.

3.2 Conditioning potential dependences

Our aim is to associate a cost to a program. In order to avoid combinatorial explosion, we cannot construct
a graph for each execution of the program. We propose to use the potential dependence graph. However, it
does not take into account dynamic independences. Therefore, we label each potential dependence from the
instruction source to the instruction target by a Boolean expression C(u,v) (where u and v are indices).
The evaluation of the label C(u,v) in the current state (i.e. before the execution of target by v) conditions
the existence of a dependence from the execution of source by u to target by v.

In order to construct the labels, we reuse the assertion language defined in [6]. This language manages
scalar variables and parallel state variables. X|, denotes the component of parallel variable X located at
the index u. The parallel Boolean variable # denotes the activity. The variable #|, is evaluated to True if
and only if the index u is active.

We introduce a new conditional expression B?S : T evaluated to S if the condition B is True, and to T
otherwise. If there is no confusion, we denote by B?S the expression B?S : 0.

The labels are usual first order formulae. They are recursively defined on Boolean expressions with logical
and arithmetical operators. The basic expressions are variables and constants.



3.2.1 The label construction

In order to construct labels, we use the potential dependences graph and the denotational semantics. Let
C(u,v) be a label for a potential dependence from Source to Target. Intuitively, this label is evaluated to
True if and only if there exists a dependence from the execution of Source by u to the execution of Target
by v.

When the index v executes the instruction T'arget, it refers to a set of variables, denoted by Used(Target, v).
We first construct this set. We denote by Var(Ezp) the set of all the variables appearing in Exp. We dis-
tinguish three cases depending on the instruction Target.

e If Target is a conditional structure where B do, then v has to evaluate the expression B.

Used(Target,v) = Var(B|,)
o If Target is a assignment X[Exzpl] := Exp2, v has to evaluate the expression Exzpl. Then, if evaluates
the expression Exzp2 only if it owns the variable X[Ezpl].
Used(Target,v) = Var(Ezpl|,) U{X/X € Var(Ezp2|,) A v = Ow(X[Ezpl|,])}

e Otherwise, the set is empty.

Used(Target,v) =0

We turn now to the construction of the condition C'(u,v). First, a dependence occurs only if the index
v is active (#,). Next, we distinguish the sequence dependence and the flow dependence.

e A sequence dependence occurs if and only if the target index is the source index (u = v).

e A flow dependence occurs if and only if the index v has to wait for the index u, i.e. u owns a referred
variable (3X € Used(Target,v), v = Ow(X)).

We obtain the following label.
C(u,v) = #|y AM(u =v) V (3X € Used(Target,v), u = Ow(X))],

Example 4 Let reuse the running example 1. We obtain the following labeled graph.

(where This =Y do )
#HloA[u=vV (3Z € Var(p+1),u = Ow(2))]}

{#|v N [u=vV False]}

{#lo ANu=vV (3Z € Var(X =v),u = Ow(2))]}
(where This =X do )
{#lo ANu=vV (3Z € Var(1),u = Ow(Z))]}

{#|v N |[u=vV False]}

To simplify, some reduction rules can be applied on symbolic expressions [13]. For example, as p + 1
is a constant, there is no variable belonging to this expression. Therefore, the expression v = vV (3Z €
Var(p+1),u = Ow(Z)) can be reduced in u =v. We obtain the following labeled graph where each label is
called E; for convenience.



(where This=Y do )
By {#]y Au=v}

Es : {#|, Au=v}

Es: {#|s ANu=vVu=0wX)]}
(where This= X do )
4:{#|U/\u=v}

Es: {#], Au=v}

Remark. If the distribution is not defined, the OQw function is not evaluated and remains as a symbol in
the labels.

3.2.2 Evaluating labels

Each label refers to the current state. Therefore, for a given initial state, we have to compute the correspond-
ing current state thanks to the denotational semantics. If a label occurs in a branch where (resp. elsewhere)
of a conditional structure, we have to build the current state in this structure. We propose to extend the
denotational semantics in order to compute the resulting state inside a conditional structure. The following
rule only modifies the activity.

[where B do](o) =o'

where

' o(#)No(B) if X = #
o (X) = { o(X) otherwise.

From this rule, we can deduce the following ones

[where B do S](¢) = [S]([where B do](o))
[where B do S elsewhere](c) = [where =B do](o)
[where B do S elsewhere T(o) = [where =B do T](0)

Remark. Since there is no rule for end and elsewhere, the computation of the denotational semantics may
not terminate. In order to ensure the termination, we have to apply the rules with the following priority
order.

where B do S elsewhere T end
where B do S elsewhere T
where B do S end

where B do S

where B do

3.3 Transforming the labels regarding to the initial state

We want to associate a symbolic cost to the labeled graph corresponding to the length of the longest path.
Each label refers to a different current state. Therefore, we have to transform them with regard to a single
state: The initial state og. We use a “backward” method based on the weakest liberal precondition [4].
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We classically define the weakest liberal precondition of a program S with regard to a set of states R,
denoted by wip(S, R), as the set of state o such as, for all execution of S initiated in an state o, if the
execution ends, then the resulting state belongs to R.

Definition 1 Let R be a set of states, and S be a SCP program. We define the weakest liberal precondition
of S with regard to R as follows

wip(S, k) = {0 / [S](0) € RU{L}}

A state o satisfies a label P, denoted by o = P, if P is evaluated to True in the state o. By convention,
the indefinite state L satisfies all the labels. If there is no confusion, we merge the predicate P and the set
of states o, such as o = P.

To evaluate a label () in the initial state of a program S, we define the equivalent precondition P with
regard to S as the label satisfying the following condition: the label @ is evaluated to true after the execution
of S if and only if the precondition P is evaluated to True in the initial state.

Definition 2 A precondition P is equivalent to QQ with regard to S, denoted by {P}S{Q}, if the two following
conditions are equivalent:

e o =P,
. o' = [S10) £ Q.

The following theorem shows that the precondition P corresponds to the weakest liberal precondition of
a program S with regard to @ (wlp(S, Q)).

Theorem 1 Let S be a SCP program, P and Q) two labels. We have {P}S{Q} if and only if P = wip(S, Q).

Proof 1 The proof is deduced from the precondition definition. We have {P}S{Q} if and only if for each
state o, o(P) = [S](0)(Q). P can be expressed as an set of states: P = {o [/ [S](c)(Q)}. If we express @
as a set of states, we obtain P = {o / [S](c) € Q}. By definition, L satisfies all the labels. It belongs to the
set (). Therefore, we have P = {o | [S](c) € QU L}.

Let us present the computing rules of the weakest precondition for each language structure.

The skip instruction. We deduce from a label P the equivalent label before this instruction. As it just
does nothing but terminates, the predicate remains the same.

Proposition 1 For a given label P, we have:

{P} skip {P}

Proof 2 The proof relies on the denotational semantics of the instruction skip presented in 2.3. Let o be a
state such as o € wlp(skip, P). Therefore, o = [skip](c) |= P. Conversely, if o = P then o € wlp(skip, P).
This corresponds to the application of the theorem 1.

The assignment Y := Exp. In order to express the weakest precondition of an assignment, we define a
substitution operator for the variables. Let P be a label, X a variable, and E an expression. We denote by
P[E/X] the resulting expression of the substitution by E of all the instances of X appearing in P.

For the assignment rule, we use the substitution lemma [1]. The variable Y is modified only if the owner
of Y is active. Therefore, we condition by #|o.(y) the substitution of Y by P. We first suppose that Exp
contains only scalar variables.

Proposition 2 Let P be a label, we obtain:

{Pl#lowy)?Ezp: Y/Y]} YV := Exp {P}

11



Proof 3 The proof is similar to those presented for the languages L and L' in [8]. It relies on the denotational
semantics presented in 2.3. Let o € wip(Y := Exp, P). Then o' =[Y := Ezp](o) = P.

By definition of the denotational semantics, we have

1 _ | o(Bzp) if Z =Y ANo(#|oww)),
(%)= { o(Z) otherwise.

The substitution lemma, [1] is applicable to our framework [5, 6]. We obtain o = P[#|ow(v)?Ezp: Y/Y].
Conversely, let o be a state such as o = P[#|ow(v)?Exp : Y/Y]. Thanks to the substitution lemma, we have
o' = o(P[#|owy)?Ezp : Y/Y]) = P. By using the denotational semantics, we obtain: [Y := Ezp](o) =
o' = P. The proposition is verified.

Example 5 Let S be an SCP program reduced to one assignment X := 3. We calculate the weakest precon-
dition corresponding to the label {X =Y}.

{[#lowx)?3: X] =Y}
X =3
{x=Y}

The assignment rules is applied to an array element X[Ezpl] := Exzp2. For each active index u owning
X[Ezpl], we substitute in P the instances of X[Ezpl] by Exp2.

{P[#|u N u = Ow(X[Ezxpl))?Exp2 : X[Expl]/X[Expl]]}
X[Ezpl] := Exp2
{P}

Example 6 We calculate the weakest precondition of the label {X[Z] = Y} with regard to the program
X[Y]:=3.

{lY = Z A #lowx(z)?3: X[Z]] =Y}
X[Y]:=3
{Xiz]=Y}

Remark. If Ezpl or Exp2 contains parallel variables, we have to evaluate these expressions with regard
to an active index u.

{P[#|u A u = Ow(X[Ezpl|,])?Exp2|, : X[Expl|,)/X[Expl|.]]}
X[Ezpl] := Exp2
{P}

The sequence S;T. We want to calculate the weakest precondition of a label P for the program S;T.

{R}S{Q}, {QIT{P}
{R} S;T {P}

The conditional structure where B do S end. We build the weakest precondition of a label P for this
conditional structure. First, we suppose that the label () does not depend on the activity #. In this case,
the execution of the conditional structure corresponds to the execution of S with a new activity # A B [5].

{P}S{Q}, # ¢ Var(Q)
{P[# A B/#]} where B do S end {Q}

The general case can be reduced to the previous case by renaming the activity # appearing in @) by a
variable T'mp [6]. Assuming that the parallel variable T'mp is a new one, we apply the previous rule.
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{P}S{Q[Tmp/#]}
{P[# A B/#]} where B do S end {Q[Tmp/+#]}

Since the activity is the same before and after the conditional structure, we substitute the variable T'mp
in the label P by the activity #. Note that the substitutions [# A B/#] and [#/Tmp] cannot commute.

Proposition 3 Let QQ be a label.

{P}S{Q[Tmp/#]}
{P[# A B/#][#/Tmp]} where B do S end {Q}

Proof 4 The denotational semantics for the structure where B do S end is the same for the languages
L and L' introduced in [8]. Considering the theorem 1, The demonstration corresponds to the proof of the
proposition 7 in [8].

The conditional structure where B do S elsewhere T' end. The rule of the conditional structure where
/ elsewhere can be deduced from the previous one by transforming the program. We translate the program
in a equivalent sequence of three conditional structures. The first one introduces temporary variables. In
the second one, we modify the program S in order to reference and assign the temporary variables. The
third one updates the original variables thanks to the temporary variables.

Example 7 Thanks to the previous method, we transform the left hand side program to the right hand side
one. We denote by TmpX the temporary variable corresponding to the variable X . Note that we must have
s Ow(X) = Ow(TmpX)

where This =1 do
TmpX = X;
where This =1 do enf-me =TmpX +1
Xi=X+1 where This #1 do
elsewhere Vo= X
Y =X ’
end end; .
where This =1 do
X :=TmpX;
end

We can transform the label {X = Y} taking place after the where/elsewhere structure with regard to the
initial state. We use the transformed program. The label goes back from its current position to the beginning
of the program.

13



{[#lowx) NOw(X) =17X +1: X] = [#|owy)NOw(Y) #17X : Y]}
where This =1 do
{[Tmplowx) N Ow(X) = 1?[#|owx)?X +1: TmpX] : X]
= [Tmp|(9w(y) ANOw(Y) #17X : Y]}
TmpX = X;
{[Tmplowx) A Ow(X) = 12TmpX + [#|owx)?1] : X]
= [Tmp|0w(y) A Ow(Y) 75 17X : Y]}
TmpX :=TmpX +1
{[Tmplowx) N Ow(X) = 1?TmpX : X] = [Tmp|owry) AOw(Y) # 17X : Y]}
end;
{[#|Ow(X) ANOw(X) =1TmpX : X] = [#low(y) ANOw(Y)#1?X : Y]}
where This #1 do
{[Tmplowx) N Ow(X) = 17TmpX : X] = [#|owy)?X : Y]}

Y =X
{[Tmplowx) N Ow(X) =1?TmpX : X] =Y}
end;

{[#lowx) A Ow(X) = 17TmpX : X] =Y}
where This =1 do
{[#lowx)?TmpX : X] =Y}

X :=TmpX;
{X=Y}
end
{(X=Y}

Label occurring in a conditional structure. We can define the weakest precondition corresponding
to a label occurring in a branch where (resp. elsewhere) of a conditional structure. These rules restrict
the activity in the label @ to the indices which evaluate the condition to true (resp. false). The proof of
correctness relies on the substitution lemma [1] like for the proposition 2.

{P[# A B/#]} where B do {Q}

{P} S {Q}
{P[# A B/#]} where B do S{Q}

{P[# A —B/#]} where B do S elsewhere {Q}

(P} T {Q}
{P[# A —B/#]} where B do S elsewhere T {Q}

Remark. As for the denotational semantics (cf. remark page 10), we apply the same priority order on
these rules.

Example 8 Let turn to the previous example 7. We consider a new label {X =Y} occurring in the second
branch and we deduce the corresponding label with regard to the initial state.

{X = [#louw) A Ow(Y) # 17X : Y]}
where This =1 do

X =X+1
elsewhere

{X =#loww)?X : Y]}

Y =X

(X =1}
end
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Example 9 Let turn to the running example 1. We express each label with regard to the initial state. Each
label E; goes back from its current position to the beginning of the program. We obtain the following stamped
program.

El, Eg : {#|v /\U:’UZY}
Es: {#|oA(u=vVu=0w(X))}
E4, E5: {#|v ANu=v= [#|Ow(X) A O’LU(X) =Y’ +1: X]}
where This =Y do
El, EQZ {#'v/\UZU}
Es: {Tmply AN(lu=vVu=0wX))}
Ey, Bs: {Tmply Au=v = [#|owx)?p+1: X]}
X:=p+1
Ey: {#|sAu=v}
Es: {Tmpl, AN(lu=vVu=0wX))}
E4, E5I {Tmp|v/‘\u:1):X}
end;
Es: {#l,A(u=vVu=0wX))}
E4, E5: {#|v /\U='Z)=X}
where X = This do
Ey, Es: {#|o Au=v}
Y =1,
Es: {#|s Au=v}
end

3.3.1 Computing dates

Once each label F; is transformed with regard to the initial state, we can substitute it in the graph by its
weakest precondition. We can compute a symbolic cost.

We label each node Inst of the graph by a parallel date §. Each date §(u) evaluated from the initial
state corresponds in the execution graph to the length of the longest path ending at the node (Inst,u) in
the execution graph.

Let suppose that Inst has m direct predecessors with respective dates d1, ..., d,,- The arrow between
each predecessor ¢ and the node Inst is labeled by the condition C;.

The execution time A for an instance of instruction Inst is evaluated to 1 if Inst is meaningful, i.e. it
performs an evaluation or an assignment, 0 otherwise. If v is an active index, i.e. if there exists a valid
dependence of sequence (C;(v,v)), then the date d(v) associated is the maximum on the predecessor dates,
increased by the execution time A. Otherwise, The resulting date is the maximum of the &;(v).

sw)y= Vv Ci,v)? mazx ]{[Ci(u,v)?éi(u)]} +A: maz {6;(v)}

i( a
1€[1..m] 1€[1..m],u€ll..p i€[1..m]

We define the symbolic cost for a SCP program thanks to these dates.

Definition 3 (Symbolic cost.) We denote by Costs(S) the symbolic cost for a program S corresponding
to the mazimum on the final dates §(u) for all the indices u.

Costs(S) = maz {6(u)}

u€(l..p]

Example 10 Let turn to the running example 1. We obtain the following graph where each node is labeled
by a date.
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(where This=Y do | 1 )

u=v=Y}
Xe=p+1]| 1+u=v711] )
{u=v=Y}
(end | 1+[u=Y71])

{u=vVu=0wX)|}
(where This=X do |2+ [u=YVOw(X)=Y?1] )
{lu=v=[Ow(X)=Y?p+1:X]}
(Ye=1] 24u=YVOuw(X)=Y?1]+[u=[Ow(X) =Y?p+1: X]?1] )
{fu=v=[0wX)=Y?p+1:X]}
(end [2+[u=YVOu(X)=Y]+[u=[0wX)=Y?p+1:X]71] )

We can deduce the following symbolic cost.

Costs(S) = er[(r]mx_l]{2 +u=YVOwX)=Y?1]+[u=[Ow(X)=Y?p+1: X]?1]}.

The evaluation of the symbolic cost with regard to a given state corresponds to the cost of the corre-
sponding execution.

Theorem 2 Let S be a program and o be a state. The evaluation of the symbolic cost of S with regard to
the o is equal to the cost of the corresponding execution.

Proof 5 For sake of clarity, we consider the symbolic dates on the expanded potential dependence graph:
each node (inst,v) is labeled by a date 6(v). The proof can be deduced from the construction of the symbolic
dates.

ov)= Vv Ci(v,v)?  max {[Ci(u,v)?6;(u)]} + A : maz {6;(v)}
i1€[1..m] i€[1..m],u€(l..p] i€[1..m]
In evaluation of a symbolic date, we identify the different steps for the construction of the execution
graph.
First, we do not take into account the (inst,v) satisfying one of the two following conditions:

e FEither, the execution time A of inst is equal to 0. This corresponds to instructions inst not meaningful
(i.e. inst is only a syntactic marker).

o Fither, the expression [V ]Ci (v,v) is evaluated to false. There is no valid sequence dependence ending
i€[l..m

at this node. Therefore, the index v is not active with regard to inst in the corresponding execution.

In these cases, the date of the node can be reduced to mazimum of the dates of its predecessors( T?ax ]{Ji(v)}).
i€[l..m

This allows to preserve the mazimum date for its successors. Therefore, we take into account all the depen-
dences needed to execute other instructions, i.e. the set S of the arrows starting from this node.

Finally, we does not take into account the arrows from (source,u) to (target,v) labeled by C(u,v) such
that C(u,v) is evaluated to false. By construction of the label, this arrow corresponds a flow dependence that
does not occur in the execution (i.e. where u # v and, where there is no variable of u accessed during the
ezecution of target by v).

Therefore, for a given node, the evaluation of the symbolic dates corresponds to the length of the longest
path ending at this node.

Example 11 Let turn to the previous example. We evaluate the symbolic cost with regard to the initial
state.
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o(Costs(S)) = ue[rgmlg: 1]{2 +u=YVOwX)=Y?1]+[u=P+1?1]}

= = =07
ue[rgcgsl]{Q-l-[u 0V Ow(X) =071]}

=3

This evaluation corresponds to the execution cost computed in the example 3.

4 Composing costs: the symbolic semantics

In the previous section, we introduced a model computing a symbolic cost for a program. To associate a
cost to a loop by using the fix point method, we need to compose the costs. Each symbolic cost refers to the
initial state of the corresponding program. Therefore, to compose two costs, we have to transform them with
regard to a common state. This would require a weakest precondition calculus able to transform expression
while it only transforms predicates.

We propose a symbolic semantics extending the weakest preconditions calculus to expressions. Let £ be
the set of expressions. We define the symbolic semantics |S| of the program S as a function from & to €. If
the program execution does not end, we introduce a default value, denoted by V., for each type of variable.
A complete presentation of this semantics can be found in [13].

Definition 4 Let S be an SCP program and Exp be an expression. We call symbolic semantics of S, denoted
by |S|, a function from the expression set into itself. It satisfies for each state o

[ [S1(o)(Exp) if the execution of S ends with regard to o,
o(I51(Ezp)) = { V1 (default value) otherwise.

Remark. If the expression Ezp is a predicate, and if we choose V| = True, then |S|(Ezp) is the weakest
liberal precondition wip(S, Exp) [13].

Example 12 Let X := X + 1 be a SCP program and X + 7 be an expression. The corresponding symbolic
semantics has to substitute by X + 1 all the occurrences of X. We obtain

X == X+ 1](X +7) = (X + DX/X +1] = (X +8)

To construct the symbolic semantics of a loop, we use the corresponding denotational semantics as a
least fixed point. We first define an operator, denoted by (), to compose symbolic semantics. It transforms
a symbolic semantics sb into an other one.

1
O sb(Exzp) = sb(Exp)
k;l m—1
Form>1, Qsb(Exzp) = O sb(sb(Ezxp))
k=1 k=1
Nblter
For each loop loop B do S end, we define upper level order function, denoted by Q | where B do S].

Intuitively, such function corresponds to the composition NbIter times of the semantlcs of an iteration. By
definition of the least fixed point [14], for each initial state o such as the loop ends, there exists a least
integer k such that Fiz(F)(c) = F*(o) (k depends on o). Therefore, we define NbIter as a new variable
evaluated to k with regard to o.

Example 13 Let loopwhere (X <5) do X : =X +1 end be a SCP program and X + 7 be an expression.
We first compute the symbolic semantics to the part where (X < 5) do X : =X + 1.

| where (X <5) do X := X +1|(Eap) = Bap [#/# A (X < 5)] [X/[#lowon?X +1: X]]
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We imposes that the owner of X is initially active. Therefore, the loop ends for all initial state o such
as 0(X) + o(Nblter) x 1 = 5. We substitute NbIter by the expression 5 — X.

| loopwhere (X <5) do X :=X+1 end|(Ezp)
— (O [ where (X <5) do X i= X + 1])(Eap)
— (Bap)[X/[(X < 5)?X + 1 (5 X) : X]]
If we apply this function to the expression X + 7, we obtain

| loopwhere (X <5) do X:=X+1 end|(X+7) = [X <5)?X+1x(5-X): X]+7

Thanks to the symbolic semantics, we are able to transform a symbolic cost with regard to a new initial
state. We now have to define the rules to compose two costs. During the composition, in order to take
into account the asynchronism, we have to preserve the final gap between the dates of indices. Rather
than considering the maximum of the final date of each index (mazy,e[1..p1{0'(u)}), we define a complexity
function, denoted by Comp computing the symbolic date (¢") of the final node in the graph. In order to
compose it, the Comp function must use an initial date for the first node of the graph.

Comp(S)(6) =4’
From this complexity, we deduce the cost for the program S by performing the maximum of the final
date.
Cost(S) = mazyepo..p—11{Comp(S)(0)(u)}

We can now define a composition rule for the sequence S;7T. First, we transform the final date of
Comp(T) with regard to the initial state of S. Then, we use the final date of Comp(S) as the initial date of
Comp(T).

Comp(S;T)(8) = |S](Comp(T))[Comp(S)(9)]

For sake of simplicity, we introduce in the potential graph a first node called start stamped by the initial
date &(u).

Example 14 Let turn to the program X := X +1; X := Y[X]. We first construct two labeled graphs for the
two instructions. Then, we compute the dates.

(start | 01 (u) ) (start | 02 (u) )
V{#o Au =10} [ {#o A (u =0V (v =0w(X) Au=Ow(Y[X])}
(X =X +1]01(u) + [#.71] ) (X :=Y[X] | [#|u?maz{02(u); (Ow(Y[X]))} + 1 : 2(u) )

We obtain:

Comp(X =X +1)(61) =9
where 81 (u) = 61(u) + [#].71]
Comp(X :=Y[X])(d2) = 6
where 05(u) = [#|u?maz{d2(u),d2(OQw(Y[X])} +1: d2(u)]

We first express the final date for X = Y[X] with regard to the initial state of X = X + 1.

| X := X +1|(Comp(X :=Y[X]))(d2) = 8}
where §5(u) = [#|u?maz{d2(u),da2(Ow(Y[X + 1)} + 1 : d2(u)]

Then, we can compose the two complexity functions.

Comp(X =X +1;X :=Y[X])() =4
where §'(u) = [#|u?maz{é(u) + 1,0(Ow(Y[X +1]) + [#|owyx))?1]} + 1 : d2(u)]
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If we consider that the initial date is 0 and all the indices initially active, we can compute the cost for
the program as the mazimum of the final dates of each index: Cost(X = X +1; X =Y [X]) =2.

We now construct a complexity function for the loops. Before composing iterations, the final symbolic
date of each iteration has to be expressed with regard to the initial state. We define an operator to compose
complexities, denoted by ). Note that we impose V| = oo for the symbolic dates.

1
®Comp(where B do S end)(d) = Comp(where B do S end)(d)
k=1

form > 1,

Comp(where B do S end)(d) =
k=1
m—1 m—1
[ O | where B do S|Comp(where B do S end)]( @ Comp(where B do S end)(d))
k=1 k=1

Thanks to this operator, we can define the complexity function for the loop as a composition NbIter
times of the complexity of the conditional structure.

Example 15 Let turn to the example 13. To compute the complezity, we first express the complexity of an
iteration.

Comp(where X <5 do X := X + lend)](d) = ¢

where

8" (u) = 8(u) + [#].71 + [(X < 5)71]]
Next, we transform the complexity of an iteration | (0 <1 < 5— X ) with regard to the initial state. Since
we consider.
-1
F@) = O|where X <5 do X:=X+1]
7j=1
Comp(where X <5 do X := X +1end)](d) = &"

where

§"(w) = 6(u) + ([#la?1+ [(X < 5)71])) [#/[ = 174 : # A (X < 5)]] [X/[(X < 5)?X +1: X]]
=8(u) + [l = 1740 : #|u A (X < 5)]71 + [(X < 5)71]]

We compose the different complexities expressed with regard to the initial state.

Comp(loopwhere X <5 do X := X + 1 end)(d)
= Fnbrter © ... 0 F1(6) = ¢’

where

&' (u) O(u) + 1+ [(X < 5)?2% Nblter — 1]

ou)+1+[(X <5)72%(5—-X)—1]

We can deduce the following cost
Cost(loopwhere X <5 do X:=X+1end) = 1+[(X <5)72%(5—X) —1]

Remark. Thanks to these composition rules, we can define a one pass computation of labels and dates
based on a induction on the program structure [13].
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5 Conclusion

We have presented a cost model for the SCP programs. We show it is possible to compute a symbolic cost
taking into account static independences defined in the program and dynamic independences due to different
initial states.

In order to identify static independences, we consider the complementary set: the potential dependences.
We construct a potential dependence graph. In the SCP model, the structuration of dependences ensures
that the potential dependence graph is a direct acyclic one. Therefore, the cost of a program can be classically
defined as the length of the longest path in the corresponding graph.

In order to to consider dynamic independences, we label each arrow of the graph by a predicate. Each
label symbolizes if the corresponding dependence occurs with regard to a given state. Thanks to these labels,
we can compute a symbolic cost which can be evaluated regarding to an initial state to obtain the cost of the
corresponding execution. We perform it construction in two passes. First, we use the weakest preconditions
calculus to express the labels with regard to the initial state. Then, we use the transformed labels to compute
the symbolic cost.

We show that it is possible to compose complexities We define a symbolic semantics extending the weakest
liberal precondition calculus to expressions. Thanks to this semantics, we can perform the cost calculus by
induction on the the program structure.

These properties makes the SCP model a good study model for automatic code distribution [9, 11, 12]. We
are currently working on the extension of the approach to general loops. The adaptation of this approach to
other models structuring the dependences (like Athapascan) is under progress. In order to take into account
different types of computers, we plan to introduce architecture parameters in the symbolic cost.
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