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Abstract

The rewriting calculus, also called p-calculus, embeds in a same setting the
A-calculus and the rewriting, by allowing abstraction not only on variables but
also on patterns. The higher-order mechanisms of the A-calculus and the pattern
matching facilities of the rewriting are then both available at the same level. It is
worth noticing that the complexity of the calculus breaks the confluence property,
so that we need to define appropriate strategies, or restrictions, in order to recover
it.

We choose here to look at the p-calculus as an extension of the A-calculus, and we
study the typed aspects. Our study is based upon a generalization of Barendregt’s -
cube, in which we unify both abstractors A and II into a single one. We need to deal
with the original features of the p-calculus too: matching power, non-determinism,
confluence issues.

With proper restrictions, we have proved most of the usual properties for typed
calculi: substitution lemma, correctness of types, subject reduction, consistency.
However, the uniqueness of typing is no longer valid mainly because of the
unification of both abstractors. We are able to describe how many distinct types a
term can admit and we can still prove the uniqueness of typing for the two most
restrictive systems, p— and p2.

Keywords: Rewriting calculus, rewriting, lambda calculus, type theory, Baren-
dregt’s cube, uniqueness of typing.

1 Introduction

1.1 Position

The ability to discriminate patterns is one of the main basic mechanisms the
human reasoning is based on; as one commonly says “one picture is better
than a thousand explanations”. Indeed, the ability to recognize patterns,



i.e. pattern matching, is present since the beginning of information processing
modeling. Instances of it can be traced back to pattern recognition and it has
been extensively studied when dealing with strings [22], trees [17] or feature
objects [1].

This paradigm appears as the core mechanism of the rewriting, which has
many applications in computer science, for theoretical concerns as well as
programming disciplines. For instance, the rewriting appears in the inference
rules that describe a logic, and can be used as the basis of a theorem
prover. It allows one to ensure certain properties of programs described in
a language with a strong semantics, and therefore obtain proved software. At
the implementation level, rewriting can constitute the core of a programming
language and then be implicitly used by the programmer, like in Mathematica.
Conversely, it can appear directly in the language if there are some pattern
matching features, like in Prolog or ML.

The rewriting calculus, by unifying the A-calculus and the rewriting, makes
all the basic ingredients of rewriting explicit objects, in particular the notions
of rule application and result. Pattern matching can therefore be used widely,
and a rewriting rule becomes a first-class object, which can be created,
manipulated and customized by the calculus itself.

It is well-known that the typed A-calculi have a logical meaning: the
Curry-Howard isomorphism establishes that a type is also a proposition, and
a term is also a proof of the proposition corresponding to its type (for more
details, see [27] for instance). An auxiliary result is that the expressiveness
of the corresponding logic depends widely on the considered type system.
Since the p-calculus includes rewriting and is thus more powerful than the
A-calculus, it seems natural to wonder what the consequences will be on the
corresponding logics. This paper deals with the first step of this issue, namely
the metatheoretical study of various type systems for the p-calculus.

1.2 Related works

Some other studies have been conducted about the relations between rewriting,
A-calculusand types. Th. Coquand has shown how to type some case
expressions with dependent types in order to do safe pattern matching [12]. D.
Kesner, L. Puel and V. Tannen have proposed a typed pattern calculus [20],
which has been designed as a computational interpretation of the Gentzen
sequent, proofs for the intuitionistic propositional logic. F. Blanqui has studied
type systems very similar to the Pure Type Systems, but with an arbitrary
conversion rule; the main part of his work is dedicated to the case when
this relation is given by a rewriting system [5]. We will start from the
p-calculus, which is already provided with its operational semantics, and try
to understand in which way it extends the semantics of the associated type
systems.



1.3  Roadmap of the paper

In Section 2, we will describe the syntax and the evaluation rule of the
p-calculus. We will see that the matching process can be parametrized with
an arbitrary theory; the resulting possible non-determinism is handled by the
calculus itself as a collection of results. The expressiveness of the calculus will
be overviewed on some encoding examples.

To end with this operational description of the calculus, we will deal with
confluence issues. In fact, the plain p-calculus is not confluent, mainly because
of too powerful pattern matching features. We rely on the strategies and
restrictions described in [9,3] to recover confluence.

Section 3 is straightforwardly adapted from [11]: we build nine different
type systems for the p-calculus. The first eight are directly inspired by
Barendregt’s A-cube systems [2]. The ninth one is more powerful than any of
the others, since it is derived from the FEzxtended Calculus of Constructions
(ECC) of Z. Luo [23]. In ECC, indeed, we have an infinite set of sorts,
i.e. s € {x,0;}, with i € N, and the extra axiom - O, : O, ;; with i € N.

The issue of introducing reduction at the level of types has already been
addressed in [6,19]: the authors proposed to add a II-reduction rule, and to
consider a more general Sll-conversion relation. Some cumbersome problems,
such as failure of the subject reduction, arise with this setting, and require
to extend the basic A-calculus to solve them. In the p-calculus, we choose
to make a complete unification of both operators “A” and “II” into the only
abstraction symbol present in the p-calculus, i.e. the “—” operator. As a
result, the abstraction mechanism becomes totally uniform, and reduction
can happen even in types. The system pECC, with its infinite countable set
of sorts, turns out to be crucial then, since it appears in nearly every typing
property.

To go further in the study of the typed p-calculus, preservation of the type
under reduction and confluence are avoidable. As we will see, the substitutions
have to be enhanced so that they take types into account during pattern
matching. Moreover, we need an unusual typing rule to deal with reductions
that are blocked by the strategies for confluence.

In Section 4, we study the metatheoretical properties of these nine
type systems. The lemmas and their proofs are mostly derived of the
survey from Barendregt. We prove the preservation of typing judgments by
generalized substitutions, the correctness of types, the subject reduction and
the consistency of strongly normalizing terms. To adapt the proofs which exist
for the A-calculus, we need to fetch more information in the typing derivations,
in order to deal with the new elements of our calculus. For correctness and
subject reduction, we have only weak versions since the conclusions are only
available in the most powerful system pECC, whatever is the considered
system in the assumptions.



In Section 5, we deal with uniqueness issues. In fact, we quickly show
that the unification of both abstractors A and II breaks this property for most
systems. We can even build terms with an arbitrary number of distinct types;
still, a given term has always a finite number of types. We end up with the
proof that uniqueness remains valid in the polymorphic system p2, which is
more or less an extended model of ML; this results holds also for the simply
typed calculus p—, since it is a subsystem of p2.

2 The rewriting calculus

This section gives the basis of the p-calculus: its syntax, its semantics and
some examples about expressiveness. The typed aspects are left apart for the
moment ; we give some hints about the failure of confluence and the ways to
recover it.

2.1 Operational definition

2.1.1 Static syntaz

Let us begin with some notation conventions: the capitals A, B, C, D...
generally refer to a p-term. A sort can be noted s, s', s1, sy, etc. Variables are
generally taken into X, Y, Z, X;, Xs... Constants will be given by minuscule
letters : a, b, c... for symbols without an argument, and f, g, h for functions.
When we want to talk about a term which is either a variable or a constant,
we will use the greek letters «, 3, etc. The syntactic equivalence of two terms
is noted =.

The formal syntax of the p-calculus is the following:
Sorts Su=x |00y |---]0, ...
Variables Var := XY, Z,..., X1, Xo,..., X, ...
Constants  Cst :=a,b,c,..., f,g,h...

Terms T =8 |Var” |[CstT | T =T | TT |null | T, T

Let us explain these different elements:

Sorts have the same signification than in the typed A-calculus and in the
Pure Type Systems: they are “types of types”.

Variables are given as a countable set of identifiers. Each variable X is
given with its type A, with the notation X4. It is somewhat the same spirit
as in the typing a la Church: we try to include in the term itself all the
information needed to typecheck it. Contexts are then no longer necessary,
as long as we respect a coherence constraint (def. 2.1).

Constants are atoms that can never be instantiated. They are decorated
with their types too, with the same condition 2.1 as for variables. The
application of a given “function symbol” f to some terms ti,...,¢, will be
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denoted by the application operator *: it is typically a currified notation
(((fet1)*...)*tn, so we do not define a fixed arity for constants.

Abstraction is denoted by —, which has been taken from the rewriting
community. The term A — B corresponds roughly to the same rewriting
rule, but it can be the result or the argument of another rule. Relatively
to the A-calculus, the signification of the abstractors — and A is the same,
but — is much more general since abstraction can be done on patterns, not
only on variables. In a typed context, — will represent both abstractors A
and II.

Application is denoted by *. We choose to explicit an operator which has no
symbol in the A-calculus because we will use it more generally (for functional
terms as well as for function symbols).

Structures are used to deal with non-determinism. The empty structure
null represents an application failure; a singleton is a plain term and it
represents a deterministic result; a collection of results ¢4, ..., %, represents
a non-deterministic choice between the elements of the collection. We must
stress that the operator “,” is part of the calculus itself, and that it can be
customized with some theories to get a particular structure such as a list,

a set or a multiset.

Definition 2.1 (Tower convention)

If the same variable or constant o appears twice in the same term (or in
the same type inference) with the decorations o and o, the A = B. This
corresponds to correctness of the context in the typed \-calculus.

If there is no ambiguity, we will consider as much as possible that ¢ is left
associative and — is right associative (like in the A-calculus). We will omit
useless braces with the convention that ¢ is prior to — which is in turn prior
to “’77 .

To connect completely the p-calculus with the A-calculus, we have to
extend the two following notions:

Free and bound variables : an abstraction A — B is more general than
a Az.B since its “scope” is the whole pattern A. All the variables in A
must then be bound, except for the variables in the typing decorations (in
A-calculus, they would either be in the context and therefore would be free,
or bounded by an other \). Hence, we need to distinguish the “ground
variables” F'V+ in the term from the variables of the typing decorations
FVT.

Definition 2.2 (Free and bound variables for a p-term)



(i)
FV(A)
(iv) BV (A)

A

(1>

Var(A) \ FV(A)

1>

(1>

1>

0
FVY(A, B)

(1>

FVT(XA)
FV'(A, B)

FV(s) = 0

> e

1>

FVHX*Y) = {Xx}
= FVHA)UFVH(B)
FV¥(B) \ FV4(A)
FV(A)
FV'(A)U FV1(B)
(FVT(A) U FVI(B)) \ FV*(A)

1>

FVHA) U FVT(A)

All along this paper, we work modulo a-conversion and Barendregt’s
hygiene convention; this ensures that free and bound variables have distinct
names and that no capture occurs during reductions. To legitimate this, let
us note that H. Cirstea has studied a p-calculus with explicit substitutions
in [8], which solves the problem of variables renaming.

Substitutions :
straightforwardly, without forgetting to deal with typing decorations:

o s
o(AoB)

o Y4

(1>

S

O'GA

A
= a

With these conventions, we can apply substitutions quite

oA

0A ¢ oB (where ¢ €{— +,})

Y4 if Y ¢ Dom o

Bif o=[..Y/B...]

2.1.2 FEvaluation of a p-term
The core mechanism of the p-calculus is pattern matching. To do it effectively,
we need to choose an equality for comparison of two terms. In the p-calculus,
this is done very generally by allowing the “user” to choose an arbitrary theory

T which defines all the equality axioms. We only assume that the equality Ly
is a congruence, by requiring that it verifies reflexivity, symmetry, transitivity
and stability by context.

In practice, we will use quite simple theories :

- The empty theory Ty is just the syntactical equivalence = on terms. It
has the interesting property of generating a deterministic pattern matching.

f
- The theory of commutativity T/ adds the rule I f A B L fBA

f
- The theory of associativity T/ addstherulel- f(f A B) C L fA(fBCQC)

- The theory of idempotency T/ adds the rule I f A A

1



- More subtle theories can even lead to infinite classes of equivalence, and
thus possibly infinite results in pattern matching.

An interesting point is that the symbol f in these examples can be any
constant of the p-calculus, but it can even be the operator “,”. This allows
one to customize the structure of a non-deterministic result: for instance, a
commutative coma generates a an ordered list; if it is associative too, it is a

multiset; finally, with idempotency we get a set.

The pattern matching process can then be formalized properly:

Definition 2.3 (Matching equation and solution)
Given an equational theory T on terms:

(i) @ matching equation is denoted by A< B ;
(ii) a substitution o is a solution of A<t B if 0 A < B.

For commodity of notations, we will define a function Sol from matching
equations to substitutions:

(i) If a matching equation S admits any substitution o as a solution, it is said
to be trivial. In this particular case, we consider that the only relevant
substitution is the identity ID: Sol(S) = {ID}.

(ii) If S admits no solution, Sol(S) = 0.

(iii) Elsewise, Sol(S) = {o | o is a solution of S}.
It is quite well-known [18] that for the syntactic matching, i.e. with the

empty theory Ty, Sol(S) will always be either empty or a singleton, and that
it can be computed in linear time of the size of the matching equation S.

By now we have settled all the background necessary to describe the
reduction rules of the rewriting calculus:

o1B,...,0,B,... where Sol(A<rC)={01,...,0n...

(A— B):C p
null if Sol(A<rC) =10
(A,B):C s AC,BC
nulleC —yp null

Fig. 1. The reduction rules for the p-calculus

Let us quickly explain their meaning:

p-reductions : the “rewriting” part of the calculus appears here, since pattern matching
is used in the computation of Sol. We see here how the choice of the
theory can have great consequences on the evaluation: there can be an
arbitrarily high number of solutions to the matching equation, generating
as many terms in the structure of results. When Sol is empty, a matching
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failure has occured; it is the only way of producing null without having
it before as a subterm.

0-reduction : this rule distributes structures on the left hand side of the operator .
It allows, for instance, to apply in parallel two distinct rewriting rules A
and B to the same term C.

v-reduction : in fact it is just the converse case of d-reduction, with an empty structure
before -.

In fact, these are the top-level rules. Like in most calculi, we have the
following congruence condition:

If A = po A', then Ctx[4] =5 Cix[A']

14

2.2 Ezamples (expressiveness matters)

To show better the expressiveness of the p-calculus, we informally compare it
with two other formalisms: the A-calculus, and first order rewriting systems.
For readability, type decorations of variables and constants are omitted since
they don’t modify reductions.

* The encoding of the A-calculus is quite straightforward: we restrict the pat-
terns, ¢.e. the left hand sides of — to be only a single variable, the theory
is empty and we drop the structures. There is then the following correspon-
dence:

M 2 X M
(e M)N g MIN/z] = (X 5 M)N {aM | aXiN}

= M[N/X]

It is easy to check that o = [N/X] is always the unique solution of the
particular matching equation X <y N, and that there can be no matching
failure. Therefore, no structure other than a singleton can appear during
reductions if it was not present before in the term translated from the
A-calculus. This translation is operationally conservative, in the sense that
B-reductions are exactly mimicked by the p-reductions (and that ¢ and v
reductions can not take place).

But constants and pattern matching of course add a computational power
which is not present in the A-calculus:

(f*X — g X)*(f+a) —p g*a  (Estraction and re-use of a subterm)
(he XX — X)*(h*b*b) +p b  (Comparison of two subterms)

* To understand the difference between the p-calculus and the rewriting sys-
tems, one has to see that a p-term is consumed by a p-reduction, and there-
fore can operate only locally, whereas the rules of a rewriting system are

8



applied as many times as possible. For instance, the simple rewriting system
{a — f(a)} applied to a is obviously non terminating because it reduces in-
finitely to terms of the shape f"(a). In the p-calculus, we can have a control
over the application of this rule :

(@ — fea)*)a +p fea (which is in normal form)

(fea = f+(fea))*((a = fea)a) —p (fra—= f(fa))(fa)

+—p fe(f+a) (normal form again)

It can be shown that, for every rewriting system R and every reduction
path P =t +—p t' beginning with a certain term ¢, one can build a p-term
&r,tp such that {repet —7 t'. If we extend the language with a term that
tests failure of the application of a rule, it is possible to define a p-term
which simulate the global behaviour of a rewriting system: £z will depend
only on R, and for any term ¢ such that ¢ —pg t', &get ) t'. We can
even choose a certain strategy in the application of the rules, for example
the innermost application.

To end with the rewriting, let us show a practical application of the choice
of the theory. Here we use an (infix) operator @ in the signature, which we
can choose to be either syntactic, associative, commutative or associative-
commutative :

XY =2 X)(a®(bDc) —p a

( ) (a® (b c))
(XY - X)(a®d(b®c) —a a,a®b
( )(a® (b c))

XY > X)r@d(bdc) —c¢ abdc

(XY -5 X)(a®(b®c) —ac a,bc,a®bbPc,a®c

* The encoding of various other formalisms in the p-calculus has been studied:
the Object Calculus A\Obj of Abadi and Cardelli can be simply encoded
if “” is associative and idempotent (so that the structures are lists) [10];
Combinatory Reduction Systems [21], which inject higher-order mechanisms
in the rewriting, can be encoded with an appropriate theory Tp which
ensures that patterns are in the required shape [4].

3 Confluence issues

3.1  Ezamples of non-confluent reductions

The non-confluence of the plain p-calculus is easily seen on counterexamples:

The first reason of non-confluence (examples of fig. 2) is the possibility
of two distinct reduction paths, one leading to a value, the other to null. As
shown in fig. 3, it would not be sufficient to eliminate matching failure, since
a pattern with the shape X+... (where X is said to be active) can lead to

9



(X—(a—b)*X)a (a—b)*((a—a)+a)

(a—b)*a (X —null)a null (a—b)*a
b null b
Uninstantiated subterm Unreduced argument

Fig. 2. Non-confluence by failure

(XY =»Y)((Z = Z)*(a%a)) (XY — X)*((a*hb — a*b) *(a*h))
a*a (XY —)lY) ‘(a*a)  a'b — a*b (XY —>lX) *(ab)

Fig. 3. Non-confluence by active variable

two distinct values. One can check that these are the two main reasons for
non-confluence.

The non-confluence is a problem for programming, since we are interested
in deterministic results, but also for typechecking, since the conversion rule
introduces reduction in the typing process.

3.2 Recovering confluence

A first idea is to consider the p-calculus as the model of a programming
language, and to build strategies that always yield the same result when two
distinct reductions would be possible. H. Cirstea has proposed two strategies
[9], mainly inspired by G. Plotkin’s call-by-value [26]:
» The p-calculus with values p, :
We define values as terms with the restriction that application have the
shape a7 *Ve...*}V
(A — B)+C is reduced only if A and C are values and C' is closed. The
conditions on C' ensure that there will be no ambiguity between two
reductions since the argument is a value, which is more or less a normal
form.
Reductions +5 and ~—p are left as is.

* The p-calculus with rigid values p2 :

10



We define rigid values in the same fashion, but without active variables:
applications are ¢’ «RVs...*RV

(A — B)+C is reduced only if A is a rigid value and there is no matching
failure. The condition on A implies that there is no active variable
in the pattern, and the removal of matching failures prevents the first
counterexamples from occuring.

Reductions 45 are left as is, and >, disappears since there is no
more null (no matching failures).

The proof of confluence is directly inspired by Tait & Martin-Lof’s classical
proof. In the study of the type systems, we will assume more generally that we
use such a strategy, without caring about which one it is; the only assumption
we need is that the reducibility of a redex (A — B)*C only depends on the
pattern A and on the argument C.

Another way of recovering confluence is to restrict the basic syntax of the
calculus itself, and then prove that it is not broken by reductions. L. Liquori
has shown [3] that V. van Oostrom’s Rigid Pattern Condition [28] remains
valid for the p-calculus:

Definition 3.1 (Rigid Pattern Condition)
A pattern Ctx[ X1, ... X,] is rigid if its shape Ctx[] is preserved by substitution
of the X; and reduction.

In particular, if a term is linear, in normal form and without active
variables, it is a rigid pattern.

Then, if we allow only abstractions with shape P — 7 where P is a
rigid pattern, the calculus is confluent. In the study of the type system, this
restriction can be used instead of the strategies since it concerns only the
patterns. It has the further interest that it is only a syntactical restriction;
hence, it seems more appropriate if we consider the p-terms as proof terms
and want to do cut elimination.

4 A Barendregt-like type system

4.1 The p-cube

As hinted by their name, our type systems are directly inspired by
Barendregt’s A-cube. This presentation is mostly adapted from [11]. The
absence of context can be surprising, but all the information we need is
contained in the type decorations of the variables and the constants.

4.1.1 The typing rules

Most of these rules are a mere translation of the A-cube ones. Let us discuss
them:

11



System|Associated rules (Vi,j € N, ¢ < j)
p— | (*,%) pw pCC —pECC
22 |05 (To) / oo
pP (%, %) (*, O) 2 pP?
pP2  |(x,%) (Og,*) (x,0p)
pw (*, %) (O, Do) (O,%) pY ———|—— pPw
po |54 (0, ) (O, %) / /
(8,0)

PPQ (*7 *) (*7 DO) (D07 DO) p— o) pP
pCC |(%,%) (Og, %) (x,09)  (Og, Do)
pECC (*7 *) (D’U *) (*’ DZ) (D’i7 my

Fig. 4. The 9 (8 + 1) systems of the p-cube

Rules derived from the A-cube :
€N
(Aziom,) =T (Aziomp,)
|_*:|:|0 FDi:Di—I—l
FA-g FA:C FB:s B=,C
— "% (Start) L (Comw)
Fat: A FA:B
- B EASC - FA:A FA:sy FB:sy (s1,8%)€R
¢ Y (Abs) (Prod)
FA—-B:A—-C FA—B: sy
FA:C—>D +C:E FB:FE FA:C FC:E FB:FE
(Appl) 2 (ApplSort)

- A*B: (C — D)B

FA*B:s

Structures-specific rules :

FA:s

— (Null)
Fnull: A

FA:C +B:C
FAB:C

(Struct)

Fig. 5. Typing inference rules in the p-cube

12



(Prod) :

(Appl) :

: These rules describe the infinite hierarchy of universes. In the basic cube,

only (Aziom,) is used, and the set of (Aziomg,) gives its power to pECC.

: This rule checks the correctness of the type decorations for variables and

constants. The coherence of these types all along the type inference is
ensured by the tower condition 2.1.

: It is exactly the same conversion rule as in the A-calculus, but considering

p-reduction instead of S-reduction.

: An important innovation appears here: we completely unify both

abstractors A and Il in —, introducing a notion of reduction at the level
of types. In the type A — C, we keep the same pattern A in order
to have dependent types, just like when a A-term A(z : A).b is typed
by II(z : A).B, with the same variable x : A. We can notice that an
abstraction A — B could be typed either by the (Abs) rule or by the
(Prod) rule, which prevents one to do syntax-guided typing.

This rule derives straightforwardly from the A-cube, except that we need

to infer the type A’ of the pattern, whereas in the A-calculus the type

of the variable is given in the Il-abstraction. The set R in which pairs

(s1, s2) are chosen is described in the table of fig. 4 and corresponds to

different logical systems:

(%, %) corresponds to the simply typed A-calculus, and is present in all
the type systems.

(O, x) allows to build terms depending on types, making polymorphism
available. In A-calculus, it is equivalent to J.-Y. Girard’s system F [15].

(O0,0) allows to build types depending on types.

(x,0) allows to build types depending on terms. It is used to represent
sets or predicates, and corresponds in A-calculus to the Logical
Framework (LF) of Harper, Honsell and Plotkin [16].

(O, %)+ (O0,0) : this combination of rules gives higher-order, and thus
corresponds to Girard’s system Fw

(O,%) + (O0,0) + (x,0) : the whole set of basic rules corresponds to Th.
Coquand’s Calculus of Constructions [13].

(0;,0;) : by adding these rules to the former three, we get a system
inspired by Z. Luo’s Ertended Calculus of Constructions [23]. The
infinite hierarchy of sorts turns out to be very useful when we use —
as an abstractor for types and want to typecheck it as we would do
for any term. The condition ¢ < j arises from the fact that the rule
(x,0) already exists and that two distinct predicative universes would
recreate Girard’s AU paradox [14].

In the A-calculus, the corresponding rule defines the type of A*B as
[B/C]D. Here, we can benefit of the reductions at the type level to write
this substitution as a redex (C' — D)*B which will be evaluated in the
conversion rule. Therefore we have got rid of the meta-level substitution
that was present in the typing inference. As in the (Prod) rule, we need
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to type the pattern C' whereas in the A-calculus, the abstracted variable
would have been given with its type.

(ApplSort) : Here we reintroduce some of the “cut” that was done in the application
typing rule for the A-calculus. The reason for introducing this rule is that,
with certain restrictions or strategies for confluence, the type (C' — s)+B
given by the (Appl) rule would not be reducible. We choose to do as
if C <1 B would not lead to a matching failure; then the result of the
associated p-reduction is some os, but we have defined os £ s, so we do
not even need to compute o. This allows us to save the progress made
relatively to the A-calculus: there is still no meta-level substitution.

One can check that this rule does not add meaningless typing
judgments to the type system. The worst that can happen is that
Sol(C <t B) = 0 ; but in this case the term A*B is likely to reduce
to null. Since the typing rule (Null) states that any correct type can be
given to null, it is harmless to give type s to a term that is convertible
to null.

Remark 4.1 Again, two distinct typing rules can be used for the same
term A+B, but this seems to be less relevant that for (Abs) and (Prod).
When there is no matching problem in the type (C — D)*D, both
rules (Appl) and (ApplSort) are equivalent; whenever there is a problem
(matching failure or reduction blocked by the strategy), the use of (Appl)
will seldom be useful, because we would like to have mere sorts wherever
we can have them (for correctness of types).

(Null) : The empty structure must admit any well-formed type. In fact, a term A
is equivalent to the structure A, null (with null being a neutral element
for “”). Following the (Struct) typing rule, if = A : B then this structure
must get type B and therefore null must get type B too. As we do not
know exactly what are the inhabited types, we allow null to be typed by
any well-formed type.

(Struct) : We choose to impose that all the elements of a structure have the
same type. Some other options have been considered: for instance,
FAB:CDifF A: C and - B : D; in this case we would have

to extend the (Appl) rule so that it can type correctly v-redexes.

To train the reader with these systems, let us give some examples:

* New base types can be introduced as constants of type *. If we want to
type a structure, the derivation will look like that:

Foant™ @ %
T E— (Start) L
F 3t . it F 4t . it

- 3mt™ gt it

(Struct)

14



» As our (Appl) rule creates a redex in the type, it is often immediately
followed by a conversion rule:

DS CLEED COE S T A . G T A o LR T
(Appl)

- (Xint* — Xint*).3int* . (Xint* — ’i’nt*)'3i"t* (Xint* — int*)-3i”t* =, int*

C
[ (Xint* N Xint*).3int* - int* ( OTL’U)

e Of course, all the usual terms and types from the A-calculus can be
reproduced:

in p2, FX*— X* o« (X* = X* = Ma:%).a = 1)
FX* = (YY =YX) X — (VY — X7
in pw, FX*—%: 0
in pP, FX™ —x:0
in pPw, FX* =YX 5 x:0
in pCC, FX* = fY'=Y" 4.0
» The (Appl) rule is effective for the typing of terms with function symbols
too:
- fXW*—nnt*,Sint* X s int*)e3t = ing®

* The ninth system pECCallows, for example, to decorate variables with sorts
other than x :

l_D:Dl
——— (Start)
FX®:.0O FO:0, FX":0

FXP| - XP:.0O

(Prod 0O,, 0O0)

4.2 Upgrading substitutions with types

To ensure that reductions well-behave relatively to types, we must enhance
the notion of substitution we use. In the A-calculus, an abstracted variable
is given with its type, and the typing rule for applications ensures that this
type is the same for the argument. In the p-calculus, the (Appl) rule checks
if both the pattern C' and the argument C have the same type E, but this is
not sufficient to enforce that the types of all the variables in the pattern C'
will be preserved when applying the substitutions in Sol(C' <t B). Therefore
we need the following condition:

Definition 4.2 (Well-typed substitution)
For a given typing judgment = on terms, the substitution o = [XlAl/Bl .. .X;;‘"/Bn]
is well-typed if Vi, F B;:0A;
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From now, we will consider that a substitution can be accepted as a
solution of a matching equation only if it is well-typed. Thus, pattern matching
now depends on the theory and on the typing judgment. Hence, we have
extended the power of the calculus since the pattern matching now has some
typechecking abilities too.

Remark 4.3 Since we add a constraint on substitutions, pattern matching
will return at most as many solutions as before. Noticeably, syntactic matching
will still return either a unique result or a failure.

In all the remaining of the paper, when a substitution appears it is always
the result of a pattern matching that occured during a p-reduction. We will
then consider that all substitutions are well-typed. We will also assume that,
in the strategy used for confluence, if 0 € Sol(A < B), then a redex looking
like (X — C)*0 X can be reduced (with X € Dom o). One can check that it
is the case for both strategies described in the previous section; it is true too
for any strategy that preserves the ability of encoding the A-calculus (because
in (X — C)*0X would correspond to (Az.C)oX).

5 Properties of the type systems

All those properties are adapted from the classical properties of the typed
A-calculus. We suppose the calculus to be restricted enough so that it is
confluent, otherwise the conversion rule would be meaningless. If no particular
system is given, the typing judgment I of the conclusion is in the same system
as the assumptions. All the lemmas of this section are true for any of the nine
systems of the p-cube.

The two first lemmas are mostly technical and will be used in the
subsequent proofs. They show that substitutions comply with conversion and
typing. The condition about the domain Dom and the codomain Ran will
always be true when o is the solution of a matching equation, because of the
hygiene convention on bound and free variables.

Lemma 5.1 (Stability of convertibility up to substitution)
For any terms A, B, for any substitution o such that Dom c NRan o =0,

A=,B = cA=,0B
Proof : We encode o as a set of reductions to include it in the conversion:
oA = [X,/oX, X, /0X,]A supposing Dom o = {X;}
= [X,/0X,)..[X1/0X1]A as Dom o NRan o = 0,
the order of the X is not relevant
=, (X1 — ... X, > A)0X;*...°0X, because Sol(X; <roX;) = {[X;/0X;]}
=, (X1 = ... Xy, = B)*oX;*...*0X,, because A =, B and + is congruent,
=, 0B by reversing the encoding of o
|

16



Lemma 5.2 (Stability of the typing judgments up to substitution)

VY o,B,C such that - B :C
and o is a well-typed substitution such that Dom o NRan o = ()
We have FoB :oC

Proof : by induction on the derivation of - B : C' ; we distinguish cases for
the last applied rule:

(Aziom) B = s and C = ¢, so 0B = B and oC = (|, and immediately
FoB:oC.

(Start) B = o and - C : s. If B € Dom o, by well-typedness of the
substitution we know that - o(a®) : oC.
If « ¢ Dom o (or « is a constant), the induction hypothesis gives
FoC:o0s=s,50F 0B =o0a’=0aC:0C.

nu = nutl an : 8 ; by 1nduction hypothesis, — cC : 0s = s, thus
ll) B Il and - C by induction h hesis, - oC h
FoB =null:oC

(Struct, Abs, Appl, ApplSort, Prod) All these rules are treated the same way,
by applying induction hypothesis and the notion of substitution given in
subsection 2.1.1.

(Conv) Here the assumptions are that - B : C', - C : s and C =, C'; the
induction hypothesis ensures that - 0B : ¢C’ and - ¢C : 0s =s. The
previous lemma 5.1 then ensures that oC' =, oC’, so we can apply the
conversion rule again to derive - 0B : oC.

]

The generation lemma gives syntax-guided information about the type of
a given term. It is more ambiguous than in the A-calculus since abstractions
and applications can be typed by two distinct rules.

Lemma 5.3 (Generation in the p-cube)
Given a typable p-term A (meaning that there is a B such that+ A : B), then:

(i) f A=s, then3ds', B=,s" andFs:¢

) if A=aC, then B=,C

(lll) ’LfA = A]_,AQ, then Al : B and A2 : B

) if A= A) — Ay, then :
- either 35,C withtAy:C, FA =-C:s5 and B=,A —C;
-or 3s1,89,C withtAy:sy, FA :C:s1 and B=,s

(v) if A= A Ay, then 3C, E such that - C: E, F Ay: E and:

-either 3D s. t. FA;:C—D and B=,(C — D)*Ay;
-or ds s t.FA:C—=s and B=,s

Proof : by close inspection of the typing rules.
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Our (Appl) rule creates a redex in the type, so it is nearly always followed
by a conversion rule. This implies that we will often have to check - B : s for
the normalized type B, which makes the following correctness lemma crucial.
It is called weak correctness because of the conclusion being only derivable in
pECC, whichever was the system of the assumption - A : B.

The system pECC' finds its justification here, because we will need to
exhibit a judgment s : s’ without knowing which sort is s, and this can
be done only with an infinite hierarchy of universes. The (ApplSort) rule is
unavoidable too, because in the case of (Appl), we could not use (Appl) on the
type (B1 — s)* Ay since we do not know how the redex (B; — s)*As would be
reduced.

Lemma 5.4 (Weak correctness)
For any terms A and B,-A: B = 3s, F,gcc B:s.

Proof : by induction on the derivation of - A : B.
(Aziom, Prod, ApplSort) With these rules B=s,s0 3s', F,pcc B=s:5.
(Start, Null, Abs, Conv) The judgment - B : s is in the assumptions.

(Struct) A = Aj, A; with = A; : B and - A, : B. By induction hypothesis,
we have }_pECC’ B :s.

(Appl) A = Aj;*Ay and B = (B; — By)* Ay, with - Ay : By - By, - By : E
and - A, : E. The induction hypothesis on - A; : By — By gives
Fopcc Bi — By : s, thus by generation F,pcc B @ s and Fypcc By - By @ §'.
The following derivation can then be established:

R ! Lot
l_pECC’ Bl . Bl .S |_pEC’C S.S

(Prod)
Fppce Br — st 8" Fopcc Bt s
Abs
Fopcc Bi — By i By — s |—(Bl):E FAy,: F

(ApplSort)
I_pECC (B1 — BQ)’AQ : S

Remark 5.5 To apply the (Prod) rule here, we have to check that, if
s =0; N s" =0, then i < j. But in any case we know that - s : s"”
so s = O;_; ; on the other hand, we saw that -, pcc B1 — By : s, thus
1 < j — 1, which trivially tmplies that © < j.

O

For the subject reduction property, we need an additional constraint.
When reducing a p-redex, if there are some distinct solutions to the
corresponding matching problem, we will get a structure; looking at the
(Struct) rule, this means that the resulting term will be typable only if there
is a common type for all the members of {cC | 0 € Sol(A <1 B)} (which is
not obvious if a given o affects the type of C'). Let us note that this condition
is trivially true if the theory is empty, since the matching is then unitary.
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As for correctness, we have a weak property in the sense that the conclusion
is derivable only in pECC.

Theorem 5.6 (Weak subject reduction)
If the matching theory T respects the following condition:

VA,B,C,D, -C:D = 3D',s, WD :s AN Yo € Sol(A<rB), cD=,D'
Then typing judgments are preserved by reduction of the subject:
VA,B, FA:B N Awp A = tupecA B
Proof : by induction on the derivation of - A : B.
(Aziom, Start, Null) A is in normal form so A4’, A —p Al
(Struct, Abs, Prod) Here A = Aj, Ay ou A = A} — Ay, 50 A —p A’ only

if Ay —p A} or Ay —p A5 ; the induction hypothesis then gives all the
necessary assumptions to derive F,pcc A’ @ B.

(Conv) The induction hypothesis can be applied on the assumption - A : B
to get F,pcc A’ : B', and then we just have to apply conversion as before
to get |_pECC' A': B.

(Appl) A = Aj;*Ay and B = (B — By)* Ay, with - Ay : By - By, - By : E
and F A, : E. We distinguish three cases:

* Ay =p Ajor Ay =)y A5 as for (Struct) or (Abs), we get the result
by immediate application of the induction hypothesis.

* Ay =nullor A; = Cy,C; : this a v-redex (respectively d-redex), so we
just have to push the corresponding (Null) (respectively (Struct)) rule at
the beginning of the typing derivation.

* A; = C; — Cg: this the real p-redex, with A’ = {6C; | 0 € Sol(C; <1 A43)}.

By generation on - C; — Cs : By — By, we know that ds, D such that
FCy: D and By = By, =, C; = D. If the equation C; <t Ay has no
solution, we can conclude immediately that A" = null and F,pcc A" : B.
Elsewise, the condition on T ensures that there exists D’ such that
Vo € Sol(Cy <1 Az),0D =, D'. Putting all these equalities together,
we get:

(Bl — BQ)'AQ =p (Cl — D)'AQ =p {O'D | o c 80l(01 < Ag)} = D'

Then we can use the substitution lemma 5.2 to check that - ¢Cs : 0D
Using the correctness lemma for (B; — By)*As, we can deduce:

FoCy:0D bFupeeD':s oD =,D
VO', l_pE'C’C 0'02 : D
(Struct)
l_pEC’C {O'CQ} : D' l_pECC’ (B1 — BQ)'AQ .S (Bl — BQ)'AQ =p D’
I_pECC’ {O’CQ} : (Bl — BQ)'AQ

(Conv)

(Conv)
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Remark 5.7 We are sure that the redex (C; — D)*As is reducible
whatever the strategy is, because C7 and Ay have appeared in the redex
(C1 — Cy)*Ay(= A), which is known to be reducible.

(ApplSort) This works very similarly to (Appl). When A; = C; — Cy, we
can deduce by generation that -,zcc C : s, which makes things even easier:
we just have to apply the substitution lemma.

Vo,Foecc 0Cy 08 =5

l_pEC’C {0'02} )

(Struct)

Corollary 5.8

This results is easily extended for the reflerive and transitive closure 7%,
by induction on the number of occurences of +—p inA 7} A IfA=A,
the result is trivial; elsewise we apply the induction hypothesis and the subject
reduction theorem on the last reduction.

Our last result for this section is the consistency of the calculus. The
‘absurd’ type is L = X* — X*, because if it is inhabited, any type is
inhabited, just as in the A-calculus. We require the terms not only to be
closed, but also without constants because it would be easy to consider a
constant a for example. It is a kind of generalization of the notion of closure,
because a constant is given with its type and therefore should appear in the
“context”. Finally, we forbid null too, since it admits any well-formed type,
including of course L.

Lemma 5.9 (Consistency in the p-cube)
For any closed term A in normal form, without constants and without null :

FA: L (L2X*— X"

Proof : by contradiction. Let us assume - A : | and distinguish cases on
the structure of A:

A =s : by generation, 1=, s, which is impossible (both are in normal form and
the calculus is confluent).
A = aP : impossible since A is closed without constants.

A= Ay, Ay : by generation, - A; : L, so by inductively descending in the structure,
we can find an A’ which is not a structure and such that - A’ : 1. The
assumptions about A (normal form, closure, no constants) are obviously
still true for A’, and the length of A’ is strictly less than the one of A, so
this induction is obviously finite.

A = A*A, : in this case we are mostly interested in the head-application, so we write
A= AjcAye...*A,, where A; is no longer an application.
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By closure property, we know that A; is not a variable nor a constant;
A; can not be a sort s because the application A;*A, is typable only if
F Ay :C — D (but¥s:C — D); A; can not be a structure, because A;* Ay
would be a d-redex, and thus A would not be in normal form.

We are left with the only possibility A; = B; — Bs, with (B; — By)* A,
impossible to reduce because of the strategy. Ai;*A; = (B; — By)*As is
then typable (as a subterm of A), so we distinguish two different cases:

n=2 so A= (B; — By)*Ay, then F (B; — By)*Ay : X* — X*. By generation,

either X* — X* =, s (impossible), or X* — X* =, (B} — Bj)*A, with
F By — B, : B{ = Bj. Generation again gives then B| — Bj =, B; —
C.

We have thus the following conversion relations : X* — X* =, (B} —
Bj)*A; =, (B; — Ci)*A,. Applying the Church-Rosser property and
remembering that X* — X* is in normal form, we can deduce that
(B1 — C)*A, n—)l*o X* — X*. This is only possible if the redex
(B1 — C1)*Aj is reducible; but then (B; — Bsy)*As is reducible too (as
we assume that a strategy only considers the pattern and the argument).
This is contradictory with the fact that A is in normal form.

n > 3 : then the subterm (B; — Bs)*Ay*A;z is typable, so 3C, D such that

AEAl—)AQZ

F (By — B3)*Ay : C — D. But an analogous reasoning by generation and

Church-Rosser gives (B; — C1)*As =75 C — D ; again we have proved

that (B; — Bs)* A, is reducible, and so would be A.

Both cases have led to a contradiction: A can not be an application
Al'AQ.

by generation, 3B3,s such that - Ay : By, v Ay — By : s and
A1 — By :pX* — X*.

By Church-Rosser, we deduce that A; — B, =y X' X7 but a
reduction can not take place outside of A; or By, so we can decompose
this into A; »—>'*0 X* and B, »—)I*O X*. The fact that A is in normal form
implies that same for A; and B, so A; = X* and By = X*. Let us then
distinguish cases on Ay, knowing that - Ay : X* (= By):

Ay = s : then F s : X* impossible.
Ay =« : by closure of A, as A; = X*, a can only be X*. This gives the typing

judgment - X* : X* which is impossible considering the typing rule
(Start) and the fact that X* #) *.

Ay = (C4,Cy : the same reasoning remains valid with C) instead of A,; since it is

shorter, we can not do it indefinitely.

Ay=Cy — Cy : we know that = A, : X*. Generation then gives X* =, s or

X* =, C; — Cj, both being obviously impossible. A can not be an
abstraction.

Ay = (C1*Cy : a similar reasoning to that conducted for A = A;*A; can be led:

the only possible case is that (4 is the variable X*, which would
not break the closure property since BV(A) = {X*}. We have thus
Ag = X*(Cye .. .*C,,.
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Then A, is typable only if X*+C is typable, but it is impossible to assign
an “arrow” type to X*. It follows that A5 can not be an application.
All cases have been proved to be impossible !

]

Remark 5.10 The previous lemma remains valid for a weakly normalizing
term A: we begin with finding a normal form A’, then apply subject reduction;
consistency applied to A" immediately implies consistency for A. However, it
is crucial that the additional assumption (on the theory) for subject reduction
18 verified.

Let us note that strong normalization and decidability have not been dealt
with. A promising research direction for normalization is to “compile” the
p-calculus in a former language known to be normalizing, as the calculus of
constructions for example.

It seems reasonable to guess that decidability then follows in a similar
way as for the A-calculus. However, one has to be cautious with the matching
theory T: it is quite obvious that the typing judgments (and the calculus itself

') become undecidable if the equality < is not decidable.

6 Results and issues about the uniqueness of typing

First we show uniqueness failure on counterexamples, and we prove that the
number of distinct types for a given term is unbounded but finite. Positive
results about uniqueness are given for p2 and p—.

6.1 Uniqueness failures

As shown in [11], in the system pP, the term XY — Y* can be considered
either as an abstraction (the “type extractor”) or as a type:

FXY .YV*:%x Fx:0

(Prod *,0)

FY™:« FXY S5 %:0 FXY . V*: % FY*:x

- - (Abs) -
FXY S5y : XY &« FXY S5 Y*:«

Of course these derivations are correct too in pPw, pP2, pCC and pECC
as they all extend pP.

Uniqueness is no longer valid pw = p2 + pw, because depending on the
subsystem in which we derive the judgment, X* — X* is an abstraction (the
“identity on types”) or a type (the absurd type L):

22

(Prod *, %)



FX*:x:0O Fx:0
- X X (Prod 5, 0) X - X
* * s % O *ox o O *
* * (Abs) * * (Prod O, x)
FX*— X* X — % FX*— X%

Let us notice that two types are distinct if they are not convertible to
each other. In these two cases, it is easy to see that the considered types
are in normal form, so by application of the Church-Rosser property, they are
convertible only if they are syntactically equivalent, which is obviously not the
case.

These two examples can be extended to find terms with an arbitrary
number of types n:

(
*

Y*
. « . X! — %
Fop XiT 2 X o X o YT

Y* Y Y*
lel = X;7 = ... = Xy =%

4
*

Fow X7 — X5 — ... = X — X0 ¢

X=Xy —= ... =X =%
\

Fig. 6. Terms admitting n + 1 distinct types (in pP and in pw

However, we can show that a given term always has a finite number of
distinct types. We must still exclude null since it can give any well-formed
type, and there is an infinity of them.

Lemma 6.1 (Typing finiteness)
Any p-term without null admits only a finite number of distinct types (modulo

:p) .
Proof : by induction on the structure of A. Since conversion only replaces a
type with another which is convertible to it, we will “skip” the conversions and
consider that all the typing judgments are ended by the rule that corresponds
to the syntax of the term A.

A = s By generation, all the types of A are convertible to the only s’ such that

Fs:s.
A = of By generation, all the types of A are convertible to B.
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A = Ay, Ay By induction hypothesis, both A; and A, have a finite number of distinct
types. As A can only admit types that are correct for A; and A,, the
typing is finite for A too.

A= A; - Ay The two rules (Abs) and (Prod) could have been used, so we show
finiteness for each case; then by union of these sets of types, we will

get a finite set which will contain all the admissible types for A:

e If - Ay — Ay : s, then by generation - A, : s; by induction hypothesis,
there is only a finite number of possible s which fit.

e If H Ay —» Ay : A — B,, we only have to prove that there is a finite
number of possible By; but by generation, - Ay : By so by induction
hypothesis, we get the wanted result.

A = A;*A, Here again, we prove finiteness for each case:

e If H A*Ay : (C — D)*Ay, then - A; : C — D. By induction
hypothesis, there is only a finite set of possible C' — D, and since
A = A;* A, is fixed, this the only part that can vary in (C' — D)*A,.

o If - Aj*Ay : s, then - A; : C' — s. By induction hypothesis, there is a
finite number of admissible C — s, so of course the set of possible s is
finite too.

O

6.2 Uniqueness in p2

This is the main result of this paper. Subject reduction is needed, so we
make the appropriate assumptions on the matching theory; as usual, null is
excluded because it would introduce an uncontrolled set of distinct types.

Theorem 6.2 (Typing uniqueness in p2)
With a theory T compatible with subject reduction, every p-term A without
null is such that:

F2A:B A bFpA:B = B=,B

Proof : by induction on the structure of A. Whenever two distinct types are
possible, we show that we can not be in p2.
A=s: by generation, B =, s’ =, B’, where s’ is the only sort such that
Fps:s.
A =Y : generation directly gives B =, C =, B'.
A=Ay, Ay : by generation, ,0 A; : B and Fj5 Ay : B', so by induction hypothesis
B=,B"
A= A;*A, : let us show that the last applied rule can not be (ApplSort). If there
exist C,s such that o A; : C — s, a careful inspection of the rules
(Abs), (Start) and (Conv) shows that ,0 C — s : &' (still in p2 !) By
generation on this last typing judgment, we get -, s : s’, which implies
(in p2) that s = x and &' =
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FpC:C':s; Fp*:0

AEA1—>A2

l_p2 AQZC

s1, U
|_p20—>*:|j (1 )

Fpo A2 C — % ) FpC:E FyuAy: B

l_pg Al'AQ DX

But then there is a (Prod) rule with the pair (s;, 0), which is impossible

in p2: the only available product rules are (0O, x) et (x, x).

Now we know that the last applied rule was (Appl), so by generation,

3C,D,C", D' such that s A, : C — D and by Ay : C' — D'. By
induction hypothesis on A;, we get C — D =, C' — D', so we can
conclude with the following conversions: B =, (C' — D)*A; =, (C' —
D')eAy =, B'.

the last applied rule can be (Abs) or (Prod), so we must deal with the

cases when they are the same for B as for B’, and when they are different.

If 3C,C" such that j; Ay @ C and F,, Ay : C', then by induction
hypothesis C =, C",so B=,A4, - C =, 4, - (C' =, B".

If 3s, s, such that Fy As @ so and Fpo Ay @ s}, then by induction
hypothesis s, =, s, s0 B =, so =, s =, B'.

When different rules have been applied, we must detail a little more
the inferences, like in the following figure. On the one hand, we have
ds,C such that b, Ay : C, o Ay = C :sand B=, Ay — C ; on the
other hand 3sy, 59, D with Fyp Ay 0 D i sy, Fpy Ayt 59 et B =, s9.

Fpp A1t Al:s FpC:s
(s',5)
l_pgAl—)CZS l_pgAliDisl l_p2A2:82

(Abs)

|‘,,2A1—)A23A1—)C |_p2A1—>A2382

By induction hypothesis on A,, we know that C' =, s,. But generation
applied to ~,0 A; —+ C : s ensures that o C' : s, thus by subject
reduction we know that F,pcc 52 : s.

It follows that s, = * and s = O (both s and s, have appeared in
derivations in p2, so they can not be O;). But then the type inference
with (Abs) (on the left) uses a product rule (s', s) : since we have proved
that s = 0O, this is impossible in p2 (the only available product rules
are (O, %) et (x,%)).

O

Corollary 6.3 Typing uniqueness is wvalid in p— too, because it is a
subsystem of p2: any typing judgment in p— can be straightforwardly
translated in p2, so if a term had distinct types in p— it would admit them in
p2 too.
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This result is particularly interesting when looking at p2 as an extended
model of ML. In fact, since it includes explicit polymorphism and very
general patterns, it is much more powerful than ML, which has only external
quantification on type variables, and linear patterns. For instance, the term
Y* = XV — XY corresponds to the program fun id x = x, which type is
’a —> ’a. We can notice that ML does not take the type ’a as an argument,
but infers it at a meta-level by looking at the type of the argument which will
be passed to id.

Typing is fundamental in ML, since a function is accepted only if it is well
typed. But the typechecking mechanism (algorithm W of Damas-Milner) is
quite basic: it just checks that the types of a function and its arguments are
coherent. In particular, it totally discards all the pattern matching aspects;
here we have defined types with reductions, which could be expected to be
more “precise” about the behavior of a function. Our results are thus more
general, and could be specialized for MLby making appropriate restrictions.

Uniqueness of typing is also an interesting result for a programming
language with strong typing, as ML. It ensures that, whatever the algorithm
and the implementation for type inference are, the behavior of the language
will be the same, hence satisfying a certain notion of (desirable !) determinism.

7 Conclusions

We have studied the typed aspects of the p-calculus, which integrates both
the A-calculus and the rewriting in one formalism. The defined type systems
were mainly adapted from the systems of Barendregt’s A-cube, and from
the Extended Calculus of Constructions of Luo. The main innovations are:
abstraction on an arbitrary pattern, choice of a matching theory, treatment of
the resulting non-determinism, unification of Aand II in a single abstractor.
We have seen that some adjustments are necessary: strategies for
recovering of confluence, typing of the substitutions. Under these assumptions,
we have proved most of the classical properties about typed calculi: stability
up to substitution, correctness of types, subject reduction, consistency. Some
of these properties require the introduction of the system pECC with an
infinite hierarchy of universes. Uniqueness of typing is no longer valid: because
of some ambiguity between abstractions and products, the number of distinct
types for a given term is unbounded but finite. However, uniqueness remains
true in p2, the polymorphic p-calculus, which embeds ML quite naturally.

8 Future work

We are now interested in finding further results about typing:

* bounds on the number of distinct types of a term;

 ordering of these types, and existence of a principal type;
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* conditions for uniqueness in other systems than p2 (for example, what
happens if we add the constraint - A : B : x);

» weak and strong normalization of the typed calculus (which would imply
consistency and probably decidability).

José Meseguer [24,25] has shown how to encode logics with rewriting
mechanisms; we would like to study the p-calculus as a proof-term language,
in a Curry-Howard fashion. As shown in [7], patterns are a natural way
of modeling logical formulas, and we would like to understand what are
the logical applications of matching modulo a theory, non determinism and
structures. The non-uniqueness of typing can also be very interesting, because
if it is true at the level of terms, it will mean that a given proof is correct for
two distinct propositions, which has to be understood and exploited.
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