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ABSTRACT

In this paper, we introduce a new approach for multi-
band speech recognition which allows interaction between
sub-bands and does not require a recombination step.
Moreover, this approach is a natural generalization of the
HMMs paradigm and leads to fast learning and recogni-
tion algorithms.

1. INTRODUCTION

In the standard multi-band approach, the frequency axis
is divided into several sub-bands, then each sub-band
is independently modeled by a hidden markov model
(HMM). The recognition scores in the sub-bands are then
fusioned with some recombination module. While the
ideas leading to the multi-band approach are attractive
(analogy with human perception in particular), the lat-
ter has many drawbacks. For instance, the sub-bands
are assumed mutually independent which is an unrealis-
tic hypothesis. Moreover, the information contained in
one sub-band is not discriminative in general. This can
make the recombination a difficult task.

To overcome these limitations, we propose in this pa-
per to interpret each HMM as a probabilistic graphical
model (PGM) and build a more complex but uniform
PGM on the time-frequency domain by “coupling” all the
HMMs. We now give a brief introduction to PGMs and
refer the reader to [1] for a detailed lecture. The PGM
formalism consists in associating a graph to the joint
probability distribution (JPD) P(X) of a set of random
variables X = {X1, ..., Xn }. The nodes of this graph rep-
resent the random variables, while the edges encode the
conditional independencies which (are supposed to) exist
in the JPD. Using the relationships between the graph-
ical structure and the conditional independencies, it is
then possible to specify fast and exact algorithms to per-
form probability calculation. The conditional indepen-
dence semantics, or the Markov property, of PGMs de-
pend on the nature of the graph (directed, undirected or
chain graph). In this paper, we consider directed PGMs
(DPGMs) defined on directed acyclic graphs, also known
as Bayesian networks or belief networks. In this case, the
Markov property states that, conditioned on the configu-
rations of its parents, a variable is independent of all the
other variables except its descendants. A basic property

of DPGMs is that the JPD can be factorized as!

P(2) = [ P(zalpazn)) (1)

n=1

where pa(z,) denotes a configuration of the parents of
X,. From this point of view, it is easy to represent a
HMM as a DPGM shown in Figure 1. In this figure, each
node represents a random variable Q; or O; whose con-
figuration specifies the state or the observation at time
t. The arrows indicate the “causal influences” between
variables. We shall use this representation of HMMs to
build our multi-band DPGM.

Figure 1: a HMM represented as DPGM

The basic idea behind our multi-band approach is the
following: instead of considering an independent HMM
for each sub-band, we couple all the HMMs by adding di-
rected links between the variables and, then, use the com-
putational algorithms associated with DPGMs to per-
form efficient learning and recognition. Our primary goal
in this paper is to introduce these algorithms and pro-
vide a preliminary study of the potential of DPGMs in
multi-band speech recognition. Thus, in order to make
clear the different steps and given the lack of space, we
will concentrate through this paper on the case of 2 sub-
bands. Our 2-band DPGM is defined as follows. We
link the hidden variables of sub-band 1 to those of sub-
band 2 in such way that the configuration of a hidden
variable in sub-band 2 at time ¢ is conditioned by the
configuration of two hidden variables: at time ¢ — 1 in
the same sub-band and at time t in sub-band 1. Figure 2
shows the resulting DPGM. Each QE” is a discrete vari-
able taking its values in {1, ...,m}. Each OY is a contin-
uous variable with a Gaussian distribution representing
the observation vector at time ¢ in sub-band I(l = 1,2.).

In the whole paper, upper-case (resp. lower-case) letters
are used for random variables (resp. configurations).



Figure 2: 2-band DPGM

We impose a left-to-right topology on each sub-band and
assume that the hidden process is stationary. The numer-
ical parameterization of our model is then the following:
ai; = P(Q = 41Q" = i) 5 uijx = P@Q = k|Q{V =
Q% =) s b(0l") £ PO = o{"|Q{" = i) where
bgl) is a Gaussian with mean ng) and covariance 251)_

Contrarily to the standard multi-band approach, our
DPGM allows interaction between sub-bands and the
possible asynchrony between them is taken into account.
Moreover, our model uses the information contained in
all sub-bands and no recombination step is needed. A re-
lated work has been proposed in [2] where a multi-band
Markov random field is analyzed by mean of Gibbs distri-
butions. This approach (contrarily to ours) does not lead
however to exact and fast inference algorithms and as-
sumes a linear model for asynchrony between sub-bands.
In our approach, the asynchrony is learned from data.
Moreover, the PGM framework is a natural generaliza-
tion of the HMMs paradigm in the sense that all the
computational aspects of HMMSs are exactly recovered in
the full-band case.

The paper is organized as follows. In the next section
we present an inference algorithm for discrete DPGMs
which will enables us to compute likelihoods and poste-
rior probabilities efficiently and exactly. In section 3, we
present two different but equivalent algorithms to per-
form learning. In section 4, we evaluate the performance
of our approach by comparing it to HMMs and other
systems on an isolated digit recognition task.

2. INFERENCE ALGORITHM FOR DPGM

In the last decade, major progress has been accomplished
in the theory of PGMs. In particular, fast and exact
inference algorithms has been developed when all the
variables are discrete, all Gaussian or mixed discrete-
Gaussian. In this section, we present the JLO algorithm
[3] which applies to discrete DPGMs even though we are,
in principle, in the mixed discrete-Gaussian case. The
reason is that, as can be expected, all the quantities we
will need to compute involve a complete set of observa-
tions of all the continuous variables (the OED). Therefore
the discrete case will be sufficient in our setting.

The JLO algorithm proceeds in two steps. The first
one consists in using graph-theoretic tools to transform

the initial graphical structure of the PGM into a specific
graphical entity called the junction tree. In the second
step, the junction tree is used as a channel to transmit
and propagate the effect of observations (or evidence).

2.1. Construction of the junction tree

The first operation in the construction of the junction
tree for DPGMs is the moralization. It consists in adding
an extra undirected edge between any two nodes with
a common child and subsequently removing directions.
The undirected graph obtained this way is called the
moral graph. The second operation consists in adding
sufficient edges to the moral graph to make it triangu-
lated. An undirected graph is triangulated (or chordal) if
all cycles containing four or more nodes have a chord, i.e.,
an undirected edge between two non-consecutive nodes in
the cycle. In the final operation, one identifies the set C
of cliques® in the triangulated graph and forms a tree
with these cliques in such way that resulting tree, the
junction tree, satisfies the running intersection property.
This property states that each variable which appears in
two different cliques has to appear in all the cliques on
the path between these two cliques. Attached with each
edge linking two cliques C1 and C in the junction tree is

a separator S 2 C1NC3. We denote the set of separators
by S§. Figure 3 shows the junction tree of our 2-band
DPGM.

2.2. Propagation of evidence in the junction tree

Given the junction tree, the JPD P(X) can be factorized

as

II ¢c(zc)

cec
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where ¢c(zc) (resp. ¢s(xs)) is a non-negative potential
function on the clique C (resp. the separator ). The
collection of potentials ® = {{¢c,C € C},{ds,S € S}}
is termed a representation of P(X). A factorizable dis-
tribution P(X) may have many different representations,
i.e., many collections of potentials which satisfy (2). For
DPGMs, an initial representation is obtained from (1)
in the following way. First, assign each X; to just one
clique. Second, for each clique C, define the potential
¢c to be either the product of P(X;|pa(X;)) over all X;
assigned to C, or 1 if no variable is assigned to C. Then,
if ¢s is set to be 1 for each separator S, one obtains a
representation of P(X).

To propagate the effect of an observed evidence e, the
JLO algorithm operates by transforming one representa-
tion to another, starting from the initial one modified
by the incorporation of the evidence. The algorithm fin-
ishes with the marginal representation in which, for each
clique C (resp. separator S), the potential ¢¢ (resp. ¢s)
is equal to the marginal (joint) probability distribution
for the variables in C (resp. S) and the evidence. The
incorporation of evidence in the initial representation is

2A clique is a subset of nodes which are fully connected
and maximal, i.e, if a node is added to the subset, the latter
does not remain fully connected.
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Figure 3: Junction tree of the 2-band DPGM. Cliques
and separators are respectively represented by ellipsoids
and rectangles.
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done simply by setting ¢c(z¢) to 0 for any clique C con-
taining an observed variable and for any configuration
z. involving a different state of the one observed. After
this incorporation, the algorithm proceeds by passing a
sequence of flows along the edges of the junction tree.
Each flow from clique Ci to C> updates the potentials
of C> and the separator S = Ci N C> in the following
manner. Suppose that, prior to this flow, we have a rep-
resentation ®. Then, the activation of the flow yields a
new representation ®* where the new potentials of C and
S are? .
6= Y dor i de = oo,
s
C1\S

and all the other potentials being unchanged. A schedule
of such flows consists in updating all the cliques using
the the available information. This is done by choosing
a clique C, to be the root clique and, then, operating a
recursive two-phase propagation scheme: collecting evi-
dence and distributing evidence. In the collection phase,
flows are activated along all the edges of the junction
tree toward C,. In the distribution phase, flows are ac-
tivated out from C, in the reverse direction. Once a
schedule is complete, one obtains a new (final) represen-
tation ®f in which the potential ¢é of each clique C
equals P(zl,e) (where z}% is a configuration of the hid-
den variables in C). Therefore, by marginalizing over the

3 . . .
The summation Z Ci\S is over the state-space of vari-
ables that are in C7 but not in S.

unobserved variables in any clique, on gets the likelihood
of observations P(e). Also, by normalizing the potential
at a clique C to sum 1, one get the posterior conditional
probability P(z|e) of the hidden variables in C given
the evidence e. The complexity of the JLO algorithm
scales as the sum of the clique state-spaces. Thus, the
complexity for inferring our 2-band DPGM is O(m3T).

In our experiments, we will consider an isolated digit
recognition application. Therefore, we only need to com-
pute likelihoods to perform recognition, thus the JLO
algorithm will be sufficient for this purpose. We point
out however that a modified version of this algorithm
allows to identify, with the same time complexity, the
most likely sequence of hidden states given observations
[4]. This modified algorithm can be used in the case of
continuous speech for instance. It is important to note
that the Forward-Backward and Viterbi algorithms are
recovered when applying these generic inference and iden-
tification algorithms to the particular case of HMMs [5].
This shows that the HMMs paradigm fits completely in
the PGM framework.

3. MODEL PARAMETERS ESTIMATION

In the previous section, we showed how to perform infer-
ence for a DPGM when its parameters are known. In this
section, we present an algorithm for learning the parame-
ters our 2-band DPGM from available data (in the case of
a single Gaussian per state). Suppose that we have an ob-
servation vector O = (051), _“,0(T1)7052), ...,o(Tz)). Follow-
ing the same procedure as in the standard Baum-Welch
algorithm for HMMs, we obtain the re-estimation for-
mulae as follows. Suppose that we have estimated the
parameters at iteration n. Define &:(4, ) = P( 21_)1 =
i, QY = 410); i k) £ P@QY = 4,0 = 5,QY =
a2 Z a2 Z
HO); £05,9) 2 3 &4l ) (63 k) 2 3 96y )
t=1 t=1

W2 e i AD (kY2 S (6.

Ve (3) = 22 &(6,5); v (k) = 32 (4, 5, k). Then, the
i=1 i,j=1

new parameters at iteration n + 1 are given by*

£G,9) . Y(i, j, k)

Aij = =< 7. -~ 3 Uijk — =< 7+ - 1<
! JEGD) T Y (g k)
E) 1 1 1
S 7P )b (o)
W) _ =1 .
b Lo ’
E Ve (’)
t=1
N YRV IO NG IO
E Ve (1)(0:5 - My )(Ot — M )
Egz) _ =1

W
E ¥ (%)
t=1

The remaining question is how to compute efficiently
&:(%,7) and (i, 7, k). Notice that, at each time ¢, the
two subsets of hidden variables involved in these poste-
rior conditional probabilities are both included in some

4For sake of notational simplicity, we drop the iteration
index.



cliques of the junction tree. Therefore, these quantities
can be efficiently computed using the JLO algorithm.
We now give an “alternative” way to compute &; and
1 (and also likelihoods) which is analogous to the one
used for HMMs. More precisely, we define (for our 2-
band DPGM) new Forward and Backward coefficients
and give the formulae to compute &; and ; using these
coefficients. Therefore, if an HMM-based system is avail-
able, one can easily modify it to implement our approach.
‘We emphasize however that this “alternative” way is just
a re-writing of the JLO algorithm (which applies to any

DPGM) when applied to our 2-band DPGM.

Let of 2 (021)7 ...,og,l),ogz),...,og)). Define the For-

ward and Backward coefficients to be respectively

(i, k) 2 P(ot, QM = i,Q = k)

LA .
Bi(i k) 2 Ploi|QfY = 6, Qi = k),
where ao (3, k) £ 8 (i)d1 (k) and Br (i, k) 2 1. These coef-
ficients can be recursively computed as follows:

ay(i, k) = b (0f )67 (o) D " wijn Y aniai—1(n, j)

J n

Beik) =Y aimbl (o) Y wnkmbs (of1)Brs1 (n, m).

Then, & and 1); are given by

ai;b\" (0§) 3 B (G, k)L (087) 3 wjnave—1 (i, m)
k n

b (0f )b (0 Yuijn Be(i, k) Y- anicre—1 (s )
¢t(la]7 k) = P(O)
where the likelihood P(0) =}, , ar(i, k).

4. EXPERIMENTS

In this section, we evaluate the performance of our ap-
proach on an isolated digit recognition task and compare
it to HMMs and 2 other models. Our experiments are
carried out on the Tidigits database in which 112 (resp.
113) speakers are used for training (resp. test). Each
speaker utters 11 digits twice. The parameterization for
the classical full-band HMM is done as follows: 25ms
frames with a frame shift of 10ms, each frame is passed
through a set of 24 triangular filters resulting in a vec-
tor of 35 features, namely, 11 static MFCC (the energy
is dropped), 12 A and 12 AA. The parameterization
for our 2-band DPGM is done as follows: each frame is
passed through the 15 first (resp. last 9) filters result-
ing in the acoustic vector of sub-band 1 (resp. sub-band
2). Each vector contains 17 features: 5 static MFCC,
6 A and 6 AA. The resulting bandwidths of sub-bands
1 and 2 are [0..1777Hz] and [1467H 2..10000H 2] respec-
tively. As mentioned earlier, we also compare our ap-
proach to 2 other models. The first one is a “classical”
2-band model where the recombination is performed by a
multi-layer perceptron (MLP). The topology of this MLP

is: 22 input, 15 hidden and 11 output neurons. In the
second one, for each frame, we concatenate the acoustic
vectors of sub-band 1 and 2 and use the resulting vec-
tor (34 features) as input for the HMM-based system.
The number of hidden states is six for every digit and
all models (m = 6). The training of all models is done
on clean speech only. The test however is performed on
clean and noisy speech. The latter is obtained by adding,
at different SNRs, a band-pass filtered white noise with
a bandwidth of [3000Hz2..6000Hz]. Figure 4 shows the
recognition rates we obtain using the four models. For
clean speech, the 2-band DPGM performs 3% better than
HMMs and 2% worse than MLP. We point out however
that the isolated speech task, plus the fact of 2 sub-bands
only, is the most ideal case for MLP. For noisy speech,
our model performs always better than the 3 others mod-
els. In conclusion, our 2-band DPGM models speech with
higher fidelity than HMMs and is more robust to noise
than all the other models. This shows that the PGM
framework is very promising in the field of speech recog-
nition and should be investigated further. This will be
done in a future work.

% e—aFullband HMM
>---xMultiband MLP

100 — DPGM

=-—a HMM with cancatenated MECC

SNR

CLEAN

Figure 4: Recognition rates for clean and noisy speech
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