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Using projection operators in Computer Aided Geometric
Design

Laurent Busé, Mohamed Elkadi, and Bernard Mourrain

Abstract. We give an overview of resultant theory and some of its ap-
plications in computer aided geometric design. First, we mention different
formulations of resultants, including the projective resultant, the toric resul-

tant, and the residual resultants. In the second part we illustrate these tools,
and others projection operators, on typical problems as surface implicitiza-
tion, inversion, intersection, and detection of singularities of a parameterized

surface.

1. Introduction

The aim of this paper is to present a general overview of projection opera-
tors used in EAG (Effective Algebraic Geometry) and their implication in CAGD
(Computer Aided Geometric Design). A projection operator is an operator which
associates to an overdetermined polynomial system in several variables a polyno-
mial depending only on the coefficients of this system, which vanishes when the
system has a solution. This projection operation is a basic ingredient of many
methods in EAG. In this paper, we describe a general framework, based on our
recent works on resultants, in order to handle the known resultant formulations
(projective, toric, residual) in a uniform way. These constructions are special cases
of the projection of the incidence variety associated with line bundles, very ample
almost everywhere on a given projective variety. This will allow us to handle the
critical problems of base points, occurring in many situations. Special applications
to the problem of implicitization in CAGD are given. In particular, we describe
how the different resultant constructions apply to this problem and propose a new
method based on approximation complexes, extending the method of moving sur-
face, and which allows us to treat general base points. These constructions are
illustrated on 3 typical problems occurring in CAGD, namely surface inversion,
intersection, and detection of singularities of a parameterized surface. We point
out that this approach based on resultant constructions yields a preprocessing
step in which we generate a dedicated code for the problem we want to handle.
The effective resolution, which then requires the instantiation of the parameters
of problems and the numerical solving, could thus be highly accelerated. Experi-
mental details, which would lead us outside the scope of this paper, are not given,
but examples based on the maple package multires illustrate our presentation.

The paper is organized as follows: In section 2 we give a general construction
of the resultant theory. In section 3 we obtain as particular cases of the previous
construction a several usual resultants (classical, anisotropic, toric, residual) and
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we show how to compute them. In section 4 we focus on the implicitization problem
for rational parametric 3D-surfaces using different resultant formulations, moving
quadrics, approximation complexes, Bezoutians, . . . . In section 5 by means of
resultant techniques we study some problems in CAGD: surface inversion (i.e.
find the inverse images of points in a parametric rational surface), intersection (i.e.
intersect a parametric curve and an implicit surface), detection of singularities of
an implicit surface, . . .We will see that these questions reduce to linear algebra by
the use of elimination theory.

Hereafter K is an algebraically closed field.

2. Resultant theory

The theory of resultant is devoted to the study of conditions on the coefficients
of an overdetermined system to have a solution in a fixed variety. The most pop-
ular resultant is the so-called Sylvester’s resultant of two univariate polynomials
f0(x) = c0,0 + c0,1x+ . . .+ c0,nx

n and f1(x) = c1,0 + c1,1x+ . . .+ c1,mx
m. It is an

irreducible polynomial in the coefficient ring K[c0,0, . . . , c0,n, c1,0, . . . , c1,m], which
is usually denoted Res(f0, f1). For a given specialization of these coefficients,
Res(f0, f1) vanishes if and only if one of the following conditions is satisfied:

• f0 and f1 have a common root in K
• deg(f) < n and deg(g) < m, i.e. c0,n = c1,m = 0

is satisfied. These two conditions can be replaced by the single one: f0 and f1 have
a common root in the projective space P1

K. It appears that the projective setting is
more simple here, and this is also true in a more general situation. Consequently,
in what follows, we will always work on projective varieties.

The typical situation is the case of a system of n+ 1 equations in a projective
variety X of dimension n, of the form:

fc :=


f0(x) =

∑k0
j=0 c0,j ψ0,j(x)

...
fn(x) =

∑kn

j=0 cn,j ψn,j(x)

where c = (ci,j) are parameters, x is a point of X, and such that for all i = 0, . . . , n
we have a regular map (independent of c)

φi : x ∈ X 7→ (ψi,0(x) : . . . : ψi,ki
(x)) ∈ Pki .

In the language of modern algebraic geometry, to each map φi is associated
an invertible sheaf Li = φ∗(OPki (1)), and a vector subspace Vi = 〈ψi,0, . . . , ψi,ki

〉
of its global sections Γ(X,Li) (see [Har77], II.7). In this way, the K-vector space
Vi parameterizes all the polynomials fi that we can obtain by specializing the
coefficients (ci,j)j=0,...,ki in K. As two polynomials fi and gi such that fi = λgi
with λ ∈ K∗ define the same zero locus, it is convenient to identify them, and
hence to parameterize polynomials fi by the projective space P(Vi) ' Pki .

The projection (or elimination) problem consists, in this case, in finding nec-
essary (and sufficient) conditions on c such that the system fc = 0 has a so-
lution in X. Considering a geometric point of view, we look for the values of
parameters c = (ci,j) ∈ Pk0 × · · · × Pkn such that there exists x ∈ X with
fi(x) =

∑ki

j=0 ci,jψi,j(x) = 0 for i = 0, . . . , n. In other words, c is the first
projection of the point (c, x) in the incidence variety

WX = {(c, x) ∈ Pk0 × · · · × Pkn ×X : fi(x) = 0, i = 0, . . . , n}.
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We denote by π1 : WX → Pk0 × · · · × Pkn and π2 : WX → X the first and
second projections. The image by π2 of a point of WX is a solution in X of the
associated system, and the image of WX by π1 is precisely the set of values of
parameters c for which the system has a root in X. We define the resultant of
f0, . . . , fn when π1(WX) is an irreducible hypersurface, and we denote ResV0,...,Vn

its equation (unique up to a non-zero multiple in K).

Definition 2.1. Let L be an invertible sheaf on X and V be a vector subspace
of the vector space of its global sections H0(X,L).

• The base points of V are the points x ∈ X such that f(x) = 0 for all
f ∈ V .

• V is said to be very ample if the canonical map

x ∈ X 7→ {f ∈ V : f(x) = 0} ∈ P(V )

is an embedding, or equivalently, if V separates the points and the tangent
vectors in X (see [GH78] p.180).

• V is said to be very ample almost everywhere if there exists a dense open
subset U of X such that the restricted map

x ∈ U 7→ {f ∈ V : f(x) = 0} ∈ P(V )

is an embedding, or equivalently, if V separates the points and the tangent
vectors in U.

Theorem 2.2. ([BEM01] proposition 1) Suppose that each Vi is very am-
ple almost everywhere and has no base points, then π1(WX) is a hypersurface of∏n
i=0 Pki . Its degree in the coefficients of fi (that is w.r.t. to Pki) is

∫
X

∏
j 6=i c1(Lj),

where c1(Lj) denotes the first Chern class of the invertible sheaf Lj.

Remark 2.3. It is clear that if Vi is very ample then Vi has no base points and
Vi is very ample almost everywhere. Consequently the mixed resultant of [GKZ94]
is contained in this theorem.

If the system fc satisfies the hypothesis of theorem 2.2, ResV0,...,Vn is a function
on

∏n
i=0 Pki satisfying the property

ResV0,...,Vn
(f0, . . . , fn) = 0 ⇔ ∃ x ∈ X : f0(x) = · · · = fn(x) = 0.

By construction ResV0,...,Vn
is multihomogeneous, its degree in the coefficients of fi

is given by the “explicit formula”
∫
X

∏
j 6=i c1(Lj). This number can be seen as the

number of solutions of a generic system {x ∈ X : fj(x) = 0 : j = 0, . . . , n, j 6= i}.
As we will see in the next section, a lot of known resultants as classical re-

sultants, toric resultants or anisotropic resultants are obtained from theorem 2.2
by choosing X and V0, . . . , Vn adequately. However this construction of resultant
degenerates if the system fc has base points (i.e. π1(WX) =

∏n
i=0 Pki). Such

systems with base points arise very often in practice, so we now generalize the
preceding construction of resultants, taking into account the possible presence of
base points.

From now on, we only suppose that the maps φi are rational and not regular
(i.e. possibly with base points), each vector space Vi being a subvector space of
the global sections of a given invertible sheaf Li. We will use a standard tool in
algebraic geometry to “erase” base points, called the blowing-up. The basic idea
is to blow-up X along the base points locus of the system fc, then obtain a new
projective variety X̃ of the same dimension where the pull-back of our system fc
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can be seen without base points, and finally apply theorem 2.2. Roughly speaking
we blow-up the ideal of X associated to the union of base points of each Vi, for
i = 0, . . . , n. More precisely, we blow-up the ideal sheaf I on X obtained as the
image of the morphism of sheaves

(⊕ni=0Vi)⊗K (⊕ni=0L∗i ) → OX ,

induced by the canonical morphism

⊕ni=0Vi ⊗K OX → ⊕ni=0Li.

We denote the blow-up of X along I by π : X̃ → X. We have the new incidence
variety

WX̃ = {(c, x) ∈ Pk0 × · · · × Pkn × X̃ : f̃i(x) = 0, i = 0, . . . , n},

where f̃i denotes the virtual transform of fi by π, that is the pull-back π∗(fi) of
fi seen as a section of π∗(Li)⊗π−1I.OX̃ . Denoting by π̃1 : WX̃ → Pk0 ×· · ·×Pkn

and π2 : WX̃ → X̃ the two natural projections, we obtain the following corollary
of theorem 2.2.

Corollary 2.4. ([Bus01a] proposition 2.2.4) Suppose that each Vi is very
ample almost everywhere, then π̃1(WX̃) is a hypersurface of

∏n
i=0 Pki . Its degree in

the coefficients of fi (that is w.r.t. to Pki) is given by
∫
X

∏
j 6=i c1(Lj)⊗π−1I.OX̃ .

Moreover if there is no base points, then the ideal sheaf I is exactly OX ,
and π is the identity X → X so that we recover the construction of resultants of
theorem 2.2. Consequently, as soon as the Vi’s are very ample almost everywhere,
we construct a resultant for the system fc denoted by ResV0,...,Vn and defined as
the equation of the hypersurface π̃1(WX̃). It is, as usual, multihomogeneous and
satisfies

ResV0,...,Vn
(f0, . . . , fn) = 0 ⇔ ∃ x ∈ X̃ : f̃0(x) = · · · = f̃n(x) = 0.

Notice that this resultant depend only on the birational equivalent class of X and
the vector spaces V0, . . . , Vn (and not on the Li’s; see [Bus01a] chapter 2 for more
details).

We have thus constructed a general resultant which is valid for a very large
range of systems fc, but it remains to compute it!

3. Examples of resultant constructions

In this section we give several examples of resultants as particular cases of the
previous construction and show how to compute them.

The resultant is basically an elimination operator. It can be computed (at least
theoretically) using Gröbner bases methods. However such methods are not used
in practice for at least two reasons: because of the complexity issues and the high
cost of Gröbner bases, and especially because the output is the expanded resultant
itself. The methods we are going to present here give the resultant in a matrix
formulation, which is much more adapted to applications. There is basically three
ways to obtain such a formulation:

• As gcd of maximal minors of a surjective matrix.
• As a determinant of a complex (see [GKZ94], appendix A).

• As a ratio
det(M)
det(E)

of two determinants, where E is a submatrix of M .
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Notice that the two first points are always going together, coming from the knowl-
edge of a complex which “resolves” the generic system of the corresponding resul-
tant.

3.1. Classical resultant. The classical case studied in [Mac02], [vdW50],
is the case where X is the projective space Pn and Vi, for i = 0, . . . , n, is the vector
of all monomials of a fixed degree di. Clearly, when di ≥ 1 each Li = OX(di)
separates the points and the tangent vectors and thus ResV0,...,Vn is well defined.
It is traditionally denoted ResPn . By theorem 2.2 (or Bézout theorem), its degree
with respect to Vi is

∏
j 6=i dj .

The necessary and sufficient condition on c such that f0, . . . , fn have a common
root in Pn is ResPn(fc) = 0. Macaulay’s construction [Mac02] of the classical
resultant can be seen as an extension of Sylvester’s method to the multivariate case.
We describe it in the affine setting by substituting x0 = 1, x1 = t1, . . . , xn = tn.

Let ν =
∑n
i=0 di − n and tF be the set of all monomials in t of degree ≤ ν. It

contains (ν+nn ) elements. Let tdn
n tEn be the set of all monomials of tF which are

divisible by tdn
n . For i = n − 1, . . . , 1, we define by induction tdi

i tEi to be the set
of all monomials of tF \ (tdn

n tEn ∪ . . .∪ tdi+1
i+1 tEi+1) which are divisible by tdi

i . The
set tF \ (tdn

n tEn ∪ . . . ∪ td11 tE1) is denoted by tE0 and is equal to

tE0 = {tα1
1 · · · tαn

n : 0 ≤ αi ≤ di − 1}.

It has d1 · · · dn monomials.
If E is a subset of Nn, 〈tEn〉 denotes the vector subspace generated by the set

tE .
The resultant matrix S is the matrix in monomial bases of the following linear

map:

S : 〈tE0〉 × · · · × 〈tEn〉 → 〈tF 〉(1)

(q0, . . . , qn) 7→
n∑
i=0

qifi.

The determinant of S is generically not 0 (for it does not vanish when we
specialize fi to tdi

i ) and has the same degree
∏n
i=1 di as the resultant with respect

to V0. Therefore
det(S) = ResPn(fc) ∆(f1, . . . , fn),

where ∆(f1, . . . , fn) is a subminor of S depending only on the coefficients of
f1, . . . , fn [Mac02].

We remark that, if R = K[t1, . . . , tn], the map (1) is in fact connected to the
first map of the Koszul complex of the sequence f0, . . . , fn,

0 → ∧nRn dn−→ ∧n−1Rn −→ · · · −→ Rn
d1−→ R,

in degree ν, where dl(ei1 ∧ · · · ∧ eil) =
∑l
j=1(−1)jfijei1 ∧ · · · êi1 · · · ∧ eil . Indeed as

shown in [Dem84], [Cha93] the determinant of the Koszul complex is the classical
resultant of f0, . . . , fn. For other constructions, also related to the Koszul complex
and its dual which also yield the classical resultant sometimes in a more compact
way, we refer to [Jou97], [WZ94], [DD01].

This resultant has been widely studied, and has a lot of properties; a quasi-
complete list can be found in [Jou91]. We recall two of them that we will use
later, a weight invariance property and the so-called Poisson’s formula.
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For i = 0 . . . n, let fi =
∑

|α|=di
cα,ixα be the generic homogeneous polynomial

of degree di. The coefficients cα,i are considered as indeterminates, that is fi ∈ A[x]
where A denotes the coefficient ring Z[cα,i, |α| = di].

Lemma 3.1. ([Jou91] 5.13.2) Let m be a fixed integer in {0, 1, . . . , n}. We
graduate the coefficient ring A by setting deg(cα,i) = αm. Then ResPn(f0, . . . , fn) ∈
Z[cα,i, |α| = di] is isobar (i.e. homogeneous for this graduation) of weight

∏n
i=0 di

in A.

This lemma is a corollary of a more general formula called the “changing
basis formula” (see [Jou91] 5.12). We end this section with the well-known Pois-
son’s formula. For all i = 0, . . . , n, let f̃i(x1, . . . , xn) := fi(1, x1, . . . , xn) and
f i(x0, . . . , xn−1) := fi(0, x1, . . . , xn).

Lemma 3.2. ([Jou91] 2.7, [CLO97] III.3.5) Let ρ = ResPn−1(f1, . . . , fn) ∈ A.
We have

ResPn(f0, . . . , fn) = det(M(f̃0))ResPn−1(f1, . . . , fn)
d0 ,

where M(f̃0) is the multiplication by f̃0 in Aρ[x1, . . . , xn]/(f̃1, . . . , f̃n−1).

3.2. Anisotropic resultant. This resultant was introduced and studied by
Jouanolou in [Jou91] and [Jou96]. It is a generalization of the classical resultant,
taking into account the possible combinatorial properties of a polynomial system
and giving a more “reduced” eliminant polynomial. Instead of considering all the
variables x0, . . . , xn of the same degree 1, we consider them with different weights.

Let m0,m1, . . . ,mn in N∗. Set µ = lcm(m0, . . . ,mn), δ = gcd(m0, . . . ,mn),
and ∆ =

m0m1 . . .mn

δ
∈ N. We denote by C the polynomial ring K[x0, . . . , xn]

with deg(xi) = 1, and by aC the same polynomial ring but with deg(xi) = mi

(the exponent a stands for anisotropic). Usually we consider the projective space
Pn = Proj(C), but here we work on aPn = Proj(aC), that is the anisotropic
projective space with weights (m0, . . . ,mn). Notice that from a geometrical point
of view we have the canonical morphism

(x0 : · · · : xn) ∈ Pn 7→ (xm0
0 : · · · : xmn

n ) ∈ aPn.
Let X = aPn and Vi, for all i = 0, . . . , n, be the set of all isobar (i.e. homo-

geneous in the weighted variables) monomials of degree di in aC, that is Vi is the
vector space of global sections of the invertible sheaf Li = OaPn

K
(di). In section 3.1,

we required that di ≥ 1 to fulfill the very ampleness condition for the existence
of the resultant. Here we have a similar hypothesis by assuming that µ|di for all
i = 0, . . . , n. In this way the resultant ResV0,...,Vn , denoted aResPn , is well defined.
It is also multi-homogeneous, and its degree with respect to the coefficients of the

polynomial fi is

∏
j 6=i dj

∆
(see [Jou91] 6.3.5(A)).

As for the classical resultant, there are different ways to compute it, the more
commonly one is the anisotropic Macaulay’s matrices, coming from the anisotropic
Koszul complex (see [Jou96]). Anisotropic resultant and classical resultant are
closely related, and almost all the classical resultant properties (as Poisson’s for-
mula) can be extended to the anisotropic situation. To illustrate it, we give the
following result which shows how the anisotropic situation reduces to the classical
one.

Lemma 3.3. ([Jou91] 6.3.5(B)) Let f0, . . . , fn be isobar polynomials in aC of
respective degree di, and let f ]i (x0, . . . , xn) = fi(xm0

0 , . . . , xmn
n ) ∈ C. We have

ResPn(f ]0, . . . , f
]
n) = aResPn(f0, . . . , fn)∆.
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3.3. Toric resultant. The toric (or sparse) resultant has been introduced in
[KSZ92], then developed in [GKZ94]. It takes into account the monomial support
of the input polynomials. Thus it is possible to work with polynomials having
negative exponents, that is Laurent polynomials. Let fi(t) =

∑
α∈Ai

cα,i tα, i =
0 . . . n, be n + 1 Laurent polynomials (where t = (t1, . . . , tn)) with supports into
fixed sets Ai ⊂ Zn. To each finite set Ai ⊂ Zn we can associate a projective toric
variety XAi (not necessary normal, see [GKZ94] chapter 5) which can be defined
as the algebraic closure of the image of the map

σi : (K∗)n → PNi : t 7→ (tα)α∈Ai

where Ni = |Ai| − 1. Each fi(t) can thus be extended globally (by “homogeniza-
tion”) as a linear form on XAi

. In order to apply the previous resultant theory, we
consider the projective variety X obtained as the algebraic closure of the image of
the map

σ : (K∗)n → XA0 × . . .×XAn

t 7→ (tα)α∈A0 × . . .× (tα)α∈An .

Denoting by KAi the subspace of polynomials with support in Ai, by construction,
X ⊂ XA0 × . . . ×XAn

⊂ P(KA0
∗) × . . . × P(KAn

∗). We then define an invertible
sheaf Li on X as the inverse image of the sheaf O(1) from the factor P(KAi

∗), and
set Vi = H0(X,Li). If we suppose that each Ai generates Rn as an affine space and
that all Ai together generate Zn as an affine lattice, then the resultant ResV0,...,Vn

is
well defined (see [GKZ94] VIII.1). Its degree with respect to each fi is the generic
number of solutions of the system {f0 = 0, . . . , fi−1 = 0, fi+1 = 0, . . . , fn = 0}.
By the BKK theorem [Ber75], this is the mixed volume of {Aj}j 6=i, that is the
coefficient of

∏
j 6=i λj in Vol

(∑
j 6=i λi Ai

)
= MV({Aj}j 6=i)

∏
j 6=i λj+ · · · where Vol

denotes the usual Euclidean volume.
The methods for constructing a Sylvester-type matrix are based on geomet-

ric properties of the supports Ai (see [CP93], [CE93]). They use the following
scheme: for any polytope A ⊂ Zn and for any non-zero vector δ ∈ Rn, let Aδ

denotes the set of integer points of A which are not on facets F of A such that the
scalar product nF · δ > 0, where nF is the exterior normal vector of F . Consider
now the following (well-defined) linear transformation

S̃ : 〈tE0〉 × · · · × 〈tEn〉 → 〈tF 〉

(q0, . . . , qn) 7→
n∑
i=0

qifi

where Ei = (⊕i 6=jAi)δ, F = Aδ. Exploiting the properties of a regular triangu-
lation of A, it is possible to extract from S̃ a maximal square matrix S(c), such
that, for a sufficiently generic vector δ, its determinant is not generically 0 and such
that its degree in the coefficients of f0 is exactly the mixed volume of A1, . . . , An.
Therefore, this determinant is a non-trivial multiple of ResX(fc), the extraneous
factor depending only on the coefficients of f1, . . . , fn. A Macaulay-like formula is
given in [D’A02], for the explicit description of this extraneous factor for special
lifting functions, used to construct a regular subdivision of A. We mention also
the recent work [Khe02] giving a square matrix for unmixed bivariate systems.

3.4. Residual resultant. In many situations coming from practical prob-
lems, the polynomial system has commons zeroes which are independent of the
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parameters, and which we are not interested in. We are going to present here how
to compute the resultant in such a situation, under suitable assumptions.

Let g1, . . . , gr be r homogeneous polynomials of degree k1 ≥ . . . ≥ kr ≥ 1 in
S = K[x0, . . . , xn], and denote by G the ideal they generate. Being given n + 1
integers d0 ≥ . . . ≥ dn greater or equal to k1, we would like to compute the
resultant associated to the system

(2) fc :=


f0(x) =

∑r
i=1 hi,0(x) gi(x)

...
fn(x) =

∑r
i=1 hi,n(x) gi(x)

where hi,j(x) =
∑

|α|=dj−ki
ci,jα xα is a homogeneous polynomial of degree dj−ki.

For this we set X = Pn, and Vi = H0(X,G(di)) for all i = 0, . . . , n, where G is the
coherent ideal sheaf associated to G. The vector space Vi parameterizes all the
homogeneous polynomials of degree di which are in the saturation of G.

Proposition 3.4. ([BEM01]) Suppose that G is a (projective) local complete
intersection, and that dn ≥ kr + 1. Then ResV0,...,Vn is well defined and satisfies

ResV0,...,Vn
(f0, . . . , fn) = 0 ⇔ F sat 6= Gsat

⇔ (F sat : Gsat) 6= S
⇔ Z(F : G) 6= ∅

where both ideals F sat and Gsat denote respectively the saturations of the ideals
F = (f0, . . . , fn) and G.

From a geometrical point of view, the vanishing condition can be stated in the
blow-up X̃ of X along the ideal sheaf G, that we denote by π : X̃ → X. We have

ResV0,...,Vn
(f0, . . . , fn) = 0 ⇔ ∃ x ∈ X̃ : f̃i(x) = 0 ∀i ∈ {0, . . . , n},

where f̃i denotes the section π∗(fi) ∈ H0(X,π−1G.OX̃ ⊗ π∗(OX(di))), i.e. the
virtual transform of fi by π. In particular, if there exists a point x ∈ X\Z(G) such
that fi(x) = 0 for all i = 0, . . . , n, then we deduce that ResV0,...,Vn

(f0, . . . , fn) = 0.
The explicit computation of ResV0,...,Vn

is known in two cases : the case where
G is supposed to be a complete intersection [BEM01] (see also [BKM90, CU00,
Bus01a]), and the case where G is supposed to be a (projective) local complete
intersection codimension 2 arithmetically Cohen-Macaulay (abbreviated ACM)
ideal [Bus01a]. Since we are interested in applications to CAGD, we present only
the second case which was originally designed for surface implicitization, taking
X = P2 [Bus01b] (point out that a saturated ideal in P2 of codimension 2 is
ACM).

The hypothesis G is ACM of codimension 2 is made to have, using Hilbert-
Burch theorem (see [Eis94] theorem 20.15), the following free resolution of the
ideal G:

(3) 0 →
r−1⊕
i=1

S[−li]
ψ−→

r⊕
i=1

S[−ki]
γ=(g1,...,gr)−−−−−−−−→ G→ 0,

with
∑r−1
i=1 li =

∑r
i=1 ki. It follows that the Eagon-Northcott complex associated

to the graded map

r−1⊕
i=1

S[−li]
n⊕
i=0

S[−li]
ψ⊕φ−−−→

r⊕
i=1

S[−ki],
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where φ is the matrix (hi,j)1≤i≤r,0≤j≤n resolves the ideal (F : G), and hence the
determinants of some of its graded parts are exactly ResV0,...,Vn . This result gives
a first algorithm to compute ResV0,...,Vn , and also its multi-degree as an Euler
characteristic. A closed formula for all n is difficult to state, but we can do the
computation “by hand” in the useful case of P2, and we obtain that ResV0,V1,V2 is
homogeneous in the coefficient of each fi, i = 0, 1, 2, of degree

d0d1d2

di
−

∑n−1
j=1 l

2
j −

∑n
j=1 k

2
j

2
.

Another consequence of this formulation in terms of determinant of complex is the
usual “gcd maximal minors” property of resultants:

Theorem 3.5. We denote by ∆i1,...,ir the determinant of the submatrix of the
map φ ⊕ ψ corresponding to columns i1, . . . , ir, and by αi1,...,ir its degree. Then,
for any ν ≥

∑n
i=0 di − n(kr + 1), the morphism

∂ν :
⊕

0≤i1<...<ir≤n

Sν−αi1,...,ir
ei1 ∧ . . . ∧ eir −→ Sν

ei1 ∧ . . . ∧ eir 7→ ∆i1...ir

is surjective if and only if Z(F : G) = ∅ (or F sat = Gsat). In this case, all non-
zero maximal minors of size dimK(Sν) of the matrix ∂ν is a multiple of ResV0,...,Vn

,
and the gcd of all these maximal minors is exactly the residual resultant.

3.5. General residual resultant. We have seen that we can compute the
resultant in presence of base points (if the base points locus is a complete in-
tersection or a local complete intersection ACM of codimension 2) with similar
algorithms to the ones known for the classical resultant.

We have seen (corollary 2.4) that if X = Pn and V0, . . . , Vn are very ample
almost everywhere, we can define its resultant ResV0,...,Vn

. Let us see now how to
compute a non-zero multiple of it (see [BEM00] for more details).

Definition 3.6. The Bezoutian Θf0,...,fn
of f0, . . . , fn ∈ S is the element of

S ⊗K S defined by

Θf0,...,fn(t, z):=

∣∣∣∣∣∣∣
f0(t) θ1(f0)(t, z) · · · θn(f0)(t, z)

...
...

...
...

fn(t) θ1(fn)(t, z) · · · θn(fn)(t, z)

∣∣∣∣∣∣∣,
where

θi(fj)(t, z) :=
fj(z1, . . . , zi−1, ti, . . . , tn)− fj(z1, . . . , zi, ti+1, . . . , tn)

ti − zi
.

Let Θf0,...,fn
(t, z) =

∑
θαβ tαzβ , θα,β ∈ K. The Bezoutian matrix of f0, . . . , fn is

the matrix Bf0,...,fn
= (θαβ)α,β.

The Bezoutian was used by E. Bézout to construct the resultant of two poly-
nomials in one variable [B6́4]. In the multivariate case, we have the following
property.

Theorem 3.7. Assume that each Vi is very ample almost everywhere, then
any maximal minor of the Bezoutian matrix Bf0,...,fn

is divisible by the resultant
ResV0,...,Vm

(f0, . . . , fn).
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Remark 3.8. As we said at the end of section 2, it is possible to use other
birational transformations than blowing-up to define the resultant. For instance, in
[BEM00] it was proved that this general residual resultant can also be constructed
with any birational morphism from a dense open subset of X to a projective space.
This point of view generalizes monomial parameterizations used to define the toric
resultant to polynomial parameterizations. We refer to [BEM00] for more details
and conditions similar to “very ampleness almost everywhere”.

4. Surface implicitization

Algebraic surfaces are basic ingredients in computer aided geometric design.
They appear in two forms: parametric and/or implicit representations. The para-
metric one is given by a generically finite map

σ : (t1, t2) ∈ U ⊂ K2 7→
(
f1(t1, t2)
f0(t1, t2)

,
f2(t1, t2)
f0(t1, t2)

,
f3(t1, t2)
f0(t1, t2)

)
∈ K3(4)

where the fi are polynomials in t1 and t2, and U is a subset of K2 such that
f0 6= 0 on U . The implicit equation is given by an irreducible polynomial in three
variables P (x1, x2, x3) of minimal degree such that P ◦σ = 0. Both representations
are important for different reasons. The parametric is useful to generate points
(and so to draw the surface), the implicit is convenient to test whether a point is
in the given surface or not and for intersection purposes.

From a mathematical point of view it is more practice to work whit implicit
equations but most surfaces in CAGD are given by parametric representations.
So we will focus on the surface implicitization problem, that is, computing the
implicit equation of the surface from its parametric representation.

We consider the projective map

σh : P2 \ V → P3

(t0 : t1 : t2) 7→ (fh0 (t) : fh1 (t) : fh2 (t) : fh3 (t)),

where t = (t0 : t1 : t2), fh0 , . . . , f
h
3 are the homogenization of f0, . . . , f3 (with

respect to t0) of degree d = maxi=0,...,3(deg(fi)), and V is the zero-locus of fh0 =
· · · = fh3 = 0 in P2. The graph of σ can be described by the equations f1(t)− x1 f0(t) = 0

f2(t)− x2 f0(t) = 0
f3(t)− x3 f0(t) = 0

where x1, x2, x3 denotes affine coordinates in P3. Computing the implicit equation
reduces to eliminate the variables t in this system. The result is the equation of
the closed image of σh, which is of the form P (x1, x2, x3)β , where β is the degree
of the map σ (the number of points in a generic fiber of σh onto its image).

In the following subsections we will list some methods to compute the implicit
equation, using resultants with/without base points (a base point being a point in
V ) or the syzygies of the polynomials fh0 , f

h
1 , f

h
2 , f

h
3 .

4.1. The implicit equation as an anisotropic resultant. As far as we
know, the best way to compute the implicit equation P of σ if σh has no base
points is to use the anisotropic resultant. We denote by x0 the homogenization
variable in P3. The basic idea of the following proposition is that a point (x0 : x1 :
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x2 : x3) ∈ P3 is on P if and only if there exists a point t = (t0 : t1 : t2) ∈ P2 and
a non-zero scalar λ such that

(5)


λx0 − fh0 (t) = 0,
λ x1 − fh1 (t) = 0,
λ x2 − fh2 (t) = 0,
λ x3 − fh3 (t) = 0.

Introducing a new variable λ of weight d, so that equations λxi− fhi (t) are isobar
of degree d, we have:

Theorem 4.1. ([Jou96] 5.3.17) Assume that σh has no base points, and that
deg(λ) = d, deg(t0) = deg(t1) = deg(t2) = 1. Then the anisotropic resultant

ResaP4(λx0 − fh0 (t), λx1 − fh1 (t), λx2 − fh2 (t), λ x3 − fh3 (t)) = P (x0, x1, x2, x3)β ,

where β is the degree of σh. It is of total degree d2.

Jouanolou gives some square matrices to compute explicitly this anisotropic
resultant in [Jou96], which have the advantage to yield a generic formula for all
the parameterized surfaces without base points. Notice that these matrices were
rediscovered, in some particular cases, in [AS01].

The usual construction used to solve the surface implicitization problem with-
out base points and based on classical resultants is given by the following theorem.
We give a proof (that we did not find in the literature) of it, based on the properties
of resultants.

Theorem 4.2. Assume that σh has no base points. If β is the degree of σh,
then the classical resultant

ResP3(x1f
h
0 (t)− fh1 (t), x2f

h
0 (t)− fh2 (t), x3f

h
0 (t)− fh3 (t)) = P (1, x1, x2, x3)β .

It is of total degree (in x) d2.

Proof. We introduce a new variable λ and consider the classical resultant :

R(x) := ResP4(λdx0 − fh0 (t), λdx1 − fh1 (t), λdx2 − fh2 (t), λdx3 − fh3 (t)).

By lemma 3.1, R is isobar of degree d4, assuming that deg(xi) = d for all i =
0, 1, 2, 3. It follows that R is a homogeneous polynomial in K[x0, x1, x2, x3] of
degree d3. Moreover it is clear that R vanishes at a point (x0 : x1 : x2 : x3)
if and only if this point is in the surface S, and we deduce, since deg(S) = d2,
that R = Sd (this also follows from lemma 3.3). In order to recover the classical
resultant over P3, we “localize” the preceding formula using the Poisson’s formula
(see lemma 3.2) as follows.

After the specialization of x0 to 1, by classical invariance properties we have
of the resultant

R = ResP4(λd − fh0 , λ
dx1 − fh1 − x1(λd − fh0 ), . . . , λdx3 − fh3 − x3(λd − fh0 ))

= ResP4(λd − fh0 , x1f
h
0 − fh1 , x2f

h
0 − fh2 , x3f

h
0 − fh3 ),

and the Poisson’s formula gives

R = det(M1−fh
0 (t)) ResP3(x1f

h
0 − fh1 , x2f

h
0 − fh2 , x3f

h
0 (t)− fh3 )d,

where det(M1−fh
0 (t)) denotes the determinant of the multiplication by 1 − fh0 (t)

modulo the polynomials x1f
h
0 (t)− fh1 (t), x2f

h
0 − fh2 , x3f

h
0 (t)− fh3 (t). To conclude

the proof, we can either compute this last determinant (and find 1), or remark
that the resultant ResP3(x1f

h
0 − fh1 , x2f

h
0 − fh2 , x3f

h
0 (t)− fh3 ) is a power of P (this

resultant vanishes at x if and only if x is on S) and compare the degrees. �
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4.2. The implicit equation as a residual resultant. In section 4.1 we
saw that classical and anisotropic resultants yield the implicit equation we are
looking for, provided σh has no base points. If there exists base points, then
both resultants vanish identically since system (5) have solutions independent of
parameters x0, . . . , x3. In this context, we have to consider residual resultants to
“erase” the base points (section 3.4). We suppose hereafter that the base points
are in codimension 2, this is not restrictive for base points of pure codimension 1
can be erased by a single gcd computation.

Let G = (g1, . . . , gr) be a saturated projective local complete intersection of
codimension 2 in P2; this is the ideal of base points. We denote by k1 ≥ . . . ≥ kr ≥
1 the respective degree of the polynomials g1, . . . , gr. Since G is saturated, it is
ACM, and hence satisfies the hypothesis of 3.4. Recall that G have the following
free resolution

0 →
r−1⊕
i=1

K[t0, t1, t2](−li)
ψ−→

r⊕
i=1

K[t0, t1, t2](−ki)
γ=(g1,...,gr)−−−−−−−−→ G→ 0,

from which we deduce that
∑
p∈V (G) dp, where dp denotes the multiplicity of the

point p ∈ V (G), is exactly

∑
p∈V (G)

dp =

∑n−1
j=1 l

2
j −

∑n
j=1 k

2
j

2
.

Let V = H0(P2,G(d)), where G is the ideal sheaf associated to G, the vector
space parameterizing all homogeneous polynomials of degree d in the ideal G.

Proposition 4.3. ([Bus01b] theorem 3.2) Suppose that d ≥ k1, d ≥ kr + 1
and let F = (f0, f1, f2, f3). If F sat = G, that is G define the base points of the
parameterization given by F , then the residual resultant

Res⊕3
i=1V

(f1 − x1f0, f2 − x2f0, f3 − x3f0) = P (1, x1, x2, x3)β ,

where P is the implicit equation of σ and β its degree. It is of total degree d2 −∑
p∈V (G) dp.

Example 4.4. Let
fh0 = t20t1 + t20t2 + t0t1t2 + t1t

2
2

fh1 = t0t
2
1 + t20t2 + t0t1t2 + t0t

2
2

fh2 = t20t1 + t0t
2
1 + t0t1t2 + t0t

2
2 + t1t

2
2

fh3 = t20t2 + t0t1t2 + t21t2 + t0t
2
2 + t1t

2
2

Erasing base points defined by the ideal G = (t0t1, t0t2, t1t2), we find a 10 × 10
matrix whose determinant is the implicit equation of degree 6 :

−17x6
1−76x5

1x2−169x4
1x

2
2−248x3

1x
3
2−261x2

1x
4
2−176x1x

5
2−· · ·−27x1+27x2−27x3.

We point out that this method for computing implicit equation has the dis-
advantage to require the knowledge of the base points, but has the advantage to
yield universal formulas (as always with resultant-based methods) for all surfaces
having the same base points.

Note that if the ideal F = (f0, f1, f2, f3) is saturated, then the preceding
method do not work. In fact, in this case, a classical resultant of the syzygies of
F gives the implicit equation, as we will see later.
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4.3. Moving quadrics. The method of moving quadrics was introduced in
[SC95] in order to compute the implicit equation of a given parameterized surface.
Its main ingredients are moving planes and moving quadrics which follow the
surface. A moving plane of degree ν ∈ N following the surface is a polynomial in
K[t0, t1, t2][x0, x1, x2] of the form

a0(t0, t1, t2)x0 + a1(t0, t1, t2)x1 + a2(t0, t1, t2)x2 + a3(t0, t1, t2)x3,

where a0, a1, a2 and a3 are homogeneous polynomials in K[t0, t1, t2] of degree ν,
such that it vanishes if we replace each xi by fhi . This is equivalent to say that
(a0, a1, a2, a3) is a first syzygy of the ideal (fh0 , f

h
1 , f

h
2 , f

h
3 ) of degree ν. Simi-

larly a moving quadric of degree ν ∈ N following the surface is a polynomial in
K[t0, t1, t2][x0, x1, x2] of the form

∑
0≤i≤j≤3

ai,j(t0, t1, t2)xixj = a0,0(t0, t1, t2)x2
0 + . . .+ a3,3(t0, t1, t2)x2

3,

where the ai,j ’s are homogeneous polynomials in K[t0, t1, t2] of degree ν, such
that it vanishes if we replace each xi by fhi . This is also equivalent to say that
(a0,0, a0,1, . . . , a3,3) is a first syzygy of the ideal (fh0 , f

h
1 , f

h
2 , f

h
3 )2 of degree ν. Let

us choose p moving planes L1, . . . , Lp of degree ν that we rewrite as

Lj =
3∑
i=0

ai(t0, t1, t2)xi =
∑
|α|=ν

lj,α(x0, x1, x2, x3)tα,

where each lj,α(x0, x1, x2, x3) is a linear form in K[x0, x1, x2, x3]. Let us consider
also q moving quadrics Q1, . . . , Qq of the same degree ν that we rewrite as

Qs =
∑

0≤i≤j≤3

ai,j(t0, t1, t2)xixj =
∑
|α|=ν

qs,α(x0, x1, x2, x3)tα,

where each qj,α(x0, x1, x2, x3) is a homogeneous polynomial of degree 2 in the
polynomial ring K[x0, x1, x2, x3]. Assuming that p + q = (ν+2

2 ) we can define the
following square matrix

(6)

 l1,α1 · · · lp,α1 q1,α1 · · · qq,α1

...
...

...
...

l1,αp+q
· · · lp,αp+q

q1,αp+q
· · · qq,αp+q

 ,

where α1, . . . , αp+q correspond to the p + q monomials of degree ν in variables
t0, t1, t2. The determinant of this matrix is then a homogeneous polynomial of
degree p+2q (possibly 0) in variables x0, x1, x2, x3. This polynomial is easily seen
to vanish on the parameterised surface P by construction. The key point of the
moving surface method is to prove that we can find p moving planes and q moving
quadrics such that the determinant of (6) is non-zero and such that p+ 2q equals
the degree of P . In case the parameterization where fh0 , f

h
1 , f

h
2 , f

h
3 has no base

points and σ is birational, this was proved in [CGZ00] with ν = d− 1. D’Andréa
proved the general case without base points :

Theorem 4.5. ([D’A01] corollary 5.3) Suppose that σh has no base points
and that there are d moving planes of degree d− 1 following the surface. Then we
can construct a matrix of type (6) with ν = d−1 whose determinant is the implicit
equation of σ to its degree.
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The case where base points are present was recently investigated in [BCD02],
assuming that σh is birational. The main needed hypothesis is that the ideal of
the parameterization is a local complete intersection, but some other technical
hypothesis are necessary.

Theorem 4.6. ([BCD02] theorem 3.6) Suppose that σh is birational and that
i) fh0 , f

h
1 , f

h
2 , f

h
3 are linearly independent over K,

ii) V (fh0 , f
h
1 , f

h
2 , f

h
3 ) consists of a finite number of points and is a local com-

plete intersection,
iii) There is n ∈ {d− 1, d− 2} such that dimC(R/I)n+d = deg(V (I)) which

is the number of base points counted with multiplicity,
iv) fh3 ∈ (f1

0 , f
h
1 , f

h
2 )sat,

v) There is no syzygy of degree n of f1
0 , f

h
1 , f

h
2 , where n is as in iii).

Then we can construct a matrix of type (6) with ν = n whose determinant is the
closed image of σh.

In [BCD02] it was also proved that this method fails in particular cases. For
instance if a parameterization satisfies all the hypothesis of the previous theorem
except v), then the method fails (see [BCD02], remark 3.11). When the ideal
F = (fh0 , f

h
1 , f

h
2 , f

h
3 ) of the parameterization is saturated, this method is also quite

limited: if I is saturated and satisfies the hypothesis of the previous theorem, then
the method works only for ν = d − 2 and d ≤ 3 (see [BCD02], proposition
4.1). However, in this particular case we can compute the implicit equation as
the classical resultant of the syzygies of F . Assuming F saturated, there exists an
exact complex

0 →
3⊕
i=1

K[t0, t1, t2](−li)
A−→

4⊕
i=1

K[t0, t1, t2](−d)
γ=(fh

0 ,...,f
h
3 )−−−−−−−−→ F → 0,

where A is given by a matrix

A =


p1 q1 r1
p2 q2 r2
p3 q3 r3
p4 q4 r4

 .

Proposition 4.7. ([BCD02] theorem 4.3) Suppose that F is a saturated local
complete intersection ideal, then the classical resultant

ResP2(p1x0+p2x1+p3x2+p4x3, q1x0+q2x1+q3x2+q4x3, r1x0+r2x1+r3x2+r4x3)

defines the implicit equation of σ to its generic degree.

4.4. Approximation complexes. Another method based on syzygies com-
putations has been introduced to solve the surface implicitization problem in
[BJ02]. In fact this method is quite closed to the method of moving surfaces
but uses only moving planes. The implicit equation is here generally obtained as
the determinant of certain complexes that we now describe.

First we denote by K•(x) the exact Koszul complex associated to the regular
sequence (x0, x1, x2, x3) in K[x] := K[x0, x1, x2, x3] :

(K•(x), dx• ) : 0 → K[x]
dx4−→ K[x]4

dx3−→ K[x]6
dx2−→ K[x]4

dx1=(x0,x1,x2,x3)−−−−−−−−−−−→ K[x].

Consider now the Koszul complex, that we will denote by (K•(f), df•), associated
to the sequence (fh0 , f

h
1 , f

h
2 , f

h
3 ) in K[t] := K[t0, t1, t2], but that we see in the
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extension K[t][x] := K[t]⊗K K[x] :

0 → K[t][x]
df4−→ K[t][x]4

df3−→ K[t][x]6
df2−→ K[t][x]4

df1=(fh
0 ,f

h
1 ,f

h
2 ,f

h
3 )−−−−−−−−−−−−→ K[t][x].

Let Zi denote the kernel of the differential dfi ofK•(f) for i = 1, 2, 3, 4. The first ap-
proximation complex, also called the Z-approximation complex, of (fh0 , f

h
1 , f

h
2 , f

h
3 )

is then defined to be the complex (Z•, dx• ). The following diagram is helpful to
summarize the situation :

0 - K[t][x]
df4- K[t][x]4

df3- K[t][x]6
df2- K[t][x]4

df1- K[t][x]

Z4 = 0
∪

6

dx4 - Z3

∪

6

dx3 - Z2

∪

6

dx2 - Z1

∪

6

dx1- K[t][x]

Observe that Z4 = 0 since df4 is injective. Each module Zi can be considered as
graded K[t]-module. We denote by Ziν its graded part of degree ν : it is a K[x]-
module and Ziν ↪→ K[t]ν⊗KK[x]. An element of Z1ν is an element (a0, a1, a2, a3) ∈
K[t][x]4 such that a0f

h
0 +a1f

h
1 +a3f

h
3 +a4f

h
4 = 0, that is a syzygy of (fh0 , f

h
1 , f

h
2 , f

h
3 )

in K[t][x]. Moreover, we have dx1 (a0, a1, a2, a3) = a0x0 + a1x1 + a2x2 + a3x3, that
we called a moving plane of degree ν as in the previous subsection. We have the
following result:

Theorem 4.8. ([BJ02]) Suppose that (fh0 , f
h
1 , f

h
2 , f

h
3 ) defines local complete

intersection isolated points (possibly empty). Then for all ν ≥ 2(d − 1), the de-
terminant of the Z-approximation complex in degree ν, which is the complex of
K[x]-modules

0 → Z3ν

dx3−→ Z2ν

dx2−→ Z1ν

dx1−→ K[t]ν ⊗K K[x] ' K[x](
ν+2
2 ),

is the implicit equation of σ to its degree.

This theorem yields a new algorithm to compute the implicit equation of
a parameterized surface having local complete intersection base points, without
any other hypothesis. From the known method to compute the determinant of a
complex (see the appendix) we deduce that the equation of the surface is obtained
as ∆0∆2

∆1
, where ∆i denotes the determinant of a certain square submatrix of the

differential dxi of Z•ν . Moreover we have the following corollary :

Corollary 4.9. Under the hypothesis of theorem 4.8, the implicit equation
of σ to its degree is the gcd of the maximal minors (of size

(
ν+2
2

)
) of the surjective

matrix Mf ,ν of the map

Z1ν

dx1−→ K[t]ν ⊗K K[x]
(a0, a1, a2, a3) 7→ a0x0 + a1x1 + a2x2 + a3x3.

Consequently, a given point (x0 : x1 : x2 : x3) ∈ P3 is on the surface if and only if
the rank of Mf ,ν drops.

Example 4.10. Let fh0 = s3, fh1 = t2u, fh2 = s2t+u3 and fh3 = stu. Applying
the method we find ν = 3 and Mf ,3 is a 10 × 14 matrix. As a determinant of
complex, the implicit equation −x3

0x
4
1 + x2

0x
3
1x2x3 − x7

3 is obtained as the product
of two determinants of size 10× 10 and 1× 1 divided by another one of size 4× 4.



16 LAURENT BUSÉ, MOHAMED ELKADI, AND BERNARD MOURRAIN

4.5. The implicit equation and Bezoutian. In the presence of base points,
which do not satisfies some restrictive geometric hypotheses, the methods using
classical resultants, the residual resultants and the approximation complexes meth-
ods fail. In these cases the Bezoutian (see definition 3.6) can be used to solve the
implicitization problem for parametric rational 3D-surfaces.

Let σ be the parametrization given by (4). From section 3.5, we have

Theorem 4.11. Every non-zero maximal minor of the Bezoutian matrix of the
polynomials x1f0(t1, t2)− f1(t1, t2), x2f0(t1, t2)− f2(t1, t2), x3f0(t1, t2)− f3(t1, t2)
in K[x1, x2, x3][t1, t2] is a multiple of the implicit equation of the image of σ.

This result is based on the fact that this Bezoutian matrix is a multiple of the
multiplication by the first poynomial in the vector space quotiented by the others.

Example 4.12. Let P be the following surface

x1 =
t22t1

(1 + t21 + t22)
=
t22t1(1 + t21 + t22)

2

(1 + t21 + t22)3

x2 =
t21t2

(1 + t21 + t22)2
=
t21t2(1 + t21 + t22)
(1 + t21 + t22)3

x3 =
t1t2

(1 + t21 + t22)3

A maximal minor of the Bezoutian of the polynomials x1f0−f1, x2f0−f2, x3f0−f3
in K[x1, x2, x3][t1, t2] is

2x2x
3
3(x

6
3x

10
1 − 6x5

3x
3
2x

7
1 + 6x4

3x
4
2x

6
1 + 2x6

3x
2
2x

6
1 + 2x3

3x
7
2x

5
1 − 9x5

1x
3
2x

5
3 + 9x4

3x
6
2x

4
1 + 6x4

3x
4
2x

4
1

−6x5
3x

5
2x

3
1−x3

3x
5
2x

3
1−6x2

3x
10
2 x2

1+3x2
3x

8
2x

2
1+6x4

3x
6
2x

2
1+x6

3x
4
2x

2
1−3x3x

11
2 x1+2x3

3x
9
2x1+x14

2 ).

Separating the extraneous term x2x
3
3 from the implicit equation (without multi-

variable factorization) can be achieved by using multidimensional Newton formulas
([GV97], [EM02]).

4.6. Toric patches and resultants. Base points appear naturally in ratio-
nal parameterization such as weighted Bézier parameterization. These parameter-
ization are constructed as follows. Consider control points pi,j ∈ K3 and weights
wi,j for 0 ≤ i ≤ m1, 0 ≤ j ≤ m2. We denote by pi,j = (wi,j , wi,j pi,j) ∈ K4 a
representative of the corresponding projective point ∈ P3. Let us defined now the
Bézier parameterization

σh : K2 − V → P3

(t1, t2) 7→
∑

0≤i≤m1

∑
0≤j≤m2

pi,jB
i
m1

(t1)Bjm2
(t2)

where Bin(t) = (ni)t
i(1− t)i and where V is the set of base points, that is the set

of parameters (t1, t2) such that
∑

0≤i≤m1

∑
0≤j≤m2

pi,jB
i
n(t1)B

j
m(t2) = 0.

In the case, where p0,0 = 0, pm1,0 = 0, p0,m2
= 0 or pm1,m2

0, the parameteri-
zation σh has base points; namely (0, 0), (1, 0), (0, 1) or (1, 1). These base points
are blown up into curves, which produce multisided Bézier patches, as described
in [?].

Such as situation is naturally connected to toric varieties. Indeed let us denote
by A the set of exponents (i, j) such that pi,j 6= 0. We call it the support of σh. By
a change of variable ti = ui

1+ui
, the polynomials Bim1

(t1)Bjm2
(t2) are transformed

into (m1
i )(m2

j )ui1u
j
2 up to the factor δ(u1, u2) = 1

(1+u1)m1 (1+u2)m2 . After this change
of variables, each coordinates σi(u1, u2) is up to the denominator δ(u1, u2), a
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polynomial with support in A. The toric variety behind this construction is thus
the toric variety TA parameterized by the set of monomials ui1u

j
2 with (i, j) ∈

A. Using the projective coordinates of TA [Cox95], another description of these
pacthes, more adapted to numerical computation can be given (see [?, ?] for more
details). Le us assume here that A ⊂ Z2 is an integer polytope, described by the
inequalities hl(m) ≥ 0, l = 1, . . . , s iff m ∈ A. The toric patch of A with control
points pm with m ∈ A is by definition the image of AR := A ⊗ R ⊂ R2 by the
projective map

τA(t1, t2) ∈ AR 7→
∑
m∈A

pm cm

s∏
l=1

hl(t1, t2)hl(m)

for some binomial-type coefficients cm ∈ Q. The is map transform AR into a
surface with the same shape.Indeed, some properties of the polytope A prescibed
the geometry of τA.

The toric resultant theory described in section 3.3 applies directly in this case.
By BKK theorem [Ber75], the degree of the toric patch σTA

is twice the volume
of A for generic values of the control points pm. Its implicit equation is the toric
resultant in u1, u2 of the numerators of

σ1(u1, u2)− x1 σ0(u1, u2), σ2(u1, u2)− x2 σ0(u1, u2), σ3(u1, u2)− x3 σ0(u1, u2).

Example 4.13. Consider a Pillow patch with support in A = {(1, 0), (0, 1), (1, 1), (2, 1), (1, 2)}:
x0 = − 1

2F1,0(t)− 1
2F0,1(t)− 1

2F1,1(t)− 1
2F2,1(t)− 3

2F1,2(t),
x1 = − 1

2F1,0(t)− 1
2F0,1(t)− 1

2F1,1(t)− 1
2F2,1(t)− 3

2F1,2(t),
x2 = − 1

2F1,0(t) + 3
2F0,1(t)− 1

2F1,1(t) + F1,2(t) + 7
F 1,2

(t),
x3 = 2F1,0(t)F0,1(t) + 7

4F1,1(t)− 3F2,1(t)− 4F1,2(t)

where Fi,j(t) = Bi2(t1)B
j
2(t2). Using the command spresultant, we obtain yields

a 18 × 18 matrix, whose determinant of degree 6 factors as the toric resultant of
degree 4 and a product of parasite linear factors:

200 (2 x2 + x3 + 2)2
(
−247730 x2

2x3x1 + 114400 x1
4 − 1823194 x1 + 1347025 x2

+61332 x2
3x3 − 17956 x3

3x1 − 328050 x2x1
3 + 186323 x2x3

2 + 28900 x3
3 − 151240 x3x1

3

+77684 x3
2x1

2 − 2518405 x2x1 + 624498 x3 + 1554 x3
4 − 115575 x2x3

2x1 + 728615
−176855 x2

3x1 + 285871 x2
3 − 1166938 x3x1 + 334100 x2x1

2x3 + 1714989 x1
2

−250397 x3
2x1 + 201416 x3

2 + 866788 x2x3 − 720510 x1
3 + 726892 x1

2x3 + 42957 x2
2x3

2

+13352 x2x3
3 + 1571470 x2x1

2 − 1076780 x2x1x3 + 359365 x2
2x1

2 − 1157370 x2
2x1

+931973 x2
2 + 399958 x2

2x3 + 32788 x2
4
)

5. Algorithms for algebraic CAGD problems

In this section, we illustrate the use of resultant techniques for specific prob-
lems occurring in Computer Aided Geometric Design. Our main point is here to
produce methods which will apply for a class of systems. Once the geometry of
these systems is analyzed, one is able to precompute the solution of the problem
by using an adapted resultant formulation and to reduce the numerical solving
part to linear algebra computation. This is what we are going to show now on
some examples.

5.1. Computing the inverse image of a point on the surface. The
resultant is by nature a projection tool. Keeping the way it has been constructed,
yields a mean to recover of the fiber of this projection.

Given a point y = (y0, y1, y2) on a parameterized surface (4), we want for
instance to compute the parameter(s) µ = (µ1, µ2) such that σ(µ) = y.
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Using one of the resultant formulations of section 4, we obtain a square matrix

R(x) =

 Si,j(x)

p(t)

whose determinant is a multiple of the implicit equation of σ. This matrix is
obtained by decomposing polynomials which vanishes when x = σ(t), into a set
of polynomials (usually monomials) p(t) = {p1(t), . . . , ps(t)} (R(σt)tp(t) = 0). In
most of the cases, the set p of polynomials contains 1, t1, t2.

By construction, substituting x by the value y yields a matrix R(y) whose
determinant vanishes. Moreover, we have R(y)t p(µ) = 0 since the columns of
R(x) represent polynomials which vanishes when x = σ(t). This gives us a way to
recover the inverse image of y. Two cases have to be considered:

(1) The kernel Ker(Rt(y)) is of dimension 1.
(2) The kernel of Rt(y) is of higher dimension.

In the first case, since x0 = σ(µ) the kernel is generated by p(µ). Assuming
that p(t) = [1, t1, t2, . . .] and that W = [w1, wt1 , wt2 , . . .] generates Ker(St(y)), we
deduce the coordinates of the unique inverse image

t1 =
wt1
w1

, t2 =
wt2
w1

.

In the second case, we denote by W1, . . . ,Wk a basis of Ker(St(y)) whose
coordinates are indexed by the polynomials p(t). These vectors represent linear
forms Λ1, . . . ,Λk which vanish on the polynomials represented by the columns of
R(x).

We will denote by Wp1,...,pk
the matrix formed by the coefficients Wi,pj(t) for

pj(t) ∈ p(t) and 1 ≤ i, j ≤ k. Assume that there exists a subvector b0(t) of p(t)
such that Wb0(t) is invertible and t1 b0(t) and t2 b0(t) are subvectors of p(t), then
any inverse image µ = (µ1, µ2) of y, B(µ) is an element of the kernel Ker(St(y)),
so that

B(µ) = W W−1
b0

b0(µ)

In particular, denoting b1 = t1 b0(t), b2 = t2 b0(t), we have

b1(µ) = Wb1W
−1
b0

b0(µ) = µ1b0(µ)

so that w = W−1
b0

b0(µ) satisfies

(Wb1 − µ1Wb0)w = 0.

Similarly we have (Wb2 − µ2Wb0)w = 0.
Therefore computing the set of generalized eigenvalues (µ1, µ2) satisfying

(Wb1(t) − t1Wb0(t))w = 0, (Wb2(t) − t2Wb0(t))w = 0

for some vector w 6= 0 contains the coordinates of the inverse images of y.

Example 5.1. Let us illustrate this construction on the case of a Steiner
surface parameterized by

σ : t = (t1 : t2) 7→ (q0(t) : q1(t) : q2(t) : q3(t))

where the qi are of degree 2, with no base points. See [SA85], [AS01].
Using the construction 3.1, we obtain a 6 × 6 matrix R(x) of coefficients of

polynomials

[q1(t)− x1 q0(t), q2(t)− x2 q0(t), qy(t)− x3 q0(t), τ1(t,x), τ2(t,x), τ3(t,x)].
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The columns of R(x) are indexed by the monomials 1, t1, t2, t21, t1 t2, t
2
2.

The determinant of R(x) is the implicit equations of the Steiner surface, of
degree 4. The dimension of the kernel ker(R(y)) is the number of inverse image of
y. It is at most 3.

When this dimension is 1, we deduce the coordinates of the inverse image as
the solution of Wt1 − u1W1 = 0,Wt2 − u2W1 = 0.

When the dimension is 2, the point y is on one of the double line of the surface.
The two inverse images are obtained either from the generalized eigenvalue of
(Wt1,t21

− u1W1,t1)w = 0, (Wt2,t1t2 − u2W1,t1)w = 0, or (Wt1t2,t22
− u1W1,t2)w =

0, (Wt22 ,t1 t2
− u2W1,t2)w = 0.

When the dimension is 3, the point y is the triple point of the surface. Its 3
inverse images can be computed from generalized eigenvalue problems (Wt1,t21,t1t2

−
u1W1,t1,t2)w = 0, (Wt2,t1t2,t22

− u2W1,t1,t2)w.

5.2. Intersection of parameterized curves and surfaces. Computing
the implicit equation of a parametric rational surface can be used in some problems
in CAGD such as intersecting of two parametric surfaces. One way to do this is to
find the implicit equation of one surface and to replace the other in this equation.
Now we will see how to intersect a parametric curve and an implicit surface using
resultants.

Let g1, g2, g3, d1, d2, d3 be polynomials in one variable s and let

C :


x1 =

g1(s)
d1(s)

x2 =
g2(s)
d2(s)

x3 =
g3(s)
d3(s)

be the rational parametric curve they define and S = {(a, b, c) ∈ K3 : g(a, b, c) = 0}
be an implicit surface. Our goal is to compute the intersection of C and S by means
of resultant. We consider the polynomial system

g(x1, x2, x3) = x1d1(s)− g1(s) = x2d2(s)− g2(s) = x3d3(s)− g3(s) = 0

and we compute the resultant matrix R(s) = Rds
d + · · · + R0 by hiding the vari-

able s (i.e. these polynomials are viewed as elements in (K[s])[x1, x2, x3]). The
coefficients Ri are numerical matrices of the same size than R(s) and the degree d
is the maximum of degrees of polynomials di and gi.

We are looking for the values of s such that this system has a solution (x1, x2, x3).
That is, a vector v = v(x1, x2, x3) indexed by the rows of R(s) such that R(s)tv = 0.

If the matrix Rd is invertible this is equivalent to sdv + sd−1(R−1
d Rd−1)tv +

· · · + (R−1
d R0)tv = 0, that is the vector w = t(v, sv, . . . , sd−1v) is an eigenvector

of the matrix 
0 I

. . . . . .
0 I

−(R−1
d R0)t . . . −(R−1

d Rd−1)t

 ,
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where I is the identity matrix. If Rd is not invertible, w is a solution of the
generalized eigenvector problem


0 I

. . . . . .
0 I

−Rt0 . . . Rtd−1

−


I

. . .
I

Rtd





v
sv
...

sd−1v

 = 0 .

Example 5.2.

Such tool can be useful in ray tracing techniques which involve the intersection
of a surface with a line. Similarly computing a bounding volume of a parameterized
surface can be deduced from the intersection of surface and its dual (the set of of
vectors ∂t1σ ∧ ∂t2σ also parameterized by (t1, t2)) with lines.

5.3. Detection of singularities. Another important problem in computer
aided design is the detection of singularities of a 3D-surface.

Let S = {(a, b, c) ∈ K3 : f(a, b, c) = 0} be a surface given by a polynomial
f ∈ K[x, y, z].

A point (a, b, c) in S is singular if
∂f

∂x1
(a, b, c) =

∂f

∂x2
(a, b, c) =

∂f

∂x3
(a, b, c) = 0.

It is clear that the surface S has singular points if and only if the resultant of

the polynomials f,
∂f

∂x1
,
∂f

∂x2
,
∂f

∂x3
is equal to 0.

Example 5.3. Let f = x1(x2
1−x2

2)+x2
3(1+x3)+

2
5
x1x2 +

2
5
x2x3. The partial

derivatives of this cubic are
∂f

∂x1
= 3x2

1 − x2
2 +

2
5
x2 ,

∂f

∂x2
= −2x1x2 +

2
5
x1 +

2
5
x3 ,

∂f

∂x3
= 2x3 + 3x2

3 +
2
5
x2 .

The resultant of f,
∂f

∂x1
,
∂f

∂x2
,
∂f

∂x3
vanishes, then this cubic has singularities.

In the case, where the surface S is given in a parametric form, singularities or
self-intersection points can also be recovered under some hypotheses. As in section,
using one of the adapted resultant formulation of section 4, we obtain a N × N
matrix R(t) whose columns are indexed by polynomials p(t) = {p1(t), . . . , ps(t)}
such that R(σ(t))tp(t) = 0. Its determinant is a multiple of the implicit equation
of S. We assume here that p(t) is of the form p(t) = [1, t1, t2, . . .] and that for
generic point x ∈ S, R(x) is of rank N − 1. Consider now a multiple point y of
S such that there exists µ 6= µ′ ∈ K2, such that y = σ(µ) = σ(µ′). Then p(µ)
and p(µ′) are two independent vectors in Ker(R(y)t). Similarly, if µ is a singular
point of the parameterization of S, we get at least two independent vectors p(µ)
and ∂p(µ) in Ker(R(y)t). Thus a necessary condition for y to be a singular point
of S is that R(y) is of rank ≤ N − 2. In other words, the auto-intersection points
or the singular points of the parameterized surface S are located on the zero-set
of all (N − 1)× (N − 1) minors of R(x).
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de Nice Sophia-Antipolis, 2001.
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Appendix A. Determinants of four-term exact complexes of vector
spaces

We expose briefly a known method (going back to Cayley) for computing
determinants of complexes in the simple case of interest in this paper of four-term
exact complexes of finite-dimensional vector spaces. For a complete treatment of
the subject we refer to [GKZ94], appendix A.

Suppose that we have a four-term exact complex of vector spaces

(7) 0 → V3
∂2−→ V2

∂1−→ V1
∂0−→ V0 → 0.

Since ∂0 is surjective, V1 decomposes into V0 ⊕ V ′
1 and ∂1 = ( φ0 m0 ) with

det(φ0) 6= 0. Now, since Im(∂1) = ker(∂0), V2 decomposes into V ′
1 ⊕ V2 and ∂1 =(

m1 m2

φ1 m3

)
with det(φ1) 6= 0. Finally since ∂2 is injective and Im(∂2) = ker(∂1),

we have ∂2 =
(
m4

φ2

)
with det(φ2) 6= 0. The determinant of the complex (7) is

then obtained as the quotient det(φ0) det(φ2)
det(φ1)

, and is independent of its construction.
Note that if V3 = 0, we can make the same decomposition which shows that

the determinant of (7) is a quotient of the form det(φ0)
det(φ1)

. Similarly, when moreover
V2 = 0, we recover the standard notion of determinant since the determinant of
(7) is then the determinant of the map ∂0.
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