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ABSTRACT
We present a subresultant-based algorithm for deciding if
the parametrization of a toric hypersurface is invertible or
not, and for computing the inverse of the parametrization in
the case where it exists. The algorithm takes into account
the monomial structure of the input polynomials.
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G.0 [Mathematics of Computing]: General
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Algorithms
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1. INTRODUCTION
Let K be an algebraically closed field of characteristic zero.

We will denote with K∗ the multiplicative group of K. Given
a rational parametrization

φ : K
∗n −− > V ⊂ K∗n+1

(t1, . . . , tn) 7→
�

p1(t)
q(t)

, . . . ,
pn+1(t)

q(t)

�

,
(1)

where pi(t), q(t) ∈ K[t1, . . . , tn] we would like to address the
following questions:

• Decide if φ is invertible (properness problem).

• If φ is invertible, compute its inverse (inversion prob-
lem).

Both questions have been solved theoretically in [17] and
algorithmically in [18] by means of Gröbner bases, and in
[17] for the case of surfaces (n = 2) by using resultants. In
this paper, we will give a general algorithmic method for the
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solution of both problems, which work in a general context,
and is based on the theory of multivariate subresultants, as
developed in [5, 21, 12]. We will show that if the input
polynomials do not have common zeroes in a suitable com-
pactification of the n th dimensional torus K∗n, then we can
convert both problems into a single one where we only have
to deal with solving an over-determined system of n + 1
equations with n unknowns. The theory of subresultants
has shown to be useful in this situation, see [22].

Unirational algebraic varieties, specially rational curves
and surfaces, are of interest in computer aided geometric de-
sign (see [15, 16] and the references therein). In low dimen-
sions, the situation is very well-known. For plane curves, one
can relate the properness and inversion problems to Lüroth’s
theorem, and there are different algorithmic procedures to
solve them (see [15, 16, 19, 23]). In higher dimensions, there
exists some algorithmic approaches based on u-resultants [6]
and on Gröbner Basis in [18]. In [17], a general criteria is
given and it turns to be effective for surfaces in K3.

Our approach essentially is the resultant-based method
presented in [15, Chapter 15] for inverting a parametrized
algebraic surface, and in [2, §5] where a similar approach
is used for computing the inverse image of a point of a
parametrization (note that these approaches do not require
the knowledge of the implicit equation). We will show that
we can perform the same operations with subresultant ma-
trices instead of resultant matrices in the case where φ do
not have base point in a certain toric variety. This will
lead us to work with smaller and more compact matrices,
as multivariate subresultants can essentially be computed as
minors of resultant matrices [5].

2. THE CASE OF CURVES
Before dealing with the general case (1) we first describe

our approach to properness and inversion problems in the
case of curves (n = 1) for clarity; the tools we are going to
use are quite standard.

Using the projective version (over K) of (1), we suppose
given a generically finite rational map

φ : P1 → V ⊂ P2 : (t1, t2) 7→ (p1(t1, t2) : p2(t1, t2) : q(t1, t2)),

where the homogeneous polynomials p1, p2 and q have the
same degree c ≥ 1. We assume moreover, but without loss
of generality, that the gcd(p1, p2, q) is a constant, i.e. that φ
does not have base points. Since φ is generically finite on the
irreducible curve V, we have the following well-known degree
formula (see e.g. [10]): d deg(V) = c, where d denotes the



degree of φ (i.e. the number of points in a generic fiber of
φ).

Denoting with (X1 : X2 : X3) the homogeneous coordi-
nates of P2, an affine (i.e. X3 = 1) implicit equation of V is
classically obtained by computing the resultant Res(qX1 −
p1, qX2−p2) eliminating both homogeneous variables t1 and
t2. More precisely, if C(X1, X2) denotes an affine implicit
equation of V we have, with k ∈ K∗:

Res(qX1 − p1, qX2 − p2) = kC(X1, X2)
d. (2)

This resultant can be computed as the determinant of a
square matrix, and we have different matrices whose de-
terminant equals it [14, chapter 12]. Denoting with A :=
K[X1, X2] the coefficient ring and R the ring A[t1, t2] graded
as an A-module with deg(t1) = deg(t2) = 1, we choose a
Sylvester/Bézout mixed matrix containing only one column
of Bézout type, i.e. the matrix of the map (choosing usual
monomial bases)

Rc−2 ⊕ Rc−2 ⊕ R0 → R2c−2

(u ⊕ v ⊕ a) 7→ uF1 + vF2 + Bez(a),

where F1 := qX1 − p1, F2 := qX2 − p2, and Bez(a) is the
Jacobian of F1, F2. We assume from now that deg(V) > 1
(the case deg(V) = 1 is easy since then V is a line). Let us
denote with M the Sylvester part of this matrix, and by ∆i,
for i = 1, . . . , 2c− 1, the signed determinant of the maximal
minor of M obtained by erasing the ith row. It follows that

Res(F1, F2) =

2c−1
∑

i=1

ci∆i, (3)

where ci ∈ A is the coefficient of ti in Bez(a), which by
construction is either zero or has positive degree in the Xi’s.
It turns out that

t
M











t2c−2
1

t2c−3
1 t2

...
t2c−2
2











=





















tc−2
1 F1

...
tc−2
2 F1

tc−2
1 F2

...
tc−2
2 F2





















. (4)

Now observe that rank(M) = 2c − 2. Thus, by definition
of the ∆i’s, the vector (∆1, . . . , ∆2c−1) is a generator of the
kernel of t

M. From this and (2), (3) we deduce easily that
φ is proper if and only if the gcd(∆1, · · · , ∆2c−1) ∈ K∗: a
properness criterion.

Assuming that φ is proper, then there exists i ∈ {1, · · · , 2c−
1} such that ∆i 6= 0 in A and ∆i does not vanish identically
on V. We then claim that both rational maps (when i = 1
or i = 2c − 1 there is only one defined map)

P
2 → P1 : (X1 : X2 : X3) 7→ (∆i : ∆i+1)

P
2 → P1 : (X1 : X2 : X3) 7→ (∆i−1 : ∆i)

give an inversion of φ, i.e. induce a map ψ from an open
subset U ⊂ V ⊂ P2 to P1 such that for all x ∈ U we have
φ ◦ ψ(x) = x. Indeed, we may choose U so that the co-
restriction of φ to U is finite of degree 1 and so that ∆i(x) 6=
0 for all x ∈ U . It follows that the dimension of the kernel of
M(x) equals 1 for all x ∈ U . Comparing (4) to the following
identity in K[X1, X2, X3]

(∆1 ∆2 · · · ∆2c−1) M = 0,

yields immediately the claim.

Remark 2.1. Observe also that, assuming that φ is proper,
the previous argument shows that all the ∆i’s, with i going
from 1 to 2c − 1, are non-zero since an inversion of φ must
have a 1-dimensional image.

Example: Consider the example of the usual parametri-
zation of a circle

X1 =
2t1

1 + t21
, X2 =

1 − t21
1 + t21

.

It corresponds to the following rational map

P
1 → P2 : (t1 : t2) 7→ (2t1t2 : t22 − t21 : t21 + t22).

The matrix M is easily computed from this map:

M =





X1 1 + X2

−2 0
X1 X2 − 1



 .

It follows that

∆1 = det

�

−2 0
X1 X2 − 1

�

= 2(1 − X2),

∆2 = − det

�

X1 1 + X2

X1 X2 − 1

�

= 2X1,

∆3 = det

�

X1 1 + X2

−2 0

�

= 2(1 + X2).

Hence we deduce that φ is proper and obtain an inverse of
φ with both rational maps

P
2 → P1 : (X1 : X2 : X3) 7→ (1 − X2 : X1),

P
2 → P1 : (X1 : X2 : X3) 7→ (X1 : 1 + X2), (5)

that is to say t1 = 1−X2

X1
or t1 = X1

1+X2
, which are the same

modulo the implicit equation of V:

1 − X2

X1
−

X1

1 + X2
=

1 − X2
1 − X2

2

X1(1 + X2)
.

3. THE PROPERNESS PROBLEM
Now we get back to the general case (1), as stated in

the introduction, with the aim of generalizing the results of
section 2 to this context. Denoting by supp(.) the support
of a list of polynomials, we will assume the following:

1. supp(p1, . . . , pn+1, q) ⊂ A ⊂ Zn, and dim(A) = n.

2. Let XA be the toric variety associated with A ([14]).
The variety VXA

(p1, . . . , pn+1, q) = ∅.

Remark 3.1. In the case of curves we presented in the
previous section, the toric variety XA corresponds to the
projective line P1.

Let P be the convex hull of A, that is P := conv(A), and
F (X1, . . . , Xn+1) be an implicit equation of V.

Theorem 3.2. If φ is dominant and assumptions 1 and
2 hold, then we have the following “degree formula”:

d deg(F ) = vol(P),

where vol(.) stands for the “normalized volume”, and d is
the degree of φ, i.e. the cardinality of the generic fiber of φ.



Proof. This is just a restatement of [9, appendix] to the
toric case.

Denoting with ResA(.) the sparse resultant operator as de-
fined in [10], the following result gives us a way of computing
the polynomial F (recall that F denotes an implicit equa-
tion of V and is hence defined up to a nonzero multiplicative
constant):

Proposition 3.3. With the same assumptions as in The-
orem 3.2 we have

ResA(qX1 − p1, . . . , qXn+1 − pn+1) = F (X1, . . . , Xn+1)
d

up to a nonzero multiplicative constant.

Proof. The fact that the resultant operator applied to
the polynomials qXi − pi gives a non-zero constant times
a power of the implicit equation follows straightforwardly
from the properties of the resultant (see [9]). In order to
verify that the power appearing is actually the degree of φ,
we use the fact that ResA is actually the “Chow form” of
the variety XA and hence it is a polynomial in the Plücker
coordinates, of degree vol(P ) (see [14]). As we can use either
the Plücker coordinates or the dual Plücker coordinates, it
is easy to see that the dual Plücker coordinates of the vector
qX1 −p1, . . . , qXn+1 − qn+1 have degree one in the variables
X. This completes the proof.

Now we consider “homogeneous” polynomials Pi(y1, . . . , ys)
and Q(y1, . . . , ys), i = 1, . . . , n + 1 where s is the number of
facets of P , and the Pi (resp. Q) are the homogenizations
of pi (resp. q) with respect to the polytope P (see [7]).

For i = 1, . . . , n + 1, let

Fi(y1, . . . , ys) := Q(y1, . . . , ys)Xi − Pi(y1, . . . , ys)

and regard them as polynomials in S := K[y1, . . . , ys], where
K := K(X1, . . . , Xn+1). Let ρ be the critical degree of the
sequence (F1, . . . , Fn+1) as defined in [8], and consider, as in
[12], the subresultant complex. This is the following Koszul
complex associated to the sequence (F1, . . . , Fn+1):

0 → S−β0
→ · · · →

n+1
⊕

i=1

Sρ−αi

ψ
→ Sρ → 0 (6)

where β0 is the anticanonical divisor associated with this
data (see [7]). We denote by M the matrix of the map ψ in
any given K-vector space bases. Observe that the entries of
M are polynomials in K[X1, . . . , Xn+1] of degree at most 1.

Theorem 3.4. The gcd of all (maximal) square minors
of size dimK(Sρ)− 1 of M over K[X1, . . . , Xn+1] equals F α,
where α ∈ N, up to a nonzero multiplicative constant. More-
over α = 0 if and only if φ is proper.

Proof. If G(X1, . . . , Xn) is a common factor of all the
maximal minors of ψ, then G is also a common factor of all
the subresultants ∆α, with deg(α) = ρ (see [12]). But it
turns out that, as in [12], we can write

ResA(F1, . . . , Fn+1) =
∑

deg(α)=ρ

cα∆α, cα ∈ K[X1, . . . , Xn+1].

(7)
Hence, G must divide the right-hand side, and due to Propo-
sition 3.3, G must be a factor of F. As F is irreducible,

G must be a power of F. If G has positive degree in the
variables Xi’s, then it can be shown that the cα also have
positive degree in the Xi’s and this implies that d > 1.

Let us put this theorem in a more geometric context. We
denote by VM the variety in the affine space An+1 defined
as the zero locus of all square minors of size dimK(Sρ) − 1
of M. Then theorem 3.4 says that the pure codimension 1
part of VM equals

�

∅ if φ is proper
V if φ is not proper.

Consequently, checking if φ is proper is equivalent to check-
ing the rank of M on any non-empty open subset of V.
We deduce the following criterion for the properness of a
parametrization:

Proposition 3.5. Let M t be the matrix, with entries in
K(t1, . . . , tn), deduced from M by substituting each Xi with
pi

q
. Then, φ is proper if and only if the rank of M t, over

K(t1, . . . , tn), equals dim(Sρ)−1 (its maximal possible value).

Proof. This proposition follows directly from previous
observations since the image of the map φ contains a non-
empty open subset of V ⊂ An+1.

Remark 3.6. From a computational point of view, check-
ing if the map φ is proper consists in checking if the rank of
the matrix M t equals its maximal possible value, which can
be basically done with a simple Gaussian elimination. Notice
also that, as a consequence of proposition 3.5, the properness
of φ can be decided with probability one by considering a
matrix M t where the variables t1, . . . , tn are specialized ran-
domly in (K∗)n; this matrix is then a numeric matrix, and
rank computations become quite more simple and efficient.

4. SUBRESULTANTS AND THE INVERSION
PROBLEM

In this section we will introduce toric subresultants, re-
view some of their properties (see [12] for proofs and details)
and show how to apply them to the inversion problem.

Let h be a monomial in S = K[y1, . . . , ys] of critical degree
ρ. Consider the subresultant complex with respect to h :

0 → S−β0
→ · · · →

n+1
⊕

i=1

Sρ−αi

ψ̃
→ Sρ/〈h〉 → 0, (8)

where ψ̃ is the co-restriction of ψ defined in (6) to Sρ/〈h〉.
It turns out (see [12]) that if h does not belong to the ideal
(F1, . . . , Fn+1), then the complex (8) is generically exact.
So, we can compute the determinant of this complex with
respect to the monomial bases (see [14, appendix A] for a
definition of the determinant of a complex). We will denote
it with ∆h, and will call this element the h-subresultant of
F1, . . . , Fn+1.

Proposition 4.1 ([12]). We have:

1. ∆h is a polynomial in the coefficients of the system
F1, . . . , Fn+1. It is not identically zero if and only if

K〈h〉 + (F1, . . . , Fn+1)ρ = K[x1, . . . , xs]ρ.



2. For any pair of monomials h, h′ of critical degree ρ,

∆h h′ ± ∆h′ h ∈ (F1, . . . , Fn+1)ρ.

Proposition 4.1 will allow us to give an inversion formula
for (1) provided that the parametrization is invertible. First,
we have to find at least two integer points in the interior of
(n + 1)P.

Lemma 4.2. Let LA be the lattice generated affinely by
A. The cardinality of ((n + 1)P)◦ ∩LA equals to one if and
only if A is affinely isomorphic to a set of n + 1 points of
the form {0, d1e1, . . . , dnen}, where the ei are the canonical
vectors of Rn and the di are positive numbers. If this is
the case, then the parametrization is invertible if and only
if d1 = . . . = dn = 1 and the system is non-degenerate (i.e.
the toric jacobian of the Fi is not identically zero).

Proof. It is clear that if A consists of n + 1 vectors as
in the statement of the Lemma, then the parametrization is
invertible if and only if the system is non-degenerate and all
the di are equal to one. Also, if A is affinely isomorphic to
such a set, then LA is affinely isomorphic to ⊕n

i=1diZ, and
hence the only point in ((n + 1)P)◦ ∩ LA is the image via
this isomorphism of the vector (d1, . . . , dn).

In order to show the converse, in [4, Proposition 1.2] it is
shown that the toric jacobian of a generic system supported
in A has its support in ((n + 1)P)◦∩LA. If there is only one
integer point there, then the toric jacobian of this system is
just a constant times a monomial. This constant must be
the sparse resultant of the system (see [4, Theorem 2.2]). As
the jacobian has degree one in the coefficients of each of the
input polynomials, this shows that the normalized volume
of P (which is the degree of the resultant) with respect to
the lattice LA equals one, and hence P is a fundamental
simplex in LA. So, A must be affinely isomorphic to a set of
the form {0, d1e1, . . . , dnen}.

Lemma 4.2 says essentially that if the interior of (n+1)P has
only one point, then the parametrization is linear and hence
the inverse problem is easy to solve in this case. ¿From now
on we will assume w.l.o.g. that the interior of (n + 1)P has
at least two integer points. This means that the interior of
nP has at least one point (otherwise the complex (8) cannot
be generically exact). Moreover, we have the following:

Lemma 4.3. If vol(P) > 1, then the interior of (n + 1)P
has at least n + 2 points.

Proof. Consider the jacobian complex given in [4] for
computing the sparse resultant of n+1 generic polynomials
with support in A. As each maximal minor of the last map is
a multiple of the sparse resultant, and a basis of the image of
the last map is given by the integer points lying in (n+1)P,
then

# ((n + 1)P)◦ ∩ Zn ≥ deg (ResA) − n = (n + 1)vol(P) − n.

Proposition 4.4. For all i ∈ {1, . . . , n} let hi, h
′
i be the

homogenizations of pi,pi + ei (two points of A) with re-

spect to P respectively, and h̃ be the homogenization of any

point in the interior of nP with respect to (nP)◦. If (1) is
invertible then

(t1, . . . , tn) 7→ (±
∆h̃h′

1

∆h̃h1

, . . . ,±
∆h̃h′

n

∆h̃hn

) (9)

is an inversion of the parametrization.

Proof. First notice that for all i ∆h̃hi
is non-zero, sim-

ilarly to remark 2.1; and in fact all the ∆h with h the ho-
mogenization of any point in the interior of (n + 1)P with
respect to (n+1)P is non-zero. Now due to Proposition 4.1,

it turns out that ∆h̃hi
h̃h′

i ±∆h̃h′
i
h̃hi is in the homogeneous

ideal generated by the Fi’s. Dehomogenizing and using the
original coordinates, we have that ∆h̃hi

tαti ± ∆h̃h′
i
tα must

vanish on V for some monomial tα. Hence, the inversion
formula holds.

We did not clarify the signs involved in this proposition
to not overload the notations. We believe that it should be
clear to the reader how to choose the signs. Moreover we will
describe this precisely in the next sections when dealing with
an algorithmic version of this result and some examples.

Remark 4.5. Proposition 4.4 may be regarded as a “gen-
eral inversion formula” in the sense that it only depends on
the set A and works for generic parametrizations. We will
see in the following section that in practice we do not need
to compute determinants of complexes, just maximal minors
of Sylvester matrices, as in [12].

5. MATRIX FORMULATION FOR THE IN-
VERSION PROBLEM

In this section we will focus on the case n = 2 in order to
make the statements and examples easier to follow, its gen-
eralization to larger values of n being straightforward. We
suppose that the polynomials p1, p2, p3 and q satisfy condi-
tions 1 and 2 given in section 3.

We do not need to compute the whole complex (6) or even
pass to toric coordinates in order to use the previous results.
All we need is the last map ψ whose Sylvester-type matrix
M is:

Sint(2P)
3 → Sint(3P)

(A1, A2, A3) 7→
∑3

i=1 Ai(qXi − pi),
(10)

where Sint(2P) (resp. int(3P)) denotes the K-vector space
generated by monomials whose exponents have integer co-
ordinates and lie in the interior of the polygon 2P (resp.
3P).

The size of M depends on the polygon P as follows. Let a

be the area of P and b be the number integer points lying
in the boundary or P. Then, due to Ehrart reciprocity, it
turns out that the rank of the co-domain of ψ is 9a− 3

2
b+1

and the dimension of the domain is 3(4a − b + 1).
In [11], a lifting algorithm is proposed in order to get a

submatrix of ψ of maximal rank, but the algorithm works in
the generic case, so we cannot use it straightforwardly here.
We can also adapt the resultant-based method presented in
[15, Chapter 15] and work with the resultant matrices pre-
sented in [3], but their size is larger than the subresultants
we are considering here. In this case, the resultant matrices
of Canny and Emiris are of order 9a + 3

2
b + 1.



Once we know that the parametrization is invertible, it
turns out that the rank of ψ equals r := dim

�

Sint(3P)

�

− 1.
Then, we may compute the inverse as in (5): by deleting
some columns in M, choose a submatrix Mψ of the matrix
of ψ in the monomial bases having maximal rank; it will
have size (r+1)× r. For any (α, β) ∈ int(3P)∩Z2, let mα,β

be the r × r signed determinant of the square matrix made
by deleting the row indexed by (α, β) in Mψ.

Proposition 5.1. Let (α1, β1) and (α2, β2) be points in
int(3P)∩Z2 such that both points (α1+1, β1) and (α2, β2+1)
are also in int(3P) ∩ Z2. The inversion of the parametriza-
tion is induced by

t1 := mα1+1,β1

mα1,β1
t2 := mα2,β2+1

mα2,β2
.

Proof. This follows straigthforwardly from Proposition
4.4 due to the fact that the maximal minors of Mψ are ac-
tually subresultants times a constant factor (the same for
all the maximal minors of Mψ). This factor gets cancelled
in the quotient, and we get (9). We can also argue as
follows: by using Cramer’s rule on Mψ, it turns out that
mα1+1,β1 + mα1,β1t1 lies in the image of ψ, i.e. vanishes in
V. As mα1,β1 does not vanish, we can get t1 by equating
to zero this expression. An analogue reasoning leads to the
other expression for t2.

Remark 5.2. The fact that we can find integer points sat-
isfying the hypothesis of Proposition 5.1 is a consequence of
Lemma 4.3.

6. EXAMPLES
In this section we provide examples, mostly taken from

[17, appendix], to show how our method works in the case
n = 2. We implemented the algorithm in Maple and ran it
on a Pentium III 700 Mhz with 256M of RAM. The timing
of computations given hereafter aim only at underlying the
potentiality of this subresultant-based method to solve both
properness and inversion problems.

Example 6.1: We begin with the following simple exam-
ple [17, example P9]:















p1(t1, t2) = t1
2 + t1

2t2 − t1,
p2(t1, t2) = t2 − t1,
p3(t1, t2) = t1 + t2,
q(t1, t2) = t1 − t1

2 + t2.

The interior points of the polytopes 2P and 3P are re-
spectively

[t1
2t2, t1

3t2], and

[t1
3t2, t1

4t2, t1
5t2, t1

2t2
2, t1

3t2
2, t1

4t2
2, t1

5t2
2].

The matrixM is hence a 6×7-matrix (meaning 6 lines and 7
columns); its computation and the computation of its rank,
which is 6, takes 0.03s. Here it is:


















−1 − X1 0 −1 − X2 0 −X3 + 1 0

1 + X1 −1 − X1 X2 −1 − X2 X3 −X3 + 1

0 1 + X1 0 X2 0 X3

−X1 0 1 − X2 0 −X3 + 1 0

0 −X1 0 1 − X2 0 −X3 + 1

1 0 0 0 0 0

0 1 0 0 0 0



















.

From the monomial basis indexing 3P we deduce that

t1 =
∆2

∆1
, t2 =

∆5

∆1
,

where ∆i denotes the signed determinant of the submatrix
of M obtained by erasing the ith line.

Example 6.2: Our second example corresponds to the
parameterized surface [17, example P6]:















p1(t1, t2) = t2 + 2 t1 t2 − 3 t1
2 − t2

2,
p2(t1, t2) = 3 + t2 + 2 t1 + 2 t1 t2 + 3 t1

2,
p3(t1, t2) = 1 + 2 t2 + 2 t1 − 2 t1 t2 − 2 t1

2,
q(t1, t2) = 1.

The interior points of the polytopes 2P and 3P are respec-
tively

[t1t2, t1
2t2, t1t2

2] and

[t1t2, t1
2t2, t1

3t2, t1
4t2, t1t2

2, t1
2t2

2, t1
3t2

2, t1t2
3, t1

2t2
3, t1t2

4].

The matrix M is hence a 9 × 10-matrix; its computation
as well as the computation of its rank, returning 9, take
together 0.03s. From there it follows that an inversion is
obtained by

t1 =
∆2

∆1
, t2 =

∆5

∆1
,

with the same notations that in the previous example. If
one is interested in the developed result, its computation is
completed in 0.2s (but the result is too large to be printed
in the text). However note that it is often useful to keep
matrix formulation in many cases: this is, with the universal
property, a radical advantage of resultant-based methods.

Example 6.3: Our third example is bigger than both
previous ones. It corresponds to the following parameterized
surface [17, example P15]















p1(t1, t2) = 3t2 + 3t1
2t2 − t2

3,
p2(t1, t2) = 3t1 + 3t2

2t1 − t1
3,

p3(t1, t2) = 3t2
2 − 3t1

2,
q(t1, t2) = 1.

The matrixM we computed is a 28×30-matrix; its compu-
tation as well as the computation of its rank, returning 27,
take together 0.05s. The monomial basis indexing int(2P)
and int(3P) we obtained are respectively

[t1t2, t1
2t2, t1

3t2, t1
4t2, t2

2t1, t1
2t2

2, t1
3t2

2, t1t2
3, t1

2t2
3, t1t2

4]

and

[t1t2, t1
2t2, t1

3t2, t1
4t2, t1

5t2, t1
6t2, t1

7t2, t2
2t1, t1

2t2
2, t1

3t2
2,

t1
4t2

2, t1
5t2

2, t1
6t2

2, t1t2
3, t1

2t2
3, t1

3t2
3, t1

4t2
3, t1

5t2
3, t1t2

4,

t1
2t2

4, t1
3t2

4, t1
4t2

4, t1t2
5, t1

2t2
5, t1

3t2
5, t1t2

6, t1
2t2

6, t1t2
7].

The one indexing int(3P) can be represented in the follow-
ing usual picture (where t1 and t2 are represented by the
coordinate axes):
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It follows that an inversion is obtained, for instance, with

t1 =
∆2

∆1
, t2 =

∆7

∆3
.

Example 6.4: Finally, we would like to end this section
by emphasizing the universal property of resultant-based
methods that we had already mentioned in remark 4.5. In
the case of the inversion problem this means that we can
pre-compute the matrix M by advance for some classes of
surfaces; these classes are defined by the non-vanishing of
the corresponding resultant used in proposition 3.3. Let us
take a concrete example. The second example we treated
above fits into the class of surfaces parameterized by dense
polynomials of degree 2 (in variables t1, t2). In this way we
can apply our algorithm with the “generic” parametrization














p1(t1, t2) = c1,0 + c1,1t1 + c1,2t2 + c1,3t1t2 + c1,4t21 + c1,5t22,

p2(t1, t2) = c2,0 + c2,1t1 + c2,2t2 + c2,3t1t2 + c2,4t21 + c2,5t22,

p3(t1, t2) = c3,0 + c3,1t1 + c3,2t2 + c3,3t1t2 + c3,4t21 + c3,5t22,

q(t1, t2) = c0,0 + c0,1t1 + c0,2t2 + c0,3t1t2 + c0,4t21 + c0,5t22,

where the ci,j ’s are viewed as formal parameters (i.e.as vari-
ables with weight zero). We thus obtain a 9 × 10-matrix M
whose entries are polynomials in the ci,j ’s, and also a uni-
versal solution to the inversion problem. It follows that for
any specialization of this particular class of surfaces, as the
second example treated above, we just have to specialize the
ci,j ’s in the universal solution that we had pre-computed to
obtain the result.

7. FUTURE WORK
It would be interesting to have a“mixed version” of these

results. To be more precise, suppose that the parametriza-

tion is of the form Xi = pi(t)
qi(t)

, with supp(pi, qi) ⊂ Ai, and

the family A1, . . . ,An+1 ⊂ Zn “essential” as defined in [20].
There is a toric variety associated with this data (see [14]),
and a sparse resultant operator ResA1,...,An such that, if
the polynomials pi(t), qi(t), i = 1, . . . , n + 1 do not have a
common zero in this toric variety, then

ResA1,...,An(q1(t)X1−p1(t), . . . , qn+1Xn+1−pn+1) = F (X)d

for some positive number d. It should be interesting to relate
this number d with the degree of the map φ. Are they always
the same? If so, one could apply the theory of sparse subre-
sultants to this context, and get smaller and more compact
matrices for solving the properness/inversion problem as the
following example shows.

Example 7.1. This parametrization is extracted from [17,
example P1]:























X1 = t1
t1+t2

X2 =
t21−t1+1

t2+1

X3 = t21 + t2

We can consider F1 as a polynomial of total degree 1 and
F2, F3 having both total degrees 2. Then we get the following
more compact matrix in critical degree:

M2 :=











X2 − 1 1 X2 −1 0 0
X3 0 −1 −1 0 0
0 X1 − 1 X1 0 0 0
0 0 0 X1 − 1 X1 0
0 0 0 0 X1 − 1 X1











.

The maximal minors of this matrix are subresultants:

∆1 = −X2
1 (X2X1 − 1 − X2)

∆t1 = X3
1 (X2 − 1 − X3)

∆t2 = X2
1 (X2 − 1 − X3)(X1 − 1)

∆t2
2

= (X1 − 1)2×

(X2X1 − X2 − X1 + 1 − X1X3 + X1X2X3 − X2X3)

and from here we can solve the inverse problem:

t1 = −
∆t1

∆1
= X1(X2−1−X3)

X2X1−1−X2

t2 =
∆t2

∆1
= X2X1−X2−X1+1−X1X3+X3

X2X1−1−X2

In another direction, it would be interesting to under-
stand to what extent these methods can be applied to the
case where base points are present. One can show that if the
zero locus of the variety defined by p1, . . . , pn+1, q in XA is
not empty, then the sparse resultant is identically zero, but
if there is only one single solution, then the subresultants in
critical degree cannot be all zero.Moreover, one can recover
this common solution as in [22]. Can we adapt this method
to the case where the base points are finite and local com-
plete intersection, as it was shown in [13]? Also, it would
be interesting to know if one can use residual resultants for
solving inversion and properness problems in the presence
of base points. In [1] it was shown that these resultants
can be used to solve the implicitization problem, giving a
result similar to proposition 3.3, but it remains to introduce
an appropriate notion of residual subresultants in order to
obtain all the needed tools for the inversion and properness
problems.
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