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Abstract

In computer vision and image processing, edge detection concerns the localization of

signi�cant variations of the grey level image and the identi�cation of the physical phe-

nomena that originated them. This information is very useful for applications in 3D

reconstruction, motion, recognition, image enhancement and restoration, image registra-

tion, image compression, and so on. Usually, edge detection requires smoothing and

di�erentiation of the image. Di�erentiation is an ill-conditioned problem and smoothing

results in a loss of information. It is di�cult to design a general edge detection algorithm

which performs well in many contexts and captures the requirements of subsequent pro-

cessing stages. Consequently, over the history of digital image processing a variety of edge

detectors have been devised which di�er in their mathematical and algorithmic properties.

This paper is an account of the current state of our understanding of edge detection. We

propose an overview of research in edge detection: edge de�nition, properties of detectors,

the methodology of edge detection, the mutual in
uence between edges and detectors, and

existing edge detectors and their implementation.
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1 Introduction

In computer vision, edge detection is a process which attempts to capture the signi�cant prop-

erties of objects in the image. These properties include discontinuities in the photometrical,

geometrical and physical characteristics of objects. Such information give rise to variations in

the grey level image; the most commonly used variations are discontinuities (step edges), local

extrema (line edges), and 2D features formed where at least two edges meet (junctions).

The purpose of edge detection is to localize these variations and to identify the physical

phenomena which produce them. Edge detection must be e�cient and reliable because the

validity, e�ciency and possibility of the completion of subsequent processing stages rely on it.

To ful�ll this requirement, edge detection provides all signi�cant information about the image.

For this purpose, image derivatives are computed. However, di�erentiation of an image is an

ill-posed problem; image derivatives are sensitive to various sources of noise, i.e., electronic,

semantic, and discretization/quanti�cation e�ects. To regularize the di�erentiation, the image

must be smoothed. However, there are undesirable e�ects associated with smoothing, i.e., loss

of information and displacement of prominent structures in the image plane. Furthermore, the

properties of commonly-used di�erentiation operators are di�erent and therefore they generate

di�erent edges. It is di�cult to design a general edge detection algorithm which performs well

in many contexts and captures the requirements of subsequent processing stages. Consequently,

over the history of digital image processing a variety of edge detectors have been devised which

di�er in their purpose (i.e., the photometrical and geometrical properties of edges which they

are able to extract) and their mathematical and algorithmic properties.

This paper describes the characteristics of edges, the properties of detectors, the methodol-

ogy of edge detection, the mutual in
uence between them and the main idea behind the major

edge detection techniques. In the next section, we will give a de�nition of edges and related

physical phenomena. Section 3 is devoted to the properties of edge detectors. In section 4,

we analyze the in
uence of image characteristics and the properties of an edge detector on its

performance. Finally, we brie
y describe existing edge detectors and their implementation in

section 5.

2 Edge De�nition

Physical edges provide important visual information since they correspond to discontinuities in

the physical, photometrical and geometrical properties of scene objects. The principal physical

edges correspond to signi�cant variations in the re
ectance, illumination, orientation, and depth

of scene surfaces. Since image intensity is often proportional to scene radiance, physical edges

are represented in the image by changes in the intensity function. The most common types of

image intensity variations are steps, lines and junctions.
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Steps are by far the most common type of edge encountered. This type of edge results from

various phenomena: for example when one object hides another, or when there is a shadow on

a surface. It generally occurs between two regions having almost constant, but di�erent, grey

levels.

The step edge is the point at which the grey level discontinuity occurs. In real images, step

edges are localized at the in
ection points of the image. In fact, the image formation process

involves the convolution of the camera point-spread function with the edge pro�le corrupted

by noise which produces a smooth function (see Fig 1.a and b). Consequently, step edges are

localized as positive maxima or negative minima of the �rst-order derivative (Fig. 1.c) or as

zero-crossings of the second-order derivative (Fig. 1.d). In 2D, the �rst derivative is de�ned by

the gradient operator and the second derivative is approached by the Laplacian or by the second

derivative along the gradient direction. This step edge de�nition does not include the spatial

distribution of edges. It is more realistic to consider a step edge as a combination of several

in
ection points. The most commonly used edge model is the double step edge (two in
ection

points in the vicinity of each other). There are two types of double edges: the pulse (Fig. 1.e)

and the staircase (Fig. 1.f). As we shall see below, the distinction between these two models is

motivated by the fact that they produce di�erent edge information when Laplacian detectors

are used.

a. b. c. d.

e. f.

Figure 1: Step edge pro�le. a) Ideal step edge, b) Smoothed step edge corrupted by noise, c)

and d) First and second-order derivatives of the smoothed step edge (noise-free), e) Pulse, f)

staircase.

Lines result from mutual illumination between objects that are in contact or from thin

objects placed against a background. The pro�le of lines is given in Figure 2.a. Lines correspond
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to local extrema of the image. They are localized as zero-crossings of the �rst derivative, or

local maxima of the Laplacian, or local maxima of the grey level variance of the smoothed

image. This type of edge is successfully used in remote sensing images for instance to detect

roads and rivers [29].

In the scene, a physical corner or physical junction is formed when at least two physical

edges meet. There are additional circumstances that may create corners in the image, for

example illumination e�ects or the presence of occlusions e.g., a T-junction is created if one

physical edge occludes another (see Fig. 2.b). In what follows we will use the terms \junction"

and \corner" synonymously. In the image, a junction is a 2D-feature. It will be sharp and is

de�ned as the point where two or more edges (which can be of di�erent types) meet. There are

several junction models: T, L, Y, X. The junction can be localized in various ways: e.g., a point

with high curvature, or a point with great variation in gradient direction, or a zero-crossing of

the Laplacian with high curvature or near an elliptic extremum.

The term \edge", as commonly used, encompasses all types of edges, but the majority of

existing edge detection algorithms are adapted to step edges, which are the most common.

Other types of edges are given in [87].

a.

Grey Level = B Grey Level = C

Grey Level = A

b.

Figure 2: a) Line pro�le, b) T-Junction pro�le.

3 Properties of Edge Detectors

An edge detector accepts discrete, digitized images as input and produces an edge map as

output. The edge map of some detectors includes explicit information about the position and

strength of edges, their orientation, and the scale. The example in Figure 3 includes position

information only.

During the history of image processing, a variety of edge detectors have been devised which

di�er in their purpose (the photometrical and geometrical properties of the edge) and in their

mathematical and algorithmical properties. From the point of view of integration of an edge

detector into a computer vision system there are two classes of detectors. The �rst includes

detectors which do not use a priori knowledge about the scene and the edge to be detected. This
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a. b.

Figure 3: a) Original image, b) Position information provided by an edge detector.

class of \autonomous" detectors is in
uenced neither by other components of the vision system

nor by contextual information. These detectors are 
exible in the sense that they are not limited

to speci�c images. However, they are based on local processing; the process of labeling an edge

is based only on its neighboring pixels. The second class of detectors are contextual, in the sense

that they are guided by the results of other components of the system or by a priori knowledge

about the edge or the structure of the scene. It follows that they perform only in a precise

context. Few contextual detectors have been proposed. If we consider the knowledge used by

the detectors, it is clear that autonomous detectors are appropriate for general-purpose vision

systems. However, contextual detectors are adapted to speci�c applications where processed

images always include the same objects.

Conceptually, the most commonly proposed schemes for edge detection (both autonomous

and contextual detectors) include three operations: di�erentiation, smoothing and labeling.

Di�erentiation consists in evaluating the desired derivatives of the image. Smoothing consists

in reducing noise in the image and regularizing the numerical di�erentiation. Labeling involves

localizing edges and increasing the signal-to-noise ratio of the edge image by suppressing false

edges. Labeling is the last operation to be run. However, as will be shown below, the order

in which di�erentiation and smoothing are run depends on their properties. Smoothing and

di�erentiation of an image are realized only by �ltering the image with the di�erentiation of the

smoothing �lter. In this regards, the terms �lter and detector are often used synonymously [67,

41, 8, 21, 124]. The performance of these three operations is related. In fact, smoothing

regularizes the di�erentiation and the speci�cation of the false edge suppression step depends

on the performance of the two other operations. If the smoothing step reduces noise without

loss of information, false edge suppression is easy to accomplish.

The speci�cation of an edge detector in terms of three operations is incomplete. In fact, an

edge detector includes neither the precise context in which it can be successfully used nor the

scale computation. It is necessary to de�ne a methodology of edge detection to make explicit
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how to choose the scale (Multi-scale) and how to select an edge detector (multi-detector) for

a target application. In what follows, we will present the three operations, the multi-detector

and the multi-scale approaches in more details. The reader can �nd a study of smoothing �lters

and di�erentiation operators used in edge detection in the paper of Torre and Poggio [114].

3.1 Smoothing of the Image

It should be recalled that smoothing has a positive e�ect to reduce noise and to ensure robust

edge detection; and a negative e�ect, information loss. Clearly, we have a fundamental trade-

o� here between loss of information and noise reduction. The ultimate goal is to �nd optimal

detectors that ensure a favorable compromise between noise reduction and edge conservation.

Regularization theory is the formalization, as an optimization problem, of the search for an

optimal �lter. In fact, image di�erentiation, like many other problems in early computational

vision, is ill-posed in the sense that the existence, uniqueness, and stability of a solution cannot

be guaranteed in the absence of additional constraints. Poggio [86] suggests that the class of

admissible solutions to an ill-posed problem is restricted by imposing additional constraints.

Usually, these constraints concern the appropriate compromise between noise reduction and

edge conservation. For example, in standard Tikhonov's regularization, a problem is rendered

well-posed by restricting the acceptable solutions to the space of smooth functions. In the

edge detection context, Poggio and Torre [85, 86] show that regularizing di�erentiation can

be accomplished by convolution of the image with the cubic spline (or its derivatives), with

area controlled by a regularization parameter. The regularization parameter determines the

compromise between noise elimination and the preservation of image structure. In �ltering

terminology, the regularization parameter is called the scale. In addition to the cubic spline,

two other regularization �lters have been proposed in [86], the Green function and the Gaussian,

whose respective impulse responses are:

r(x) =

�

2

p

2

e

��jxj

(cos(

�jxj

p

2

) + sin(

�jxj

p

2

)) (1)

g(x) =

1

p

2��

e

�

x

2

2�

2

(2)

where � > 0 and � > 0. Although these �lters ensure a compromise between noise elimina-

tion and the preservation of image structure, we are faced with the problem of choosing the

regularization parameter. This is important since judicious selection of this parameter reduces

information loss. This problem will be presented below (cf. 3.4).

The attributes of a smoothing �lter that in
uence the performance of the edge detector are

its linearity, the duration of its impulse response, and its invariance to rotation. Non-linear

�ltering has been proven to be more successful than linear �ltering because it removes certain
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kinds of noise better (e.g., impulse noise) while preserving edge information [84]. However,

in this section we will focus on linear �ltering because it is more common in edge detection.

The duration of the impulse response characterizes the support of the �lter in the spatial or

frequential domain. For instance, in edge detection, three kinds of linear low-pass �lters have

been used: band-limited �lters, support-limited �lters and �lters with minimal uncertainty.

The invariance to rotation property ensures that the e�ect of smoothing is the same regardless

of edge orientation.

A su�cient condition for a function or operator (functional) to be rotationally invariant is

that its polar form depends only on the radial distance � =

p

x

2

+ y

2

and not on its direction

tan(�) = y=x. Formally, a function f(x; y) is said to be invariant to rotation (we may also

call it a radial or rotationally symmetric function) i� for all �, f(x; y) = f(X; Y ), where

X = xcos(�) + ysin(�) and Y = �xsin(�) + ycos(�). For example, the Gaussian is invariant

to rotation, whereas the 2D version of the �lter de�ned in (eq. 1) is not. This property will

be examined in more detail in section 4.2. Other information on this topic can be found

in [6, 15, 125, 129].

3.2 Image Di�erentiation

It should be recalled that the purpose of edge detection is to localize variations of the image

grey level and to identify the physical phenomena which produced them. Di�erentiation is the

computation of the necessary derivatives to localize these edges. the di�erentiation operator is

characterized by its order, its invariance to rotation and its linearity.

The order of the di�erentiation operator is de�ned by the order of its partial derivatives.

An operator O

x;y

is invariant to rotation i� O

X;Y

= RO

x;y

, where R is the rotation matrix.

O

x;y

is linear i� for all positive scalars � and � and for all functions f(x; y) and g(x; y), we

have O

x;y

(�f(x; y) + �g(x; y)) = �O

x;y

(f(x; y)) + �O

x;y

(g(x; y)). The most commonly used

operators are the gradient, the Laplacian and the second-order directional derivative. As we

will show, the properties of the operator to be used are determined by the characteristics of

the image and the subsequent use of edges.

The gradient is a �rst-order operator de�ned as the vector (

@

@x

;

@

@y

). The modulus and the

direction of the gradient are de�ned by:

j

~

gradj =

s

(

@
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)

2
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@
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)

2
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@
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!

(3)

The gradient direction is perpendicular to the edge orientation. In many proposed schemes,

the gradient direction is used to localize edges. The gradient modulus operator is non-linear

and invariant to rotation. It is only computed by using derivatives in x and y. In a noisy

image, the use of several directional derivatives may be useful for increasing the signal-to-noise
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ratio. From a computational viewpoint, according to the steering theorem [32], derivatives

of the image in any direction can be expressed as the weighted sum of the derivatives of the

image in particular directions. It should be noted that due to the computational ine�ciency

of the square-root operation required in (eq. 3), the gradient modulus is often calculated using

one of two other metrics: j

@

@x

j + j

@

@y

j and max(j

@

@x

j; j

@

@y

j). While these can be calculated more

e�ciently, it is pointed out in [66] that in the case of a step edge the accuracy of the estimated

gradient modulus is reduced.

The second-order operators are de�ned in terms of @

2
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2
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2

=@x@y and @

2

=@y

2

. The

commonly used operators in edge detection are the Laplacian and the second-order directional

derivative along the gradient direction. These operators are de�ned by:
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where ~n is the gradient direction. The Laplacian operator is linear and rotationally symmetric,

whereas the second directional derivative is neither linear nor invariant to rotation.

Let us now examine the order in which smoothing and di�erentiation are performed. The

appropriate sequence of these operations depends on the linearity of the di�erentiation opera-

tor [114, 122]. Linear operators are associative and commutative with convolution. Formally,

for I(x; y) and f(x; y), two L

2

functions di�erentiable according to the linear operator O

x;y

, we

have the following result:

O

x;y

(I(x; y) � f(x; y)) = O

x;y

(I(x; y)) � f(x; y) = I(x; y) � O

x;y

(f(x; y)) (5)

Consequently, the order in which smoothing and di�erentiation are performed is immaterial,

since they are commutative. Non-linear operators are neither associative nor commutative with

convolution. The regularization requirement (cf. 3.1) implies in this case that smoothing must

precede the di�erentiation operation.

3.3 Edge Labeling

Edge labeling involves localizing edges and increasing signal-to-noise ratio by suppressing false

edges. The localization procedure depends on the di�erentiation operator used. In the early

gradient detectors, edges were localized by thresholding the gradient modulus. The edges which

resulted from this method where not �liform and consequently a skeletization operation was

required. An improvement has been achieved by the use of the non-maximum suppression

algorithm. The basic idea is to extract local maxima of the gradient modulus. An e�cient

algorithm has been proposed in [7] which �nds the local maxima along the direction of the

gradient vector. That is, if we consider the image plane as real, then a given pixel is a local
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maximum if the gradient modulus at this pixel is greater than the gradient modulus of two

neighboring points situated at the same distance on either side of the given pixel along the

gradient direction. For second-order detectors the localization of zero-crossings is as follows:

the output of a second-order detector at a given pixel is compared with neighbor pixels to the

left and below it. If these three pixels do not have the same signs, there is a zero-crossing.

However, it is shown in [108] that the use of more than the two principal directions (horizontal

and vertical) improves the localization, especially for certain junction models (e.g., L-junction).

Another well-known scheme is described in [44]. The output image is inspected to see whether

it matches one of eleven allowable zero-crossing predicates.

The elimination of false edges increases the signal-to-noise ratio of the di�erentiation and

smoothing operations. In spite of the importance of the cleaning operation, little works have

been done on this subject. While it may be true that the behavior of this operation depends

on the performance of smoothing and di�erentiation and that these operations are more and

more robust, false edges do not originate only from noise. As explained below, there are other

phenomena that give rise to false edges. The rule commonly used to classify edges as true or

false is that the plausibility value of true (resp. false) edges is above (resp. below) a given

threshold. The threshold is the minimum acceptable plausibility value. Due to 
uctuation

of the plausibility measure, edges resulting from such a binary decision rule are broken. So

this rule has been improved by using the hysteresis algorithm [8] to take into account edge

continuity. Two thresholds are used; a given edge (e.g., an ordered list of edge points) is true

if the plausibility value of every edge point on the list is above a low threshold and at least one

is above a high threshold. Otherwise, the edge is false.

Speci�cation of the cleaning process depends on the di�erentiation operator used. When the

gradient di�erentiation operator is used, the plausibility measure is the gradient modulus. False

maxima originate from noise and can be eliminated using one of the above-mentioned rules.

One problem of image cleaning concerns the choice of the plausibility measure when a second-

order di�erentiation operator is used. Many authors [100, 13] use the gradient modulus as a

plausibility measure. However, it is well known that an authentic zero-crossing can correspond

to a weak gradient modulus (i.e., saddle point). Other authors [67, 41, 108, 109, 127] suggest the

use of the slope of the edge as a plausibility measure. However, computation of the slope requires

the computation of third-order derivatives and hence it is noise-sensitive. False zero-crossings

have at least two causes and require the use of an appropriate thresholding method [12, 13, 108,

109, 127]. The �rst class of false edges is well known: originating from noise, they are called

\noised edges". The noise results from both the image acquisition system and the nature of the

scene under consideration (i.e., texture). In many images, this type of false edge usually has a

low gradient modulus and can be discarded using an algorithm such as hysteresis. The second

class of false edges, called \phantom edges", arise from certain edge models (e.g, staircase).
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Intuitively, they are zero-crossings of the second derivative which correspond to the positive

minima or negative maxima of the �rst derivative of the staircase (see Figs. 4 and 5). It is

pointed out in [13] that for the case of white, normally-distributed random signals, the phantom

edges are fewer (by a factor of nine) and weaker (by a factor of about three) than the authentic

edges. In practice, however there may be phantom edges whose gradient magnitude is greater

than that of some authentic edges. In addition, a phantom edge usually forms a continuous

curve which extends an authentic curved edge. Therefore, the use of edge continuity as a

criterion to clean an image is not appropriate, since it implies the non-suppression of phantom

edges. Phantom edges as minima of the gradient magnitude are the only edge points which

verify the following condition. Let I(x; y) be the input image and f(x; y) the smoothing �lter.

An edge (x
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0
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where (I � f)

0

~n

(x; y) is the �rst derivative of (I � f)(x; y) taken along the direction of the

gradient. Given the original image and the corresponding zero-crossings, the cleaning algorithm

consists of two steps [13, 108, 109, 127]: 1) Elimination of phantom edges by using the condition

given in (eq. 6), 2) Elimination of noisy edges by using the hysteresis algorithm (or any other

thresholding algorithm).

a. b. c.

Figure 4: a) The pro�le of the staircase edge, b) Two maxima and one minimum of the �rst

derivative of the smoothed staircase, c) Three zero-crossings of the second derivative of the

smoothed staircase.

Another aspect of the elimination of false edges concerns threshold computation. Usually,

a threshold value is found using a trial-and-error process and is used for all edges of an im-

age. However, it is pointed out in [18, 111, 127, 128] that the threshold is a function of edge

characteristics, properties of the smoothing �lter, and properties of the di�erentiation operator.

Consequently, it is not easy to �nd a single threshold value for a given image. An automatic

rule to compute the threshold for the Laplacian of Gaussian detector has been proposed in [18].

This rule is empirical, no justi�cation has been given and it has been tested only on synthetic
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data. We have proposed in [108, 109, 111, 127] a cleaning rule for multi-scale edge detection

based on the behavior of the ideal step edge in scale space. The threshold is found at a high scale

and propagated automatically to ideal step edges obtained at lower scales. Improvements of

this algorithm are proposed in [128] for use with any smoothing �lter, di�erentiation operator,

and edge model.

a. b. c.

d. e.

Figure 5: a) Zero-crossings of the Laplacian of Gaussian with � = 1, b) False edges caused

by noise, c) Zero-crossings without false edges due to noise, d) False edges generated by the

staircase of the image 5.c, e) Zero-crossings without false edges due to staircase or noise.

3.4 Multi-Detector and Multi-Scale Approaches

In general, an edge detector includes neither the precise context (i.e, characteristics of the

image) in which it can be successfully used nor the scale computation rule. For instance, certain

detectors are commonly viewed as a convolution operation (f

s

� I)(x; y) where I is the image,

f

s

the �lter and s the scale. In computer vision, we are often confronted with the problem

of selecting an appropriate edge detector. Usually, the approach used consists of arbitrarily

choosing a detector and using it to �nd all the edges in the images being processed in the target

application. The scale is often �xed by trial-and-error experiments and reused for all images.

It is obvious that this approach does not lead to correct results. In fact, one detector running
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at one scale does not yield all edges of the image [126]. It is more suitable to focus on edges

by using several detectors that di�er in their scales, mathematical properties and goals. The

underlying problems are multiple ; various knowledge and know-how about image formation

and processing techniques are required to arrive at an e�ective approach. Matsuyama [68]

pointed out the problems frequently encountered in designing image analysis systems. A small

step in this direction has been accomplished by using multiple detectors and multiple scales

as described in [38, 126]. Hasegawa et al. [38] have implemented the IMPRESS system that

is able to choose the appropriate detector to �nd a given edge. It involves applying all the

detectors and retaining the one which generates the result most similar to the reference edge.

Ziou and Koukam [126] have implemented the SED system which is able to automatically select

edge detectors and their scales to extract a given edge. To avoid a combinatorial approach, the

selection criteria combine several sources of information such as edge characteristics, detector

properties, the mutual in
uence between edges and detectors, and the e�ective results of the

run detectors.

Multi-scale edge detection is a particular solution to this problem since it is limited to the

use of single edge detector with multiple scales. Let us consider the gradient of the Gaussian.

For a small scale, this detector is rather noise-sensitive; some extracted edges are twisted

and broken but the �ne details of intensity changes are obtained; for a large scale, coarse

intensity changes are obtained but some edges have a large delocalization error (see Fig. 6). It

is di�cult to �nd a single scale which leads to an optimal detector for all edges in an image.

As suggested by Rosenfeld and Turson [94] as well as Marr and Hildreth [67], we can obtain

a description of an image at di�erent scales by applying an edge detector at di�erent scales

and combining the recovered edge information. This is called the multi-scale approach. Let

us examine the order in which smoothing and di�erentiation can be performed. We previously

(cf. 3.1) gave a response for this question in the case of a detector which runs at one scale.

In the case of multi-scale edge detection the order in which these operations run is slightly

di�erent. Traditionally, in multi-scale edge detection schemes, images are smoothed at several

scales after di�erentiation. Let us consider two requirements of multi-scale edge detection:

regularization and nice scaling behavior. The regularization requirement implies the following

order: smoothing, di�erentiation and successive smoothing at di�erent scales. Nice scaling

behavior means that edges are not created as the scale increases; in general this requirement

does not hold for non-linear operators [121, 122]. Many schemes for multi-scale edge detection

have been proposed [118, 4, 82, 64, 127]. The use of this approach involves two problems:

(1) the number of scales of an edge detector which can be used for a given image and the

way in which those scales are selected, (2) the way in which the edge information recovered at

di�erent scales can be e�ciently combined. It should be recalled that the scale is related to the

regularization parameter (cf. 3.1).
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a. b. c.

Figure 6: a) Original image, b) and c) Gradient Maxima obtained at � = 1 and � = 4,

respectively.

As we just have seen, an edge detector is usually run at di�erent scales; s

1

; s

1

+ �s; s

1

+

2�s; � � � ; s

2

. When �s is negative, this means that coarse edges are extracted before �ne edges,

thus the appellation coarse-to-�ne strategy; whereas positive �s corresponds to �ne-to-coarse

strategy. The choice of s

1

, s

2

, and �s depends on the image characteristics, the properties of

the detector used and the subsequent use of edges. But also �s must be chosen so that the

movement of edges obtained at consecutive scales in scale space will be small, thus making

it easier to combine them. In his study, Bergholm [4] suggests �s = 0:5 in the gradient of

Gaussian case. This manner of choosing scales lacks e�ciency since the scale is increased or

decreased by the same amount (i.e., �s) at each run of the detector. However, certain edges

are invariant in scale space and do not need to be processed at each scale. This redundancy

problem can be circumvented if it is possible to predict the scales that causes an edge to change.

Various schemes for the automatic estimation of scales have been proposed [45, 34, 65, 52, 27].

The integration of these schemes in multi-scale edge detection schemes seems to be promising.

The Edge combination process involves identically labeling, with minimum error, edges

obtained at di�erent scales which originated from the same physical phenomena. The similar

edges are combined to form a single image, to which are added all edges which are not matched.

The resulting image is more complete and includes edges with minimal redundancy. Generally,

the labeling process is not an easy one, edge combination can be made easier if the detector

used has nice properties in scale space: no edges are created as the scale increases. When

this property is ful�lled all edges appear at the �ner scale and therefore edges can be tracked

in scale space; for instance in �ne-to-coarse tracking edges that disappear never reappear. In

other words, this property provides a means of relating the descriptions at di�erent scales to

one another and allows the characterization of edges behavior in scale space. This behavior is

an additional source of knowledge which can be used in combining edges and selecting scales.

Theoretical studies [122, 3, 121] show that in one dimension, with the second derivative, the

Gaussian �lter is the only �lter in a broad class which never creates zero-crossings as the scale
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increases. In two dimensions, this property is ful�lled by the Laplacian of Gaussian. It should

be noted that in practice the consequences of the nice behavior property are not clear. The

nice behavior of an edge detector also depends on the normalization constant that reduces

approximation errors [104, 31, 44]. For example, certain authors [41, 44] consider the Laplacian

of Gaussian as K(1�

�

2

�

2

)e

�

�

2

2�

2

, where K is the normalization factor and �

2

= x

2

+y

2

. The value

of the constant K is chosen so that the detector has a certain behavior in scale space, the sum

of the discrete �lter coe�cients is zero and they are represented to the desired number of bits.

Recently, Williams and Shah [119] suggest the use of the normalized version of the Gaussian;

for a one-dimensional �rst-order derivative, this means that the area between the curve and

the x-axis is in two parts; that for x < 0 is above the axis, while that for x > 0 is below. The

total area of both regions under the curve is constant and equal to one. The normalized version

of the Gaussian ensures that the gradient magnitude of the edges increases and decreases as a

function of edge pro�le and edge interaction. For instance, if the edge is an ideal step, its �rst

derivative does not depend on the scale.

Witkin [120] was one of the �rst to explicitly propose a description of a one-dimensional

signal by its zero-crossings across scales. The signal is smoothed by a Gaussian �lter using

various scales and the zeros of the second derivative are located (see Fig. 7). In this description,

called scale space, each zero-crossing is represented by its location at a �ne scale and the scale

at which it disappears. Witkin's description has allowed the study of the behavior of edge

models as a function of the scale [119, 118, 4, 82, 30, 60, 87, 63, 127] and thus the use of the

knowledge resulting from these studies to design edge combination algorithms. Canny [7, 8] has

proposed a �ne-to-coarse combination strategy of edges resulting from the use of his detectors at

di�erent scales. The combination process, called feature synthesis, involves using its detector

to mark edges at a �ne scale. From these edges, the large gradient output is synthesized

and compared to the actual detector output. Additional edges are marked only if the large

detector has signi�cantly greater response than that predicted from the synthetic response.

This combination process picks up �ne details of the image and provides a smearing edges.

Bergholm [4] proposes an algorithm, called edge focusing, for combining edge information,

moving from a coarse to a �ne scale. Canny's detector is run at decreasing scales in the vicinity

of the recovered edges and the combination process consists of re�ning the previously recovered

edges by the current ones. A drawback of Bergholm's algorithm is that some edges (i.e., the

blurred ones) present a juggling phenomenon at small scales. Improvements of Bergholm's

scheme have been proposed by Williams and Shah [118]. These authors consider Canny's

detector and a general double edge model with di�erent steps. They study the behavior of

these edges in scale space and provide an equation for the movement of edges as a function

of the scale. This equation describes the position of an edge at a given scale and can thus be

used in the edge linking process. The schemes of Bergholm and Williams et al. are based on
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reasoning in scale space. They result from a thorough study of the behavior of edge models

(step edge, double edge, corner edge, and box edge) in scale space. Lacroix [56], on other hand,

uses a �ne-to-coarse analysis to avoid this problem. However, the resulting edges have a large

delocalization error at high scales. To avoid these problems Lindeberg [62] proposes labeling

edges when they have a maximum gradient magnitude in scale space. All of these schemes use

the gradient of the Gaussian. As mentioned above, only the Laplacian of Gaussian has the nice

behavior. Lu and Jain [63, 64] consider di�erent types of step edges and derive thirty-�ve rules

describing the behavior of zero-crossings of the Laplacian of Gaussian in scale space. These

rules allow multi-scale reasoning for the automatic selection of scales, edge localization, edge

fusion, correction of edge location, and elimination of false edges. Tabbone and Ziou [127, 111]

use neither the coarse-to-�ne nor the �ne-to-coarse strategy to combine edge information. The

starting point for image description is the behavior of four step edge models (ideal, blurred,

pulse, and staircase) in scale space. It is shown that, for these models, use of two scales (high

and low) leads to a complete, correct description of the image in terms of zero-crossings. The

authors propose rules for the combination of zero-crossings obtained at two scales: step and

double edges are recovered at a low scale and blurred edges at a high scale. The smoothing

�lter used in this scheme is not the Gaussian and therefore the nice behavior is not ful�lled.

Figure 7: One-dimensional signal smoothed at di�erent scales and its Scale space representation.

4 Mutual In
uence Between Detectors and Edges

So far, we described the fundamental operations of an edge detector, i.e., smoothing, di�er-

entiation and labeling. In this section, we will deal with how image characteristics and the

properties of smoothing and di�erentiation in
uence the computed edges. It should be recalled

that an edge detector can be seen as a convolution operation and that it includes neither the

precise context in which it can be successfully used nor the scale computation. The mutual
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in
uence relation between edges and detectors makes it possible to specify the context in which

it is meaningful [126]. For example, the choice of a speci�c edge detector for a given image

requires knowledge of its performance. Thus, this mutual in
uence relation leads to a better

use of edge detectors and resulting in a better performance. In what follows, we will consider

two of the three criteria of Canny as the performance of an edge detector: the signal/noise

ratio (non-detection of true edges and detection of false edges) and the delocalization error (the

distance between the location of the true edge and the location of the edge detected). The

multiple response criterion do not concern edges, but only image noise; it is not considered

here.

In the next section, we will present the in
uence of an edge detector's properties on the

detected edges. We will discuss the e�ect of image characteristics, particularly subpixel and

edge orientation. Finally, we will present the evaluation schemes used to measure the in
uence

between edges and detectors.

4.1 In
uence of an Edge Detector

It should be recalled that we are interested in the properties of the smoothing and di�erentiation

operations. In this section, we will present the in
uence of the smoothing �lter, especially the

e�ect of its impulse response duration and the in
uence of the di�erentiation operator.

Let us examine informally the performance of the three kinds of low-pass �lters commonly

used: band-limited �lters, support-limited �lters and �lters with minimal uncertainty. Band-

limited �lters are an obvious choice for regularizing di�erentiation, since the simplest way to

avoid noise is to �lter out high frequencies that are ampli�ed by di�erentiation. However,

their support is theoretically in�nite and they are truncated before their implementation in the

spatial domain. Consequently, the properties of the original �lter are not conserved and the

results obtained may not ful�ll the initial speci�cation. Band-limited �lters are localized in the

frequency domain to reduce the range of scales over which intensity changes take place. An

example of a detector based on this kind of �lter is proposed in [98]. Support-limited �lters

are not good for regularization. Di�erentiation reintroduces as many high frequencies as are

removed by this type of �lter. However, in contrast to band-limited �lters, support-limited

�lters can be implemented in the spatial domain without truncation. The properties of the

implemented �lter are similar to those of the original �lter. Support-limited �lters are localized

in the spatial domain (the �ltered image should arise from a smooth average of nearby points).

The di�erence-of-boxes �lter [40] is an example of a support-limited �lter. Filters with minimal

uncertainty regularize the di�erentiation and they are an optimal compromise between the two

previous �lters. For example, the Gaussian �lter (eq. 2) provides an optimal trade-o� between

these con
icting requirements.

Now, we will deal with the in
uence of the di�erentiation operators. We will examine
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the characteristics of edges produced by commonly-used di�erentiation operators and discuss

conditions under which these operators give similar edges. The operators considered are the

gradient, the Laplacian and the second-order derivative along the direction of the gradient.

We will begin by establishing the equivalence of the gradient and the second derivative along

the gradient direction. The derivative of the gradient magnitude M(x; y) along the gradient

direction ~n is equal to the second-order derivative along the direction of the gradient.

@M(x; y)

@~n

=

@

2

@x

2

cos

2

( ) +

@

2

@x@y

sin( )cos( ) +

@

2

@y

2

sin

2

( ) (7)

The equivalence between these operators is deduced from this equation. To clarify, we

present the following example. Let us consider a vertical double edge i(x; y) = erf(

x�a

s

) +

erf(

x+a

s

), where a and s are positive real numbers. For sake of simplicity and without loss of

generality, we will use the notation i(x) instead of i(x; y), since the variable y in the right-hand

term of i(x; y) is not used. The derivatives of this signal at the origin are i
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00
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000
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e
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2
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(2a

2

�s

2

). The second derivative is zero at the origin. Under

the condition 2a

2

> s

2

, this zero-crossing corresponds to a positive minimum of i

0

(x). In other

words, for certain scales (i.e., s < a

p

2), if the �rst-order derivative is used, no edge should

be labeled at the origin. However, if the second derivative is used an edge should be labeled

at the origin. Even in a noise-free signal, these two operators give the same edges as output

in the case of an isolated step edge. However, they give di�erent results in the case of several

edges which are close to each other (i.e., double edges). The second derivative gives more edge

points than the �rst derivative. This di�erence is accentuated in the presence of noise. We

conclude that there is an equivalence between these operators in the case of noise-free isolated

step edges. However, in practice the equivalence is meaningless.

The Laplacian and the second-order derivative along the direction of the gradient are both

second-order operators. They are related by:

r =

@M(x; y)

@~n

+M(x; y)

@�(x; y)

@ ~n

�

(8)

where ~n

�

is the unit vector normal to the gradient direction. The Laplacian is decomposed

into the change of magnitude of the gradient vector along the direction of the gradient and

the change of direction of the gradient vector, multiplied by the gradient magnitude, along

the direction perpendicular to the gradient. The term

@�(x;y)

@ ~n

�

is related to the curvature of the

underlying edge. Curvature is

@�(x;y)

@s

, where s is the arc length. Because ~n

�

is aligned along

the edge and closely approximates s,

@�(x;y)

@ ~n

�

approximates the curvature. In particular,

@�(x;y)

@ ~n

�

is zero only if the underlying edge is straight and theoretically in�nite at the junction points.

Given an image I(x; y), the operators r and

@M(x;y)

@~n

are equivalent; that is their zero-crossings

coincide, i� the curvature of the edge is zero, i.e.,

@�(x;y)

@ ~n

�

= 0. This result is similar to the one

18



in [114] and generalizes the result proposed in Marr's paper [67], i.e, rI(0; y) =

@

2

I(0;y)

@x

2

= 0 i�

the image I(0; y) is constant or linear. Furthermore, the zero-crossings of the Laplacian have

geometrical properties. Torre and Poggio [114] show that zero-crossing contours are closed

curves or curves that terminate at the boundary of the image. However, edges obtained with

directional operators do not have special geometrical properties.

Di�erentiation operators have been used to extract junctions. In this context, their per-

formance has been studied in [5, 19, 78, 112]. It is shown that the commonly-used curvature

measure is suitable for the detection of L-junctions but unpredictable for other junction models.

Concerning the Laplacian operator, it is shown in [112] that for linear junction models (i.e., L,

X, Y) with in�nite extent and constant illumination (the edges forming the junction are linear,

with in�nite extent, and the underlying surfaces of the junction have a constant illumination)

the Laplacian of Gaussian is zero at the junction point, while it is not zero for the other models,

i.e., linear models with non-constant illumination, non-linear models, and models with �nite

extent. In the case of linear models with non-constant illumination, the value of the Laplacian

of Gaussian depends on the image intensity variation. For non-linear models the value of the

Laplacian of Gaussian depends on the model curvature. For �nite extent linear models with

constant illumination the Laplacian of Gaussian value tends to zero when the area of the model

is large compared to the scale of the Gaussian. It is clear that in many cases, true junctions do

not coincide with zeros of the Laplacian of Gaussian. We conclude that approaches that use

zero-crossings of the Laplacian of Gaussian are not precise.

The performance of the gradient of the Gaussian have also been studied in [19]. The gradient

scheme does not produce false edges in the vicinity of T and Y, as with the Laplacian. However,

for the Y, T, V, and L linear models with in�nite extent and constant illumination there is

no local maximum of the gradient modulus along the direction of the gradient at the junction

point. Moreover, the delocalization error of both maxima of the gradient and zeros of the

Laplacian is large in the vicinity of the Y, T, V and L junctions (see Fig. 8).

4.2 In
uence of Edge Characteristics

According to the de�nition given above, an edge is represented by its geometric and photometric

characteristics. We are interested in those characteristics that in
uence the performance of

an edge detector. The geometric characteristics are position, orientation, and smoothness.

The photometric characteristics are an accurate description of the detailed variation of image

intensity in the vicinity of the edge. We will consider two kinds of edge pro�le: the isolated

step edge and the double edge. Let us assume that the surfaces of the image are linear. This

is a reasonable assumption if the image is smoothed before edge analysis. The attributes of a

step edge are its noise, contrast (the cumulative intensity change that occurs across the edge),

steepness (the surface slope within the interval, across the pro�le, in which the bulk of the
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Figure 8: a) Y-junction model, b) Y-junction edges obtained as maxima of the gradient, c)

Y-junction edges obtained as zero-crossings of the Laplacian, d) L-corner edges obtained as

maxima of the gradient, e) L-corner edges obtained as zero-crossings of the Laplacian.

intensity change occurs), and �nally its width (the size of this interval). The attributes of a

double edge are the attributes of each step plus the distance between these two steps. The

in
uence of edge characteristics on the performance of detectors has been studied by many

investigators [1, 49, 48, 115, 19, 66]. We will give some knowledge which is independent of

a particular detector. We will start with a brief description of the in
uence of photometric

characteristics such as noise, steepness and edge type. Then, we will present the in
uence of

geometric characteristics such as smoothness, subpixel, and orientation.

For the in
uence of noise, the higher the noise energy, the lower the signal/noise ratio, the

greater the delocalization error is. In the case of a single step edge, the lower the edge steepness,

the lower the signal/noise ratio and the greater the delocalization error. The delocalization error

is greater in the case of a double edge because of the mutual in
uence between its two steps.

It increases with the quotient of the detector scale and the distance between the two steps.

With regards to the in
uence of form attributes and smoothness, it is pointed out that

directional operators are suitable for the extraction of straight edges [7, 114]. However, rota-

tionally symmetric operators give smooth edges. For instance, as we mentioned earlier, the

Laplacian gives smooth, closed edges.

Another important characteristic of edges concerns the discrete nature of the image plane.

Deterioration in the performance of an edge detector due to the subpixel (real displacement of

the edge from the nearest integer location) is as important as deterioration due to noise [66, 48].

For example, the delocalization error of Canny [8] and Deriche detectors [21] increases as
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the edge is further away from the integer location (that is, when the subpixel error becomes

large). Their signal/noise ratio is also a�ected by the subpixel, it decreases when the subpixel

increases [125]. In general, neglecting the discrete nature of the image plane when evaluating

detectors' performance leads to erroneous results and false conclusions.

The in
uence of edge orientation is related to the rotation invariance property of an edge

detector. An edge detector is invariant by rotation i� the di�erentiation of the smoothing �lter

is invariant by rotation. As an example, the gradient modulus of the Gaussian is invariant

by rotation, whereas the gradient modulus of the 2D version of the �lter in (eq. 1) is not. A

study of the invariance by rotation property and its in
uence on the error in edge orientation

has been carried out by Davies [16] for several detectors. He proposes a method of implement-

ing a rotationally symmetric detector to reduce the error in edge orientation. By studying

several existing detectors, Davies con�rms that for the estimation of edge orientation, di�eren-

tial detectors are more accurate than template-matching detectors. Another implementation

method was proposed by Merron and Brady [71]. They studied the e�ect of the gradient of

the Gaussian on anisotropy for an ideal step edge. The anisotropy model is identi�ed and

used to compute an isotropic gradient estimation. More thorough studies of rotation invariance

for gradient and higher-order derivatives have recently been carried out [58, 59, 15]. Lenz [58]

shows that rotation-invariant operators are optimal for a wide variety of edge detection schemes

and gives a method to design �lters for feature extraction. Danielsson and Seger [15] measure

the total harmonic distortion generated by spectral analysis of a �lter convolved with a test

image. Lacroix [55] proposes another criterion based on the variation of the estimated edge

orientation, which includes discretization and truncation errors. Rotation invariance also af-

fects the variation of the modulus and the error is the estimated gradient vector's direction.

In recent papers [125, 129], we have studied the in
uence of edge orientation on the gradient

vector and the performance (signal-to-noise ratio and delocalization error) of general �rst-order

edge detectors using (
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@x

)

2

+ (

@
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)

2

as a di�erentiation operator. We start with the in
uence of

the edge orientation � 2 (0; �=2) on the gradient magnitude M and orientation  :
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where s

�;l

(x; y) is an ideal step edge, l the subpixel and f(x; y) the smoothing �lter. We

show that the gradient magnitude of rotationally symmetric detectors is una�ected by edge

orientation; i.e. M

0

(�) = 0. For rotationally dependent detectors, gradient magnitude can

be a�ected by edge orientation; i.e. M

0

(�) 6= 0. However, there are rotationally dependent

detectors for which gradient magnitude is una�ected by edge orientation, as is the case of

21



rotationally symmetric detectors. Description of the properties of these detectors requires the

introduction of some mathematical concepts which are not given here; the reader is referred to

paper [129]. The in
uence of edge orientation on the gradient magnitude is symmetric at an

edge orientation equal to �=4, possibly with an extremum at this orientation. If the extremum

exists, its type (minimum or maximum) is de�ned by the properties of the detector and the

characteristics of the edge. When the edge crosses the pixel (subpixel l = 0), the estimated

edge orientation is accurate for all detectors; i.e., � =  . Otherwise, for rotationally symmetric

detectors the estimated edge orientation is also accurate. For rotationally dependent detectors

estimation of edge orientation may be biased (i.e., � 6=  ), even if the signal is noise-free.

However, there are rotationally dependent detectors for which the orientation of the edge is

equal to the gradient orientation, as it is for rotationally symmetric detectors.

Now we will deal with the in
uence of � on the signal-to-noise ratio and the delocalization

error. The signal-to-noise ratio � of the �rst-order edge detector is the quotient of its response

to the input signal c(x; y; �) and the square root of its mean squared noise response. It is given

by:
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We assume that the ideal edge passes through the origin (0; 0) and the detected edge is

located at (x

0

; y

0

), where x

0

and y

0

are independent random variables of zero mean. The
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where E(x

2

) is the variance of x. The signal-to-noise ratio of rotationally symmetric de-

tectors is una�ected by the orientation of the edge; i.e., �

0

(�) = 0. However, the localization

can be a�ected by edge orientation; i.e., �

0

(�) 6= 0. For rotationally dependent detectors,

both signal-to-noise ratio and localization are often a�ected by edge orientation. However,

there are rotationally dependent detectors whose signal-to-noise ratio and/or localization are

orientation-free.

These results show that rotationally symmetric detectors do not necessarily provide isotropic

information and that rotationally dependent detectors can provide isotropic information. Con-

sequently, they call into question the belief that rotationally symmetric operators compute

isotropic information and conversely, isotropic information is computed only by rotationally

symmetric operators (see [6]). Furthermore, experimentation has shown that in practice the

property of invariance to rotation is not preserved, due to tessellation of the image plane and

numerical error approximation. Rotationally dependent detectors are also in
uenced by these
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discretization problems and remain highly sensitive to edge orientation. These results do not

rule out the use of directionally selective detectors. As we mentioned above, directional detec-

tors are suitable for extracting linear edges whenever they give a better performance for such

edges.

4.3 Evaluation of Detectors

Edge detectors provide a set of edge pixels which are combined into more elaborate primitives

(i.e., chains, straight lines, circles, splines). The performance of a computer vision or image

analysis system depends on this intermediate representation. An edge detector which performs

well in a general context produces primitives from which an object may be found with little

computation. An edge detector which introduces errors leads to an ine�cient system. In

spite of major research e�orts in this �eld, edge detectors do not meet the requirements of

many applications in computational vision. Detectors miss true edges, detect false edges, and

the edge delocalization error is unsatisfactory. These errors depend on image characteristics,

detector properties, and implementation methods. Many methods for the analytical study of

the in
uence of other edge characteristics on the performance of detectors have been proposed.

The results were summarized in sections 4.1 and 4.2. Here, we will consider experimental

evaluation.

Experimental evaluation of the results of an edge detector shows its failures and characterizes

its performance. Thus, it makes it possible to distinguish detectors, to re�ne the mutual

in
uence between characteristics of the detector and those of the image, and can result in

a 
exible detector (by adjusting its parameters to get useful edges). The evaluation process

requires criteria or reference, which describe the characteristics of the edge to be detected. If

the criteria are described formally the evaluation is objective; subjective otherwise. Subjective

evaluation consists of showing the detected edges to a human subject who rates the detector.

While this technique is easy, only a few characteristics (e.g., position, contrast, orientation) are

visible to humans. The evaluation is rough since it is di�cult for humans to distinguish between

two close grey levels or two close orientations. Judgment by humans depends on experience, the

context (i.e., the scene) and attachment to the detector used. The human subject does not check

whether the detector conforms to its initial speci�cations but rather whether perceived edges

are detected. Subjective evaluations are vague and cannot be used to measure the performance

of detectors but only to establish their failure.

The goal of objective evaluation is to measure the performance of an edge detector. Several

authors [1, 88, 49, 115, 46] have proposed performance measures to evaluate the output of edge

detectors. Abdou and Pratt [1, 88] have proposed a measure, called the �gure of merit, which

is a combination of three factors: non-detection of true edges, detection of false edges, and edge

delocalization error. Using this measure it is di�cult to determine the type of error committed
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by the detector. Kitchen and Rosenfeld's measure [49] combines errors that arise due to an

edge's thickness and lack of continuity. Venkatesh and Kitchen [115], among others, use four

error types which re
ect the major di�culties encountered in edge detection: non-detection of

true edges, detection of false edges, detection of several edges instead of an edge one pixel wide,

and edge delocalization error. All of these measures have been used empirically to quantify the

e�ect of edge characteristics such as contrast, noise, slope and width on various edge detector

schemes. The edge attributes to be considered in the evaluation process are of great interest.

The test image should be realistic, especially where knowledge and know-how about realistic

camera model are available [51]. It should include di�erent physical phenomena related to

edges: multi-models with variable contrast, di�erent models of junctions, blurring, and noise.

Subjective and objective evaluations can be used together to evaluate edge detectors. This

combination inspired by psychological methods, is based on statistical analysis. For example,

Heath et al. [39] propose an evaluation method in the context of object recognition. Edge

detector results are presented to humans who compare di�erent edge detectors. They are in-

terpreted using the analysis of variance technique to establish the statistical signi�cance of

observed di�erences. Two experiments are proposed in the paper. The �rst leads to the auto-

matic computation of parameters of the edge detector. For each edge detector a combination of

parameters is chosen and the resulting edges are presented to eight judges. These judges rate

the edge detector on a scale of 1 to 7. A rating of 1 means that edges cannot be coherently

organized into an object and 7 means that all edges are relevant for recognizing an object. From

the �rst experiment, ratings are analyzed statistically and the best parameters are selected for

each edge detector and for each image. The second experiment concerns comparison between

edge detectors. Original images and corresponding edges are presented to sixteen judges for

rating. The correlation between three factors (edge detector, set of parameters, and image) is

analyzed.

To conclude, the results obtained by both experimental and analytical evaluation processes

have clari�ed the mutual in
uence between edge characteristics and detector properties. More

generally, the knowledge that has been acquired about edge detection should be used in the

design of edge detectors. Consequently, evaluation methods should be developed with the same

interest as the smoothing and di�erentiation techniques. We suggest that evaluation methods

should take into account the subsequent use of edges, the speci�cation of the detector and the

characteristics of the real image. Recent results obtained by Heath et al. [39] and by Kanungo

et al. [46] are a promising step in this direction.
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5 Survey of Edge Detectors

Since the appearance of image processing, the number of edge detectors has increased contin-

uously. It is di�cult to make an inventory of the available algorithms. Most existing edge

detectors are autonomous and include the three main steps: smoothing, di�erentiation and

labeling. They di�er in their smoothing �lters, di�erentiation operators, labeling processes,

goals, computational complexity and the mathematical models used to derive them. Contex-

tual detectors are by far the most rarely used and designed. Their goal is di�erent, as is the

knowledge used to extract edges. These detectors are not presented in this paper; however, the

reader can �nd a survey in [17, 68]. Similarly, edge detection approaches based on snakes, sta-

tistical tools and neural networks are not presented here. Our goal is not to give an exhaustive

inventory of edge detection algorithms. We limit ourselves to edge detection algorithms that �t

the detector properties given in previous sections and that have in
uenced our work over the

recent years. Other surveys on edge detection may be found in [17, 114, 123, 75].

In the next sections, we will present informal detectors for step edges or early detectors,

optimal step edge detectors, detectors of line edges and junctions, the use of phase information

to extract both step edges and line edges, and the implementation of edge detectors.

5.1 Detection of Step Edges

As much as thirty years ago, the �rst detectors based on gradient and Laplacian operators were

proposed. These detectors are limited to the di�erentiation operation. For instance, estimation

of the gradient vector is based on the use of the following 3� 3 masks:
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where a is a positive real number (1 in the case of Prewitt's masks [89] and 2 in the case of

Sobel's masks [66]). The Prewitt and Sobel masks are well-known operators in edge detection.

The intensity image is convolved with each mask to compute the �rst-order partial derivatives

at the center of a 3�3 window. For the Laplacian estimation, the following 3�3 mask is used:
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The masks most often proposed have a �xed 3� 3 size. The performance of these operators

deteriorates when the image is noisy since, for example, both Prewitt's and Sobel's masks

are derived by assuming that white noise is additive and image surfaces are linear. Rosenfeld

and Thurston [94] introduce the smoothing operation to reduce the noise of the image and

thus improve image di�erentiation. Smoothing is done by replacing the value of the pixel by

the average computed on a squared window. The drawback of the di�erentiation operators
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mentioned above is that their size and coe�cients are �xed, so they cannot be adapted to a

given image. Therefore, they remain noise-sensitive. Furthermore, these detectors are informal,

in the sense that no formal model is used to represent edges or to derive them. Thus, analysis

of their performance is based on informal criteria.

The problems underlying the use of the smoothing operation concern the choice of the

appropriate �lter and its scale. The problem of scale selection has engendered multi-scale edge

detection (Cf. 3.4). It should be recalled that smoothing has a positive e�ect, noise reduction,

thus ensuring robust edge detection, and a negative e�ect, loss of information. Clearly, we have

a fundamental trade-o� here between information loss and noise reduction. The ultimate goal

is to �nd optimal detectors that ensure an acceptable compromise between noise reduction and

edge conservation. Each of the optimal detectors proposed in the literature falls into one of

two categories: parametric �tting and optimal enhancement.

Parametric �tting: these techniques involve adjusting the image by an edge model and

selecting the edge pixels for which the �tting error is minimal. The di�erentiation problem

is thus avoided. To illustrate, we will begin by describing Hueckel's technique [42, 43]. Each

image pixel is �tted by a two-dimensional step edge in a circular window. The parameters of

this edge model are the luminance level, the edge orientation and the distance from the center.

If the �t is su�ciently accurate, an edge is assumed to exist with the same parameters as the

ideal edge model. The accuracy of edge �tting is measured in terms of the mean square error

criterion. Hueckel introduces a polar Fourier expansion and uses the �rst eight coe�cients in

the minimization procedure. Although this approximation simpli�es the computation model

needed, it a�ects the accuracy of the minimization procedure. Other researchers have been

interested in parametric �tting techniques for edge detection [43, 106, 23, 74, 76, 77]. Since

these techniques are a rich description of the image structures, they have the advantage of

providing all edge attributes such as subpixel position, contrast, blur, width, and intensity level.

For instance, in the recent work of Nayar et al. [77], the image intensity is correlated with a given

edge model and all its attributes are computed. To avoid ine�cient computation, the number of

edge attributes is reduced. For example, a 2D step edge, u(x; y) = c

1

if xcos(�)+ysin(�)+� � 0

and c

2

elsewhere, has four parameters, namely, orientation �, subpixel �, and two brightness

values c

1

and c

2

. The normalized step edge

(u(x;y)�c

2

)

c

1

�c

2

is independent of c

1

and c

2

. The authors

go further in dimension reduction with little loss of information. Instead of the normalized edge,

they use a dimensionless edge parametric manifold obtained from the signi�cant eigenvectors

of the initial edge model. The edge parametric manifold is compared to image pixels. If the

distance between the manifold and an image window is su�ciently small, there is an edge. The

parameters of the manifold are used to estimate the parameters of the initial edge model. This

scheme is used for the extraction of �ve edge models: step, line, roof, corner, and blob.
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Another technique, di�erent from the preceding has been proposed by Haralick [36, 37]. It

consists in adjusting the image by a set of given basis functions. The di�erentiation problem

is easy to resolve since we are computing derivatives of continuous functions. Step edges occur

at pixels having a negatively sloped zero-crossing of the second directional derivative taken in

the direction of the gradient. The image is �tted by a linear combination of discrete bases of

Tchebychev's polynomial, of order less than or equal to three. First and second-order derivatives

are computed and used to locate edges. It is pointed out in [7] that �tting by this polynomial

bases of order less than or equal to three, is equivalent to the use of smoothing with the Gaussian

�lter (which is optimal according to regularization requirements).

Optimal enhancement: this involves designing edge detectors with desired performance.

There are two problems related to optimal edge detection: the de�nition of performance criteria

and the design of a �lter which optimizes these criteria. Usually, the de�nition of performance

depends on detection accurately and delocalization error of edges. The design of optimal

detectors requires the speci�cation of these criteria to give mathematical models, and the use

of optimization theory to derive the optimal detector according to these criteria. Speci�cation

of these criteria by di�erent authors gives di�erent mathematical models and thus di�erent

optimal detectors.

Shanmugam et al. [98] consider the problem of optimizing spatial frequency domain �lters

within a �nite interval in the vicinity of edge pixels. Using this criterion, authors derive a band

limited �lter which has a form similar to the Laplacian of Gaussian. Surprisingly, edges are

located at the extrema of this detector output. Consequently, this detector responds by two

extrema to a single edge pixel. For example, when the 1D smoothed step edge is the erf(x)

function, the absolute value of its second derivative (i.e,

4

p

�

jxjexp(�x

2

)) has two maxima. In

contrast to Shanmugam et al., Marr and Hildreth [67] and later Hildreth [41] have proposed the

use of zero-crossings of the Laplacian of Gaussian. The image is convolved with the Laplacian

of the two-dimensional Gaussian and the zero-crossings are labeled. The choice of the Gaussian

�lter is motivated by the fact that it represents an optimal compromise between spatial and

frequential resolution. Moreover, the Laplacian of Gaussian can be implemented e�ciently, for

example, as the di�erence of two Gaussians having two close scales, or by computing only two

partial derivatives. Figure 5 presents step edges obtained by the Laplacian of Gaussian.

Another optimal edge detector is proposed by Canny [7, 8]. He assumes that edge detection

is to be performed by convolving the image with a �lter, and marking edges at the output

maxima. He derives an optimal �lter for the extraction of a one-dimensional ideal step edge

in the presence of white Gaussian noise. The performance criteria are good detection, good

localization, and an unique response to a single edge. According to Canny, this �lter can be ac-

curately approximated by the �rst derivative of the Gaussian. To create a two-dimensional edge

detection scheme, the image is convolved with the �rst-order derivatives of the two-dimensional
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Gaussian. Thus, the gradient of the smoothed image is computed and edges are located at

the maxima of the gradient modulus taken in the direction of the gradient. Canny's work has

inspired many researchers [100, 21, 83, 96, 57, 105]. Deriche [21] extended Canny's initial �lter

to two dimensions and implemented it using recursive �ltering (cf. 5.5). By using an ideal step

edge and similar performance criteria to those of Canny, Shen and Castan [100, 101] derived an

exponential �lter and implemented it using recursive �ltering. In [9, 125, 129] the reader will

�nd a theoretical evaluation of Deriche's, Canny's, and Shen and Castan's detectors. Sarkar

and Boyer [96, 97, 113] propose an optimal in�nite-response edge detection �lter using an ideal

step edge and Canny's criteria. Petrou and Kittler [83] derive another optimal detector using

criteria similar to those of Canny but a blurred step edge model.

All these detectors based on optimal enhancement provide integer location of edges. Addi-

tional schemes for the computation of real location of edges can be found in [44, 110, 108, 47].

Properties of detectors that reduce the negative e�ect of subpixel are given in [129]. In addi-

tion, these detectors consider that a step edge is a local discontinuity of the grey level function.

There are many problems with this de�nition. A visual examination of the image shows that

subjective contours do not correspond to local discontinuities [117]. Another problem is that

the edge is de�ned as a single point, without consideration of neighboring edges. Moreover,

most previously reported e�orts have proposed 1D models of edges and consequently factors

such that the rotation by invariance property are not considered. A possible improvement in

the de�nition of edge is the use of a 2D multi-model (i.e., multi-step) to include other phe-

nomena (e.g., the Laplacian of Gaussian gives a false zero-crossing in response to a staircase

edge model). Recent progress has been achieved in this respect; 1D multi-model edge detectors

are proposed in [10, 81, 99] and a 2D optimal step edge Laplacian detector is proposed in [70].

Finally, as we mentioned earlier the step edge is by far the most common. However, there are

other local variations of the grey level function (e.g., roof, junction, shoulder) which have a

meaning in our world and which can be extracted and used in computer vision systems. Taking

these variations into account leads to a rich description of the world and therefore an improve-

ment in computer vision. However, as we will explain below (cf. 5.4 and 3.4) the integration of

these di�erent variations is a new problem.

5.2 Detection of Lines

As mentioned earlier, lines correspond to local extrema of the grey level image and are of great

use in the identi�cation of image features, such as roads and rivers in remote sensing images

for example. Most schemes for the detection of lines are limited to thinning algorithms. The

majority of these algorithms are designed for binary images [2, 11, 103] and a few for grey

level images [26, 95]. The main problem is that they usually yield edges which are not located

accurately enough and they do not perform well in complex images such as remote sensing
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images.

Haralick [36] proposed an algorithm based on polynomial �tting. The basic idea of this

algorithm is similar to the author's step edge detection algorithm described earlier. The image

is �tted by a linear combination of discrete bases of Tchebychev's polynomial of order less than

or equal to three. Lines occur at pixels having zero-crossings of the �rst directional derivative

taken in the direction that maximizes the second directional derivative.

Giraudon [33] proposed an algorithm for detecting a line at a negative local maximum of

the second derivative of the image, rather than a zero-crossing of the �rst derivative as in the

Haralick case. He estimated the second derivative by convolving the image with the di�erence

of two Gaussians having close scales. The search for a negative maximum is performed along

the gradient direction. The main problem with Giraudon's detector comes from the use of the

gradient since at the peak point, the gradient value is too small to be used.

Using a 1D ideal roof model and Canny's criteria, Ziou [124] derives an optimal line detector.

In 2D, the image is convolved with two directional �lters operating in the x direction and in

the y direction separately. The resulting images are combined and lines are located in this

image at the maxima in the direction that maximize the grey level variance. As in the case

of step edge detection [20, 100, 96], this line detector is e�ciently implemented using recursive

�ltering. Figure 9 presents line edges obtained by this detector.

Koundinya and Chanda [53] have proposed an algorithm-based combinatorial search. The

basic idea behind this algorithm is to locate lines that maximize an ad hoc con�dence measure.

The con�dence measure of a candidate pixel is proportional to the number of pixels in its

vicinity having a di�erent grey level than the candidate pixel. Authors have experimented

the three strategies for combinatorial search: conventional tracking, best-�rst and depth-�rst.

According to the results provided in the paper, the best-�rst strategy seems to provide a more

complete edge.

a. b.

Figure 9: a) Original Image, b) Line edges.
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5.3 Detection of Junctions

Junctions are extremely useful features. They are very helpful in solving correspondence prob-

lems in computer vision. Interest in the junction extraction is growing [78, 79, 61, 35, 69, 28,

91, 14, 92]. Rangarajan et al. [90] de�ne a junction as the intersection of two linear step edges.

Using Canny's criteria, they derive an optimal detector. This detector locates only one junc-

tion model (junctions formed by two linear edges symmetric relative to the x axis). To extract

junctions in real images, they consider twelve con�gurations which di�er in the orientation of

the two linear edges and the angle between them. Consequently, the image is convolved with

twelve di�erent masks and junctions are located at the local maxima of the convolution output.

In the tradition of Hueckel, one approach recently proposed by Rohr [92] involves �tting a

general blurred junction model to the observed image. The author starts with the identi�cation

of the edge model (X, T, L, and so on) by computing the number of adjacent regions in a working

window. If the �t is su�ciently accurate, a junction edge is assumed to exist with the same

parameters as the blurred junction model. The author has focused much e�ort on studying the

behavior of the blurred junction model, the minimization method for least square �tting, and

on selection of the working window since the performance of the algorithm is dependent on this

window.

Deriche and Giraudon [24] have proposed the extraction of junctions at zero-crossings of the

Laplacian of Gaussian of the image. The authors show that a local maximum of the Hessian

determinant of the smoothed image moves in scale space along a line that passes through the

exact position of the central point of the vertex. This property is used by authors to choose

junctions between all zero-crossings of the Laplacian; they retain zero-crossings that occur on

these lines. Instead of using the Hessian, Tabbone [107] shows that the Laplacian of Gaussian

of the image presents an elliptic extremum which always lies inside the corner as shown in

Fig. 10. This extremum moves in scale space along the line that bisects the corner. As above,

the junction is a zero-crossing of the Laplacian that occurs on the line that passes through the

extremum located at two di�erent scales. Figure 11 presents the junctions detected by this

detector.

Recently, Kohlmann [50] has proposed an e�cient corner detector using the Hilbert trans-

form. L, T, and Y junctions are located as maxima of the Hilbert transform of the image. The

main e�ort of the author concerns the e�cient implementation of the Hilbert transform by a

separable 2D �lter.

5.4 Local Energy and Phase Congruency

Since an image contains many types of edges, consideration of these edge models allows us

to iron out many problems in computer vision and image processing. To extract these edges,
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Figure 10: a) L-Junction, b) The output of the Laplacian of Gaussian.

Figure 11: Junctions extracted at the zero-crossings of the Laplacian of Gaussian.

one could for example run, separately, a step detector and line detector, and combine their

outputs. This process is inadequate since it leads to edge duplication [80, 124, 93]. In fact,

a step edge detector locates two neighboring steps in a line as shown in Fig. 12.b. Usually,

a line edge detector localizes two neighboring minima (resp. maxima) in a maximum (resp.

minimum) of the grey level and also locates one or two neighboring extrema in a step as shown

in Figs. 12.c and 12.d.

To avoid matching of edges some authors [80, 54, 81, 32, 116, 73] propose to combine the

outputs of a symmetric �lter (i.e., second derivative of the Gaussian) and an anti-symmetric

�lter (i.e., �rst derivative of the Gaussian). Gaussian �lters are not the only ones which can be

used in these edge detection schemes; quadratic �lters can also be used. Let G and H be the

Fourier transforms of g and h. Then, g and h are in quadrature if they are Hilbert transforms

of each other; namely H(w) = �jG(w)sign(w), where sign(w) is 1 for w > 0, 0 for w = 0 and

-1 otherwise. To illustrate, the real and imaginary part of the Fourier transform of a causal

function form a Hilbert transform pair. It is not easy to justify the use of quadrature pairs

of �lters in edge detection. Perhaps their use simpli�es mathematical handling since they are

orthogonal. Recently, Ronse [93] has provided additional requirements that must be ful�lled

by the quadrature pair �lters to avoid detecting false maxima in scale space and to reduce the
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delocalization error.

a. b. c.

d.

Figure 12: a) Original Image, b) Step edges, c) Line edges, d) Line edges on the negative of

the image.

The output of a quadrature pair of �lters is combined to provide energy and phase infor-

mation. The energy, or amplitude, is the sum of squares of convolutions of the image with

a symmetric �lter and an anti-symmetric �lter. The phase (the arctan of the anti-symmetric

�lter output divided the symmetric �lter output) is also used in many proposed schemes for

the extraction and classi�cation of edges [73, 116]. For instance, at the origin the phase of

an ideal step edge smoothed by the Gaussian is �=2, whereas the phase of a delta function

smoothed by the Gaussian is 0. Perona and Malik [81] locate edges at the energy maxima. In

their schemes, they use odd and even symmetric directional �lters at di�erent orientations, and

the orientation that maximizes the quadratic output is retained as the edge orientation. Using

a steering theorem, Freeman [32] presents an e�cient implementation method for an oriented

�lter in any direction as a linear combination of oriented �lters in particular directions. This

implementation method has been used in the detection of lines [25]. Figure 13 presents the

output of step edge and the output of edge detector based on quadrature pair of �lters.
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a. b. c.

Figure 13: a) Original Image, b) The output of step edge detector, c) The output of an edge

detector based on quadrature pair of �lters.

5.5 Implementation of Detectors

The implementation of an edge detector is a non-trivial problem. Usually, the design of an

edge detector is the result of a theoretical analysis and many re�nements are required to get

a running program. Many implementation methods have been proposed [102, 31, 104] such as

convolution masks, Fourier transform, hierarchical correlation, and numerical �ltering among

others. The fundamental question concerns the desirable requirement of an implementation

method for a given detector. It is obvious that e�ciency is an important criterion since the

edge detector must run in a reasonable amount of time. In the case of multi-scale edge de-

tection, this requirement also means that increasing the scale must not drastically a�ect the

computation time. For instance, the convolution mask method is sensitive to scale increases.

In addition, the implemented detector must preserve the properties of the detector resulting

from theoretical analysis. In fact, when edge detection involves a convolution operation of the

image and a continuous �lter the implementation requires sampling of this �lter into its discrete

form. Moreover, a cut-o� of an in�nite support �lter is required when it is implemented using

methods such as convolution masks and Fourier transform. These approximations yield aliasing

phenomena and result in loss of information. One can reduce the e�ect of these phenomena

and thus preserve the detector properties by a judicious choice of appropriate procedures for

sampling, quantization and the cut-o� of the �lter. These aspects have been considered by

investigators [104, 31, 44, 102] for the implementation of the Laplacian of Gaussian. Another

information loss problem arises from image border erosion. When convolving an image of size

N �N with a mask of size M �M , we normally lose 2MN �M

2

pixels from the border. For

example, when the Laplacian of Gaussian is employed with � = 3, M is set at 8 �

p

2� ' 33

and N = 256, causing a 24% loss in image area. The method using an in�nite impulse re-

sponse �lter (IIR) has been used to implement step edge detectors [72, 21, 22, 96, 97] and a line

edge detector [124]. This method has multiple advantages. No �lter cut-o� is necessary. The
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computational e�ort required to smooth images and compute derivatives is drastically reduced.

The computational measures are una�ected by the scale of the detector. Therefore, the use of

recursive �ltering is more suitable for multi-scale edge detection. However, recursive �ltering

(IIR) is strictly sequential (that is, the output at one pixel depends on the output at some

neighboring pixels) and it is not suitable when we are interested in detecting only edges at

speci�c location in the image rather than in the whole image. A comparison of convolution

masks and recursive �ltering for the detection of lines is given in [124].
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