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Introduction

Subtyping is a prominent feature of the type-theoretic @aiion of object oriented pro-
gramming languages. The basic idea is expressed by sukisnmphy piece of code of
type A can masquerade as code of typevheneverA is a subtype of3, written A <: B.

In typed calculi, equations can be expressed between tdrting same type; since terms
may have several types because of subsumption, it is comnyrpostulated thatifi = b : A
(a andb are equal at typel) and A <: B thena = b : B (but not vice-versa): call thisqua-
tional subsumption In the realm of object calculi, object types are essegtiallerfaces
and subtypingnterface restriction Therefore subsumption is justified by the intuition that
any object which is able to react to messages mentionddifortiori will answer correctly
to messages in the smaller interfaces represented by igstgpps. Similarly, equational
subsumption is understood on the ground of context sepigyahi andb are contextually
equivalent at typed if both are typeable byl and no context with a hole of typg can
separate them. This provides an interpretation of subtypin<: B should hold if any pair
of terms contextually equivalent at typkecannot be separated At

This is semantically understood in two ways, according todkisting literature: either
by means of coercions, or by inclusion of partial equivateratations (see [20] Ch. 10 for a
gentle introduction to these approaches, where coerciensadied “conversion functions”,
and PER semantics “subset interpretation of types”).

According to coercion semantics introduced in [12], thatieh A <: B is withessed by
the existence of a definable function frofrto B, coercing values of one type into the other.
Given that, each term and its type is translated into a tepealyle in a system without sub-
typing at all. Since such a translation depends on the tygémiyation of the original term,
a coherence theorem is needed to prove that different tygmiyations yield equivalent
translations. Object and recursive types are not the conaefl2]; unfortunately when
dealing with such form of polymorphic types the coercionrapph has some serious dis-
advantages. Indeed there is no clear interpretation faodlypes coercions: these cannot
be reduced to function and (recursive) record types, fockvisbercion semantics can be
easily defined, because of the self-reference which is amtiakfeature of objects. Further-
more it is a term-model semantics, where term complexityvgrioecause of the translation
step. Last but not least, coercion semantics does not réffleetctual implementation prac-
tice of object-oriented languages, where subtyping istjum casting which does not affect
the object code.

PER semantics interprets types as binary relations oveuvetgte of untyped realisers,
and terms as (equivalence classes of) realisers. In [18]siny was interpreted as relation
inclusion for the first time. To interpret object and recuesiypes, however, one needs to
ensure the existence of certain fixed points of type functenich is a quite difficult task, as
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4 van Bakel & de’Liguoro

the relevant functors are not necessarily continuous, vest emonotonic. The problem has
been confronted by means of metrics and Banach fixed-padotrdim (see [15, 6, 3, 14]),
and by restricting to the category of complete uniform PER= @ realizability structure
which is aninverse limit. Based on these, in [1] Ch. 14 a CUBE&#Rantics of the-calculus

is proposed, and the soundness of the whole system studia ihook is established.
Unfortunately the adopted solution for modelling objegbdg as (continuous) unions of
fixed points of type functors is not very natural and quite ptam in nature. Hence the
remark that “there are obvious difficulties to extract frdme (PER) models and justify a
finitary programming logic” of [6] appliea fortiori to the case of object-calculi, where the
call for such a logic is compelling.

We propose a third approach which, in our view, can lead tonglsir logical framework
for reasoning about object oriented programs. It is basetth@ideas of logical semantics
and domain logic [4]. In the latter perspective, the mearmihg term is determined by the
set of the predicates it satisfies, so that two terms are &lguivif they are interpreted by
the same set. To account for equivalence “at” a certain #ee relativize this form of
absolute indiscernibility to sets of predicates indexedrdypes, calling thentanguages
Hencea andb are logically equivalent at typd if they satisfy the same set of predicates
from the languagé 4 associated tal.

We treat three kinds of entities, namely terms, types andigaites, and define a formal
system to derive judgements of the shapd:o. The system is built in such a way that,
if we forget about any one of these three kinds of entitiesatwbmains is still a mean-
ingful assignment system. Indeed, if we forget about peddic we obtain the first order
object calculus calle@Ob; ., in [1], but for a minor difference (we do not uggd, unfold
operators in the term syntax, and consider as isomorphib@lunfoldings of a recursive
type).

If instead we erase all types, we get a sort of “intersectyge’t assignment system for
the untyped;-calculus (essentially that one used in [16] to charaadhs convergence of
untypeds-terms). The predicates system has features differenttiertype system: objects
are treated as records, deducing a predi¢ate—¢) about a single method labelled By
that can be put in conjunction with any other similar preticgossibly with a different
premise of the arrow. This works because the meaning @fc—¢) is not that the self
variable has type; rather it claims that is a precondition of the methatl which yields a
valuea./ satisfying the post-condition if ¢ holds fora. Therefore to conclude that/:¢
one needs to show that bath(¢:0—¢) anda:o for someo.

Semantically speaking, this is Kamin’s self-applicationierpretation of objects, ac-
counting for the interpretation of self reference in casemafthod call and of method
overriding. Eventually, this produces the effect that @ging terms are characterised by
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Logical equivalence for subtyping object and recursiveegyp 5

predicates, whereas types that ensure, for example, eeemdss (no “message not under-
stood” error can occur with typed terms at run time), canfigtriminate diverging terms.
We claim that the resulting system is a kind of extended Csityle assignment system, de-
termining a model for the-calculus, which is an extension of the filter model for thegpu
Lambda Calculus of [11]. This depends on the fact that a nasfamplication is defined
over predicates which is writtes < 7. This way we build a logic whose filters of formu-
lae provide a denotation to terms, coinciding with the sétheir properties as expressed
by the logical formulae (see [4], where this is framed as enfof Stone duality between
categories of semi-lattices and of Scott domains).

The third possibility is to forget about terms; then we iptet the judgement:o as:
“the predicater makes sense of terms of typ, namelyos € L 4 for closedA. This logic
of types, again inspired to domain logic, is our tool to trelaject and recursive types. The
formal system formalises the concept that both object aodrséeve types are some kind
of fixed point, which is constructed starting with the triviaedicatew, and iterating the
proper rules determined by the structure of type expressidfe observe that this definition
of the languages of object and recursive types is inductind,that it makes sense without
any consideration about the invariance of the object typegand more importantly) about
the variance of the occurrencesArof the type variableX within the recursive typg X. A.

The importance of the interplay between these assignmetgrag (actually integrated
in a unique system) emerges when treating program equa@lefihe system induces an
equivalence relation ~ b : A, which, when restricted to closed terms and types, expgesse
the sets of predicates of typethat can be assigned toand tob coincide. Observing that
the derivability ofa:A:0 always implies that € L4, this formalises the above idea of
relativizing logical semantics to types.

To verify that this is a sound theory of the first order objealcalus, we prove that

= a < b: A (the equational theory @fOb; .,,) implies thata ~ b : A, which in turn im-
plies thata :g b, namely that: andb cannot be separated by any contextA + C[_]: K
of any ground typdx. This Morris-style contextual equivalence is called tthservational
equivalencen [18] and is a maximal consistent theory of the first ordgeobcalculus.

To establish the latter results we have to relate our thebpyreadicates assignment to
terms and types to the theory of subtyping. First we estalitiat if A <: BthenL 4 D Lp:
hence the logical theory associatedAds finer than the theory oB, so that any pair of
terms which are indiscernible according Ag are such in the coarser theory Bfbut not
vice-versa. This is indeed our interpretation of subty@ng equational subsumption.

To prove the inclusion of the logical equivalence in the obstonal equivalence we use
a realizability interpretation of predicates instead gfety. This is not surprising since the
key property of convergence is not captured by the type sydbeit only by the predicate
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6 van Bakel & de’Liguoro

system, as remarked above. We think that the logical eatrical is the theory of a model
of the typed calculus, which can be constructed as a filteraindife do not enter into the
details of this construction in the present paper, and hosinment on it in Sectio.

Overview of contents

The paper is organised as follows: in Sectibwe introduce our variant of theOb; .,
system. We define predicates, their logic and assignmegpé&stin Sectior2. The assign-
ment system, which essentially puts together the typinteaysvith the logic of predicates

is defined and studied in Secti@n Basic soundness results of the assignment system with
respect to the operational semantics are established bjacsweduction and (typed) sub-
ject expansion in Sectio& In Section5 we recall the equational theory 80b; ., from

[1]; we then formally define the logical equivalence and shioat the former is included in
the latter. Finally, in SectioB, we define the observational semantics after [18] and prove
the inclusion of the logical semantics in it. We eventualiscdss the results presented in
the paper, and relate our work to the literature on the stibjegection?.

1 The first order object calculus

We consider a first order object calculus which is a variarthefcalculus calle@Ob; .,

in [1]. The difference between that version and the one wat tnere is that we consider
recursive types and their unfoldings as equivalent witpeesto subtyping. Consequently,
we do not have any syntax to distinguish among the folded afalded version of the same
termfold(A, a) andunfold(a), which will be written simplya. Indeed semantically they are
all equivalent expressions in [1], whefedd and unfold do not affect the computational
behaviour of terms and are used just to ensure the existércaimimal type of any given
term: a useful property for type reconstruction algorithmisch is not the present concern,
however.

For the sake of readability the calculus is introduced in staps: we first define pre-
types A, pre-termsa and pre-environment&' by means of grammars. These are not ne-
cessarily well-formed types, terms and environments, adatter notions are defined via
derivation systems. We will in fact present a number of typgignment systems that are
interdependent each other, whose statements (judgemahsequents) have the intended
meaning:

INRIA



Logical equivalence for subtyping object and recursiveegyp 7

Ehko E is a well formed environment (an environment for short)
E A A is a type within the environmeif;
ER A<: B Ais asubtype of3 within the environmenk;
Elya:A aisaterm of typed in the environmenkE;

Definition 1.1 PRe-TYPES, PRE-TERMS, PRE-ENVIRONMENTS. LetC be a countable set of
type constants ranged over iy, and X a denumerable set of type variables ranged over
by X. Let L = {/; | i € IN} be a denumerable set of labels; fet countable set of term
constants ranged over byand) a denumerable set of term variables ranged over. Gyhe
syntax ofpre-types, pre-termandpre-environmentss defined by the following grammar:

Pre-Types: A,B := X | K |Top | [(;:B; € D] | A=B | uX.A
Pre-Terms:  a,b ==z | c¢| Az?a | a(®d) | [t = ()b C€ D] | al | a.l = c(z?)b
Pre-Contexts: E =0 |E,X |E,X<:A|E,x:A

wherel ranges over finite subsets Ibf, and/;, ¢ € L.

The notion of free and bound occurrences of variables, dswslibstitution, are defined
as usual.

Definition 1.2 FREE AND BOUND, SUBSTITUTION. We say thatX is freein A if it does not
occur within the scope g X; it is boundotherwise. Similarly; is freein a if it does not
occur within the scope of somer“ nor of somes(z#); it is boundotherwise. We use
fv(A) andfv(a) to denote the sets of free variables occurringlianda respectivelypv(A)
andbv(a) denote the sets of the bound variables.

By A{X «— B} anda{z < b} we denote theubstitutionof X andz by B andbin A
anda respectively, up to renaming of bound variables to avoidbiée clashes.

Syntactic equality, up to the renaming of bound variablesleinoted by=.

Definition 1.3 TERMINOLOGY. i) An object pre-termhas the shapl; = ¢(z)b; ¢ € 1],
namely a finite collection of methodgx{')b; labelled by distinct;; the actual order
of methods is immaterial, which justifies the set-theorastitation(i € I);
i) In¢; = ¢(z)b;, the variabler{ is theself variable, and; is thebodyof the method
;5 if x; & fv(b;) thent; is more properly seen adiald,
iii) a.£ denotes thenvocation of method/ of the objecta, if a evaluates to an object
having such a method;
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V) a.l & ¢(z?)bis theoverriding of method/ in the object to which evaluates, if any;
v) Functional abstraction and application are represergesaal in typed\-calculi, via
AzA.a anda(b).

Term-operational semantics does not depend on types, anoecdefined directly over
pre-terms.

Definition 1.4 RepucTioN. i) Evaluating contextsre term expressions with a hdlg,
and are generated by the grammar:

EL] w= _|EL1L] EL]L = <(aMb | EL](a).

We will write £[a] for filling the hole[_] in £ with a.
i) Theone-step reduction relatioan terms is the binary relation defined by the follow-
ing rules:

[t = o(a Z)bz@“]e — bifay [l = <@ € D))
16 = ()b G€ D). & o@hb — (6 =s(; )it € 19,1 = o(a )y
(Azt.a)(b) — a{z b}
a—b = Ela] — &[]

where in the first two ruleg € I is required.
i) The relation— is the reflexive and transitive closure ef— .

The reduction relation is essentially the same in [18]. ltrigally confluent. Even
relaxing Definition1.4 and taking the closure of— under arbitrary contexts would not
destroy confluence, as can be shown e.g. by adapting thenMaititechnique for prov-
ing the Church-Rosser theorem for thecalculus. As for typed\-calculi with recursion
(e.g. PCF), typed terms do not necessarily have a normat fgn= [¢ = ¢(z%)z.4).L is
typeable byB if A is any object typg/:B, .. .|, and itis such thap — Qp.

In [1], Ch. 6 the operational semantics of the object cal=uliefined by means of a
big-step predicate ~» v, wherea is a closed term, and is avalue Values are defined as
follows:

Definition 1.5 VaLuEs. A valueis a closed pre-term belonging to the set defined by the

grammar: |
viu=c| zta| [ = o(zf)b ]

It is easy to see that~ v if and only if « — v. The reduction relation is more general
since it is defined for any term (possibly with free variabtewrences). Itis even true that

INRIA
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Figure 1: Contexts and Types

(Env 0) : (Type Const) :  (Env X)) : (Type X) :
Eho Eho EL X, E" 5o
0k o ——— (X ¢ dom(E)) ey
EkK E,X ko E.X.E'R X
(Type Top) :  (Type Object) : (Type Arrow) : (Type Rec) :
EFho Ek B; (Viel) EFkA ERB EXHKA
E H Top E& [6;:B; (€ Ehk A—B Eh pX.A

normal forms are not necessarily values, but i§ typeable (i.e. a term), having a normal
form b, thenb is value, as follows by Theorem 17 below and the fact that closed normal
forms which are not values are not typeable.

We just stress that, consistent with the definitiomefin [1], in the clause:

[6; = o(z)b; CE D]t = (2 — [ = ()b € TV € = ¢(49)D]

a renaming of the self type of the bound variabteinto 7 occurs. This is immaterial in
the fragments of the-calculus without subtyping, but it is needed in the preserittype

subsumption since ifl = [/;:B;'€'], and A <: C, then we can give typ€ to any term of
type A and therefore update a method in an object of typeith ¢(x¢)b; but the result of
(naively) performing the update saving the self typés no longer typeable, as trselves
of the methods now have different types (see below (u# Object) for object typing).

The simply typedi-calculus is a sub-calculus of the Object Calculus: sineeathly
evaluation contexts dealing with abstraction and appdoatave the shap&|_](a), itis a
lazy A-calculus, in the sense of [5]. Also objects are “lazy”, ie 8ense that the bodies of
the methods are not reducible before selection.

We adopt the alternative notatian| v for a~ v, as itis commonly used in the literature
of A-calculus and related systems.

Definition 1.6 CoNVERGENCE Given any closed term we say that itconvergego the
valuev, writtena | v, if @ — v. Moreover we say that is convergent, writtem |} , if
there exists a value such that | v.

We will now repeat the construction of the definition of tysignment.
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Definition 1.7 TERMINOLOGY (CONTINUED). i) A pre-type of the shap@;:B; (€7
will be used for an object whose methatishavereturn typeB:;;
i) A— B is the usuafunctionaltype anduX.A is arecursivetype;
iii) Top is themaximaltype w.r.t. the subtyping relatiosi:.

The notions oinference ruleandderivationare as usual. As in [1], we will use a short-

hand for rules, and write for example (whdre= {1,...,n})
E z;:Akbi:B; (Viel) E x1:Apb1:B1 ... E,x,Akb,: B,
: or .
Eto [l = ¢(z)b; (€] A Eto [l =c(z)b; ©€1]: A

Definition 1.8 PRE-ENVIRONMENT. A pre-environment is defined via the grammar:
E:=0|E,X|E,X<:A|E,z:A

whereX is a type variableA a pre-type; a term variable.
Thedomainof a pre-environmenk is the set of type and term variables occurringin
and is defined by:

dom(() = 0,
domFE, X) =domE, X <: A) = domF) U {X},
domE,z:A) = domE) U {z}.

Although pre-environments are formally sequences, byabfisiotation we shall treat
them as sets and writ§ € F, X <: A€ F orz:A € E to mean thatX, X <: A andz:A
occur as elements of the sequerdteespectively.

Definition 1.9 JUDGEMENTS AND SEQUENTS A type judgemerttas one of the forms, A,
A<: B,ora: A, whereA and B are pre-types and is a pre-term. Aype sequentas the
form E' - © whereF is a pre-environment ané is a type judgement.

Definition 1.10 THE TyPED OBJECTCALCULUS. A sequentF + © is derivablein the cal-
culus of objects if there exists a derivation whose infeesnare instances of the rules in
figuresl, 2 and3, such thatF’ - © appears in the bottom line.

We say thatly is anenvironmentA is atypein the environmeng anda aterm (of type
A) in the environment, if £t o, E R AandFE  a: A are derivable respectively.

We will write D :: E + © whenD is a derivation whose conclusion is the sequérit ©,
and will write E' - © if there exists a derivatio® such thatD :: E I ©, i.e. this sequent is
derivable.

INRIA
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Figure 2: Subtyping

(Sub Refl) : (Sub Top) : (Sub Trans) :
ER A ERA ERA<:B ERB<C
ERA<:A  ER A<:Top Ek A<:C
(Sub X) : (Env X<:) : (Type X<:) :
E X< AE"o Ek A E X< AE"o
- T (X ¢ dom(E)) -
F. X< AF RX< A EFEX<:Ako F. X< AFE'RX
(Sub Object) : (Sub Arrow) :
Eh By (Viel) Jen ERA< A ERB<:B
Eh [4;:B; "¢ <: [4;:B; "¢ 7] — Ek A—-B<: AA—-B
(Sub Recy) : (Sub Recy) :
EbpuXA EhR A{X —puX.AY  EhRpX.A Ek A{X —pX.A)
Ehk puX A< A{X —uX.A} Ehk A{X —pX A} <: pX.A
(Sub Recs) :

ERuX A EkRuYB EY,X<YRKRA<B
Els X A< pY.B

From now on, when dealing with environments, types and teweaswill assume they
are well formed.

Remark 1.11 )i For reasons of simplicity we assume that term constants alsays con-
stant (and ground) types. These types are just implicitsumed, and we do not
record them anywhere in the syntax.

i) By comparing rules from figureband?2 it is clear thatF, X <: Top t+ < is derivable
if and only if £, X < is derivable. Hence we will omit ruléType Rec<:) of [1],
since it can be replaced K¥ype Rec).

i) Rules(Sub Rec;y) and (Sub Recy) imply that uX.A and A{X «— puX.A} are iso-
morphic, which, as noted above, is a departure from sys@m..,,. Consequently,
there are ndold(A, a) or unfold(a) pre-terms, nor their corresponding typing rules.
The original rule(Sub Rec) is our rule (Sub Recs). This implies the loss of the
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minimal type propertyit is not true that any well-formed (and typed) term has a-min
imal type w.r.t. <:. This is a problem when designing a type inference algotithm
rather it is the choice of making the syntax more akin to iterided meaning in a
foundational setting. Concerning our predicate assignisysiem (see Sectid?) the
choice has some minor consequences: if one does not adntéitedf isomorphism

of recursive types, as we did in [10], then the only technmablem is thatz and
fold(A, a) become distinct entities of type${ X < uX.A} anduX.A respectively;

to catch such a distinction in [10] we introduced predicatethe shape.(o) such
thatifo € £L(x i ux.4) thenu(o) € L,x 4. The relevant results in the paper still
hold, with the necessary changes in the predicate intetoat(see Definitior3.3).

The following lemmas state some basic properties of thesystWe writeE i A =: B
to abbreviate? = A <: BandE = B <: A.

Lemmal.12 i) IfEF = AandX ¢ domE) thenE v A =: pnX.A;
i) if B K <: AforgroundK,thenE = A =: K
i) if £ A<: B—Cthenthereexisl’, A” suchthatt 5 A =: A’—A"andE = B <: A’
andE = A" <: C;
iv) if Bk A <:[¢;:B; € D]then there exists someD I suchthathy A =: [¢;:B; U € )]

Proof: Immediate by inspection of rules. Observe thatify A and X ¢ dom(E) then
X ¢ fv(A); henceE i uX.A =: Aby(Sub Recy), (Sub Recy), sinced = A{X «— uX.A}
in this case. u

Lemma 1.13TYPE GENERATIONLEMMA. i) If E K AthenE k5 ¢;
i) if £,X 5 B,thenX ¢ dom(E);
i) if £ X thenX € dom(E);
iv) if £ Athenf{A) C dom E);
v) if ER A<: BthenbothE i AandE = B;
vi) if B/, X <: A,E" s othenE’ 5 A;
vii) if E b [¢:B; € D] thenE = B; forall i€ I;
viii) if B/ A—BthenbothE = AandE = B;
ix) if B uX.AthenE, X | A;
X) if Bl [£:B; “€ D] thenE = B; forallic I.

Proof: Straightforward. |

The following is easy to show:

INRIA
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Figure 3: Typed terms

(Val Const) : (Env z) : (Val z) :

Ehko Ek A EL oA E" o
— T~ (forcoftypeK) ——— (v ¢ dom(E)) !
Ekc: K E,x:Ako E oA E' "z A

(Val Fun) : (Val Appl) : (Val Subsumption) :
E,x:Atsa:B Frta:A—-B Ekb:A Ftka:A E A<:B
Ets Azta: A—B Etka(b):B Etya:B

In the subsequent rules, ldt= [¢;:B; ' € 1]
(Val Object) : (Val Select) : (Val Update) :
E z;i:AR b :B; (Viel) EFta:A e ) Etha:A E,x2:Akb:B;

(Ged)

Lemma 1.14TYPED TERMS GENERATIONLEMMA. i) if Bty a: AthenE K A,
i) if Bty a:Aandz e fv(a) thenz € dom E);
i) If E c:C andcis a constant of some ground typg thenC' = K;;
iv) If Bt x: C then there exists ad such thatr: A occurs inEand E = A <: C,
V) FE b [6; = o(z)b; (€ D] C, then there existt = [¢;:B; “ € D] suchthatf i+ A <: C
and, forallie I, A= A;andE, x;:A ks b; : By

Vi) If Bk a.l:Cthenthere existsad = [...,¢:B,...]suchthatt k A, Ew B<: C
andE k a: A;

vii) If E 1o (a.f & ¢(zP)b):C thenE I D <: C and there exists ad = [..., (:B, .. ]
such that

EFEkA<:D, Etya:AandE,z:Db: B;
viii) If £ R A\z4.a: C, then there exist® such thatF, x:Aty a: B,andFE i A—B <: C,
iX) If B+ a(b): C,thenthere exisl, BsuchthatF t, a: A—B,Ety b: AandE = B <: C.

Proof: By induction on the structure of derivations. ]

The following property is standard, and allows to geneeatisrivable results.

RR n°
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Lemma 1.15WEAKENING. i) if E AandX ¢ dom(E),thenE, X i A;ifalsoE = C
thenE, X <: C kK A,
i) if ER A<: BandX ¢ domFE) thenE, X i A<: B;
i) if ER A<: B, X gdomFE)andE = CthenE, X <:Chk A<: B;
V) if Elba: A, El Bandz ¢ dom(E), thenE, z:B ty a: A.

Proof: By induction on derivations. We just remark that, e.g. inecai(i), if £ A then
E kK o by Lemmal.13 so thatF, X ¢ becauseX ¢ dom(FE) is the side condition of
rule (Env X). It follows that the derivation ofZ, X I+ A is essentially the same as the
given derivation ofE’ i+ A, but for the sub-derivation of the sequdit X H <. In case of
E, X <: C = A we need the hypothesis i+ C' because of the premise of rulenv X <:).
Note thatX ¢ dom E) andE  C imply X ¢ fv(C) by (iv) of Lemmal.13

The proofs of the other items are similar. |

Lemma 1.16SUBSTITUTION LEMMAFOR Iy . If E,2:A b: BandFE k a: Athen
Etyb{x < a}:B.

Proof: By induction on the structure of derivations using Lemixb4d The proof is similar
to that of Lemma4.2 ]

Using Lemmal.16 we can prove the following theorem:

Theorem 1.17 SUBJECTREDUCTIONFOR . If Bl a: Aanda — b, thenE  b: A.

Proof: By induction over the definition of— and using Lemma.14 the proof is similar
to that of Theoren.3but simpler. |

Theoreml.17 is the most relevant result about typedalculus in [1]. It implies that
no “message not understood” error can occur in the evaluéawmally in the reduction)
of any well-typed term (a term in our terminology). In faady such an error to occur in
the reduction ofz it should be the case that—— b.¢ or a — (b.f & ¢(x™)d), whereb
is some object not including a method labelled/byBut since such &£ or b.¢ & ¢(z4)d
has no type, because §f), (vi) and (vii) of Lemmal.14 Theoreml.17 says that: has no
type as well.

INRIA
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2 Typed Predicates and Languages

In this section we will introduce the syntax of the predisagand an assignment system
to syntactically derive judgements associating predictaeypes under the assumption of
similar judgements about a finite set of type variables.

Term properties are formalised by predicates, which in &uenclassified by types. Pre-
dicates are transparently intersection types for@alculus with records, and come from
[16]. The essential difference is that the set of predicatedratified into languages (see
[17, 9]), in such a way that whenever a predicate can be dddiacea (closed) terna, it
belongs to the languagé4 associated with the (closed) type

Much in the style of [8], in this section we will present a ratiof strict intersection
types calledstrict predicateshere. Using these, we will define in the next section a notion
of predicate assignmenivhich will consists basically of associating a predicata typed
term.

Definition 2.1 PrebpicaTEs. The setP of predicatesranged over by, 7, . . . and its subset
Ps of strict predicatesanged over by, v, . . ., are defined through the grammar:

¢ n=r|wl(o—0)|{te)

o, 7 = ¢ | (o AT)
wherex ranges over a countable set of atoms, &adL is any (method) label.

Sincen is commutative and associative w.r.t. the equivalencediiced below in Defin-
ition 2.2, we omit brackets and writ& ;. ;o; for o1 . .. Acy,. Also, rather thar{l;:¢1)A - - -
Ay ¢,) Where the/; are pair-wise distinct, we will writé/;:¢; ¢ € 1)), By definition, any
predicates € P is such that = A,.; ¢; for some non empty finité and certainp; € Ps.
We shall usep, 1) possibly with apices and indices for element$gfwhile o, 7 € P D Ps
(with similar decorations) may be strict or not.

Predicates are strict intersection types in the sense &f [aut for the fact that the type
constantwv is no longer treated as the empty intersection, which allimv®ccurrences of
w at the right of arrows. Also record predicat@sp) are added. With respect to ordinary
intersection types, which have been introduced by severtdloss in a series of papers
(see e.g. [8] for references), the occurrence of inter@ectiis not allowed at the right of
an arrow; this is a technical choice and a departure fromrf@lking the proof theory of
the system more manageable, since it allows for a more syfitagted treatment of the
assignment system, without loss of expressivity.

Atomic predicates: are intended to describe elements of atomic types in the ithonfia
interpretation, but they can be used also to denote sulfsisiovalues (e.g. the odd or even
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integers in the interpretation diit), allowing for a limited form of abstract interpretation.
o—¢ is the property of functions sending elements satisfyinimto elements satisfying
¢. (L:¢) is the property of records having values that satisfgssociated with the field
{. Predicatesv andoar mean truth’ and ‘conjunction respectively. It should be noted
that arbitrary conjunctive predicates like— ¢)A(¢:1)) are allowed by the above definition,
although never derived for any type nor for any term by thégassent systems.
To build a logic of predicates we need a notion of implicatiamitten o < 7 (read as:

“o implies "), which is a reflexive and transitive relation on predicatas defined below.
Also, as in [8], but differently w.r.t. [7], we defin€ to becontra-variantin arrow types.

Definition 2.2 PREDICATE PREORDER The relation< over predicates is defined as the
last pre-order such that for anayr € P and¢, ¢ € Ps:
i) o <w;

i) (oAT)isthe meet ob andr;

i) (0—w) < (w—w);

V) 0> 76 <y = (0—¢) < (r—u);

V) ¢ < = (L:p) < (0h), foranyle L.
Finallyo = 7 <= o0 <7 <0, and we writeoc < 7if 0 < 7 ando # 7. A predicate is
trivial if it is equivalent tow.

The relation< differs from that considered in [11], in that thexte~w = w, whereas
here we only allonv—w < w. This is natural in the present context of lazy evaluation,
where an abstraction should always have a conjunction olvgoredicates, hence different
from w, even if it does not return a result. Since strict intersectypes are essentially
representatives of equivalence classes of type in [11BJinJ—w is not a type; any term
typeable by that type in [11] is typeable only byin [8].

Lemma 2.3 Forany,T € P, and¢,y € Ps:
i) the connective\ is monotonic w.r.t<;
ii) oistrivial if and only ifo = A;c; w for any (finite)I;
i) o—¢ <w—wand(l:¢) < (:w) foranyl € L;
V) 1D J Vi€ J. ¢ <uby = (L 'Sty < (€;:4h57€7).
Proof: To see(i) let o < ¢’ andr < 7/; then by the definition of. as the meet w.r.t< we
have thabaT < o < ¢’ andoaT < 7 < 7/, which implies thab AT < o/AT’.
By inspection of the axioms of it is evident that ifv # ¢ € Ps then # w; hence(ii)
follows by the fact that = A,c; ¢; for somegp; € Psand that if either; # w fori =1, 2,
thenoinoo # w for anyo;.

INRIA
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Figure 4: Predicates to Types Assignment System

(Env 0) : (Env X) : (Env X<:) :
Bl (xgdoma)y) 2T (g doma) o < 1)
S EEEE— 0 0 ,0 <
@l_PTO A,X:O’l_p'ro A,X:O’<:Al_p'|'<> 7 g
(Type Const) : (Type X) : (Type X<:) :
A }_PTO A/7X:O'7 AI/ }_PTO A/,X:U <: A, A// }_PTO
/ " o< (b) / M o< (b)
A}_PTK:K A,X:O’,A }_PTX:(? A,X:O’<:A,A }_PTX:(?
(Type Arrow) : (Type Object), A = [¢;:B; “€ D] :
At Aic Aty B:g A tpr Ao A}—pTszqb(_ 7
S
A bt A—Bio—¢ Abpr A:(lj:o—¢) J
(Type Rec) : (W) : (n) :
Aty uX. Ao A X:otpr Aip Ao AR A Aty Aipy (Vie )
A }_PT MXA¢ A }_PT A:UJ A }_PT A/\ZEIQSZ

The proof of (jii) is straightforward. Aboufiv) we note that?;:¢;'!) = A,c; (4i:¢:),
and that the meet operationis monotonic w.r.t.< (part (i) of this Lemma). ]

The first part of this lemma implies that to be a trivial predéis decidable. The sub-
sequent part says that—w and (¢:w) are the largest non trivial predicates among arrow
and record predicates (with a certain laBetespectively. The last part claims that, with
respect to<, record predicates mirror record subtyping in width andeptti.

Lemma2.4 i) lfo < 7—¢, then there arel ando;,v; for everyi € I, such thato =
Nier(oi—1;) and there existg C I such that both\;c ; o > 7 and A ;¢ ; ¥ < &;
i) if o < (¢;:4;757) then there existd O J and ¢; for everyi € I, such thato =
(0;:0;'T) andp; < ¢ forall j € J;
iy Forall o, 7,0 < rifand only if there arer; (i € I),7; (j € J) such thatr = A\;c;03,
T = /\jeJ’Tj, and, for everyj € J, there is ani € I such thato; < 7;.

Proof: By induction on the definition ok (2.2). Note that the statements would become
false with = in place of= since equatiomAw = o trivially holds for anyo. |
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Definition 2.5 PReEDICATESCONTEXTS. i) Predicate pre-environmentge defined by the
following grammar:
Au=0AX0o| A Xio<: A
where X is a type variabley is a predicate, and is a pre-type.
i) By A we denote the pre-environmehtobtained fromA by erasing all predicates:

=)
e

B B)=

b b
A
N

Setdon(A) = dom(A).

iii) A predicate environmenis a predicate pre-environmegt such thatA ¢ is de-
rivable in the system of Figuré, which we call thepredicates to types assignment
system

iv) We extend the relation as defined on predicates to predicate environmenta\by:
A’ if and only if, for everyX:o' € A’ or X:0/ <: A€ A’ there existsX:o € A or
X:0 <: A€ Arespectively, such that < o’.

Definition 2.6 AsSIGNMENT OFPREDICATES TOTYPES LANGUAGES. Let A be a predic-
ate environmentA a type andr a predicate. We writé\ . A : o if this statement can be
derived using the rules of Figure

Given a closed typd we define théanguageof Aasthesefy = {c e P | O tpr A:0}.

Notice that, in the definition of the system as in Figdrer, 7 € P while ¢ € Ps: other-
wise one could assign to types predicates which are nBtamall. As stated in Definition
1.1, the basic typds in rule (Type Const) ranges over a countable gétof type constants:
the assignment of the atomdo their typesK is assumed to be fixed by a sighature we do
not make explicit.

As it is apparent from Definitior2.6, we are essentially interested in closed types and
their languages. The reason why we introduce environméritsthe system is for a proper
handling of assumptions of predicates assigned to typahlas, which may occur in re-
cursive types. This parallels the usage of environméhits the type system fot .

The logical interpretation of types we are proposing is dlections of predicates, closed
under conjunction (by rulén)) and logical implication (by the admissibility of rule<) in
Lemma2.14): that is types are seen as propositional theories.

Since predicates are properties of terms, which in turn ahgnmrphic-typed entities,
the soundness criterion we have in mind for the judgemdntsis that there exists some
term of typeA satisfyingo: this is what we mean by saying thamakes sense of entities of

INRIA
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type A. We observe that this is the very departure of the preserk frmm the endogenous
logic of [4]: while there the logical interpretation of pohorphism is not considered (but
for the limited case of recursive types), so that the logaaal denotational interpretations
of non isomorphic types are pair-wise disjoint, the presemistruction allows for proper
inclusions and non-empty intersections of languages.

Example 2.7 Let A = [{y:Int, /;:Int], and suppose thad, E € Lt are the predicates of
being odd and even integer respectively. Then we can degivel : (¢{y:w—0O) as follows
(while omitting some obvious inferences):

s W, 7

bbrA:w ForInt: O
o l (Type Object)
kot A (lo:w—0)

Once this is given we can derive more complex statements like

\ / l_PT A . <€0w—>0> }_PT Int : O
bor A (lg:w—E) tor A: (£1:(€p:w—0O)—0)
bor A (bp:w—E, £1:(y:w—0)—0)

(Type Object)

where the derivation ofer A : (¢g:w—E) is similar to that of tpr A: (¢y:w—O0).

The predicate(¢y:w—E, ¢1:({y:w—0)—0) is satisfied by any object having at least
methods labelled by, and ¢; (that we identify with the respective methods), whége
returns an even number, no matter which is the actual statee abject;¢; returns and odd
integer provided thaf, does. This makes sense, however, and so it is not contraglicto
since the second conjunct of the predicate is only a comditiovioreover, this is essential
for handling method overriding: see Examgld.

Concerning recursive types, consider the following deiiva

[ W

HuX.X—X () Xwh X:w Xwh X:w
w
FrpX. X—X 1w Xwht X=X :w—w
Fr pX. X=X w—w

(Type Arrow)

(Type Rec)
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From this it is then not difficult to see théb—w)—(w—w) € L,x.x—x; but also the
unbalanced unfolds (on the predicate sifle}>w)—w andw—(w—w) are iNL,x x_x,

e.g.:
\ Xw—whro XhkEX
(W)
Xw—whpr X :w—w Xw—owhr X:w
(Type Arrow)
For puX. X —X :w—w Xw—w bpr X=X (w—w)—w
(Type Rec)

r uX. X=X (w—w)—w

]
We can naturally link derivations i+ to those inks via erasure of predicates.

Lemma 2.8ERASING. If A kst o, thenA k o. Similarly, if A et A o, thenA H A.

Proof: In both cases the proof is an easy induction on the strucfudervations. All cases
are trivial, except for when the derivation ends by r(1¢ or (Type Rec); then the result
follows by induction. |

Lemma2.9 i) A, X:7 kst B:o, thenX ¢ dom(A);
i) If Ag, A1 ket B:o, such that no free type variable iB is declared inAq, then
AO }_PT B: ag,

Proof: Easy. ]

The next lemma states some standard propertiels.of that follow immediately from
the rules in Figurél.

Lemma 2.10TYPE PREDICATE GENERATIONLEMMA. LetD :: At A:o. If A = Top,
theno = w; otherwise, either = w, or:
(0 = Nier®i) : Then, for alli € I there existD; :: A tp7 A: ¢;, sub-derivations oD;
(w#o0c€Ps):a) fD:: Ak K:o,theno is atomic;
b) ifD: Akt X:othenX:7€ Aandr < ¢;
C) ifD:: Akt A:oandX € fv(A) thenX:7T € A, for somer;
d) if D :: Akt A—B:o then there existr, ¢ such thatc = 7—¢ and D; ::
At A:7andDs :: A bt B: ¢, sub-derivations obD;
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e) if D Atpr [¢:B; (€ D]: o then for somg € I, o = (£;:7—)) and there exists
bothD’ :: A tpr [4::B; “€ D]: 7 andD” :: A ke B; 11, sub-derivations ob;

f) if D Aty puX.A:o, then there exists and D’ :: Ay puX.A:7andD” =
A, X:T st A: o, sub-derivations ob.

Proof: By straightforward induction on the structure of derivato ]
By 2.100f the above Lemma it follows immediately that the rule:

(Type Rec’) :
AbprpuX. Ao A X:obpr AT
Abpr pX. A

is admissible, where is not necessarily strict.
A useful corollary of the previous lemma is stated below:

Lemma2.11 IfD :: Alpr [(;:B; C€D]:0 and o # w then for someJ C I, 0 =
Ajeso; and for eachj there existsH; such thato; = (¢;:m,—vy, "€ 7)) and D, =
Abpr [6:B; C€ D], and D), Abpr B; iy, for all h € Hj; moreover, all these are
sub-derivations oD.

Proof: Immediate by Lemma.10 |

The next lemma shows that, for object typgésand C, if o is a predicate that we can
assign toA4, which is a super-type df, then alsar can also be assigned €&

Lemma2.12 Lett = [¢;:B; € D), C = [¢;:B; U< )] for someJ D I and suppose
Ak C<: A. Then, forany, if A bt A: 0, thenA : C:0o.

Proof: If o = w, the thesis is trivial by rul¢w). Foro # w, we reason by induction over
the structure derivations. No@ K C <: A implies that bothC' and A are well formed
types under\.

By Lemma2.10 (e)we know that is (equivalent to) an intersection of record types of the
shape(l;:7—¢) for somei € I C J, and that bothA 1 A : 7, for somer, andA sy B; : ¢
are derivable in sub-derivations. Therefore, by indugtiee know thatA -+ C': 7. Recon-
structing the derivation as the one frt+; A : o, we obtainA H+ C': 0. [

Lemma 2.13 Ifbotl\g, A1 1 A: o and/AT = A, thenAg et A:o.

Proof: By induction on the structure of derivations. Since deiora in the Predicates to
Types Assignment System mirror derivations in the type afdype system of the object
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calculus in almost all cases, we focus on those rules whigmat just a decoration of the
type formation rules.

(w) : Obvious, since we can ugk, h+ A as the premise of the same rule.

(n) = By induction.

(Type Top) : Trivial, as the environmenh does not play any role in this case.

(Type Object) : Then A = [(;:B; U< 1), ando = (¢;:7—¢) for some ,j € I, and
both Ay, Ay ket A:7 andAg, Ay bt B : ¢. By Lemmal.13(x) we have/AT = B;
for all 7 € I; by induction we have alsd\g lzr A: 7 and Ag b1 B, : ¢, and we get
Ag bpr A (Lj:7—¢) by rule (Type Object).

(Type Arrow) : ThenA = B—C,0 = r—¢ and bothAg, A bpr B:7andAg, Aq by C: ¢,
By induction bothAg ey B: 7 andAg ber C': ¢, henceA, tpr B—C': 7—¢ by rule
(Type Arrow).

(Type Rec) : ThenA = uX.B and bothAy, Ay bpr pX.B: 7 andA, X:7 by B:o. By
induction Ag e £ X.B: 7; by Lemmal.13(ix) Ag i+ uX.B implies A, X k B.
Since no free type variable iB is declared inA;, we obtainAg, X:7 ks B:o by
Lemma2.9. Using the assumptioAq - uX.B : 7, we get the desired o p X.B: o
by admissibility of rule fype Rec’). [ ]

Lemma 2.14 The following rules are admissible:

(Relevance) : (Weak) :
AX T ANhrAio AN Ko AbtA:o
X & fv(A X & dom A
AN tA:o (X & ™MA)) A,X:TI—,:TA:J( # domA))
(Cut) : (Cut<:) :
A XotrB:1 AbtA:o AbtA:c A Xo<:Ch:iB:71 ZHA<:C
Atpr B{X — A}:7 At B{X — A}:1

(<):
AbtA:c AN ko
ANkt A:r
Proof: By easy induction on the structure of derivations. The prafoddmissibility of

(Relevance) and(Weak) parallels the arguments in Lemriidl 5 In the cases ofCut) and
(Cut<:) we use Lemmd.2 For rule(<), the proof is much as that for Lemn3al3 =

(c<7,A"<A)

Lemma 2.15 For any pre-environmeft pre-typeu X. A, and predicater:
AbrpX.A:0 <= At A{X < uX.A}:0.
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Proof: (=): for o = w, the thesis is trivial; ifo is an intersection, the thesis follows
by induction; else, by Lemma2.10 (f) there existsr such thatA kr pX.A: 7 and
A, X:1 by A: 0. The thesis now follows from ruléCut).

(<) : Letk be the number of free occurrences’®fn A. If k = 0thenA{X «— uX. A} =
AandA, X :w kpr A: o would follow by the hypothesis andMeak); since trivially
A bt nX.A:w, the thesis follows by ruléType Rec’).
Suppose that > 0. Forall1 < i < k there exists an environmend; and a predicate
o; such thath; ket uX.A: 0;, and these are sub-derivations of the given derivation
of AF A{X «— uX.A}:0. Sincefv(uX.A) = fv(A) \ {X} = v(A{X — uX.A})
we can freely assume that; = A for all i. By replacing each of these derivations
by the derivation ofA, X : /\leo—j F X :o0; in the given derivation we construct a
derivation ofA, X : /\?Zlaj F A:o; on the other hand from\; ko1 1 X. A : o, for all

i we have by rulél) a derivation ofA - uX.A: /\leaj. Then we conclude by rule
(Type Rec’).
[

We will now show thaths is downwards closed fot:.

Theorem 2.16 The following rule is admissible:

(:>):
AhiB:o Ak A< B
AhbtA:o
Proof: If 0 = w, then by Lemmd..13(v) Aw A< B impliesz H A, andA bpr A:wis
derivable by rule(w). If o is an intersection, the result follows by induction. Othisey
for o strict, we reason by a principal induction on the derivatifnA -+ A <: B and a
secondary induction on the derivation&fty B : o.

(Sub Refl), (Sub Trans) : The first case is trivial and the second one follows by inaurcti
and the transitivity oK.

(Sub Top) : ThenB = Top ando = w by Lemma2.10 As above, by Lemma.13(v)
Ak A<: BimpliesA b+ A, SOA b1 A:w is derivable by rulgw).

(Sub X): ThenA = X andA = /E,X <: B,/p for someA’, A", andA is a well-
formed environment. By Lemna13 (vi)this impliesA’ i B. Therefore, by Lemma
2.13and the assumption, we haté t-+ B : 0. Now, sincesr < o, by rule(Env X <:),
we haveA’ X:o <: B k5 ¢, and, by rule(Type X<:), A’, X:0 <: Bt X : 0, and
the thesis follows by ruléweak).

(Sub Object) : This is an immediate consequence of Lenmrk2
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(Sub Arrow) : Thend = A'—A”, B = B'—B" andbothA i+ B’ <: A’andA = A” <: B".
Theno = p—, At B’ :p and A kr B” :4). By induction A 51 A” :9); on the
other hand, sincé\ s A’ :w, SOA by A/— A" :w—1). Sincew—yp < p—1h, we
getA kpr A’— A" : o by rule (<).

(Sub Recy ), (Sub Recy) : These follow by Lemm&.14and2.15

(Sub Recs) : ThenA = pX. A, B = pY.B'. By Lemma2.10(f) there existsr’ and
sub-derivations foA ke pY. B’ : 0’ andA,Y:0' kst B’ : 0. By secondary induction,
AbrpuX.A:o'. SinceX ¢ domA) we haveA,Y:o', X:0/, X <: Y 5 ¢. On the
other hand, applying rul@veak) to A, Y:o' tpr B': o givesA,Y:o', X:0' b1 B’ : 0.
But we know tha‘rz, X,Y, X <:Y i A’ <: B'is the premise of the last inference in
the derivation forA i+ A <: B, so by the principal inductiol\, Y:0/, X:0/ ter A’ : 0.
NowY ¢ fv(A’) (otherwise, sinc& #Y,Y € fv(uX.A’) so that we neetf € domA)
for deducingA kst uX.A: ¢’ by Lemma2.10(c) which is not the case), hence, by
Lemma2.142.14 A, X:0' pr A’ : 0. From this andA bt pX.A: 0’ we conclude
AbrpuX.A:o. [

Corollary 2.17 LANGUAGES AND SUBTYPING. If i A <: B then bothA and B are closed
types, andC4 2 L. In particular if  uX. Athenl, x 4 = Lafx < ux.A}-

Proof: That A and B are closed is an immediate consequencéivfand (v) of Lemma
1.13 henceL 4 andL p are well defined. Then the first part of the thesis follows bgdriem
2.16 This implies the second part together with the fact that X. A =: A{X — uX.A}.
]

3 The Assignment System

We now come to the definition giredicate assignmentvhere we associate predicates to
typed terms.

Definition 3.1 BASES AND TERM PRE-ENVIRONMENTS. i) A basisI' is defined inductively
by:
=0T, 2:A:i0
wherezx is a term variable A is a pre-type, and is a predicate. Theomainof a
basis is defined bydom(T, z:A:0) = {2} Udom{), andT, z:A:0 = I, z:A.
i) We extend< to environments byI" < I' if and only if, for everyz:A:0’ € ' there
existsz:A:0 € T" such thatr < ¢”.
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ii) A term pre-environmeris a pairA; I' such thatA is a predicate pre-environment and
I'is a basis. We also defimom A;T') = domA)udomT’) andA; ' = A, T" (where
the comma represents the concatenation of the two seqyences

Definition 3.2 AssIGNMENTSYSTEM. An assignment judgemeista triplea: A : o express-
ing the assignment of a predicateto the (pre) termu of (pre) typeA. An assignment
sequenhas the shapA;T' = a:A: o whereA; T is a term pre-environment.

The Assignment Systetn derive assignment sequents is defined in Figure

We say that a term pre-environmedt I" is aterm environmenif A; T 1 ¢ is derivable
in the assignment system.

The judgement:.: A:o tells at the same time thatis of type A, and that it satisfies the
predicates: hence this implies thad:o (as this is withessed hy), which is in fact ensured
by the formal system. Since is the trivial predicate, the judgementA:w is the same
asa:A, i.e.a has typeA. This is why we usel, in the definition of i, . However, we
could avoid this explicit composition of systems, at the@mf doubling all rules relating
predicates to term and type structure, adding an instaneadaf such rule with all trivial
predicates at the right end of the sequents. E.g. in the dgs@lcAppl) we would have:

(Val Appl w) :
ATk a:A—B:w AT bA:w
A;Tha(b):B:w
The actual formulation of rulév) avoids such verbose introductions of the trivial predicate
by preserving its meaning of “being a typeable term”.

In the case ofVal Object) and of the(Val Update,), different formulations are reported
in the Introduction, which are only apparently strongerhaf torresponding rules in Figure
5: take all the predicateg and+) to bew in the discarded parts, just to ensure typeability.

The side conditionr # w of rule (Val Update, ) is decidable by(ii) of Lemma2.3 Itis
immaterial w.r.t. subject reduction and subject expan$ioeoremst.3and4.6respectively,
in the next section. Indeed, as far as we are concerned vagie throperties of the system,
it could be replaced by the weaker

(Val Update}) :
/A;%IW—O a:A ATy Arb:Bj:g
AT b (aly & s(y™)b):A: (Lj:m—¢) UeD
This can be understood from the observation that the ruleesgps that the newly derived

predicate doesot depend on any predicate farat all; the only thing we need for subject
reduction and expansion is thats well-formed of typeA.
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On the other hand it is essential for Theorérb to hold, as well as for the subsequent
results. These say that any (closed) tersatisfies a non-trivial predicate if and only if it
is convergent, namely reduces to a value. Now the predigate—¢) is non trivial, but
a.lj < ¢(y™)b converges only if: does. Itis a remarkable fact that this is a combined effect
of the type system and of the predicate system: indeed.fgr— s(y4)b to be convergent
we also need that reduces to an object term, having a labgl The type system ensures
that if « converges, then this will be the case; the assumptionathiat: for o £ w implies
that a actually converges, even df is discarded in the conclusion. This will be formally
proved in sectiorb.

We are now in place to give a semantics to predicates. It stnii assigning to each
predicates a set[o] of closed terms of the appropriate (closed) types. It is lhscalled
a realizability interpretation, in the sense that each ternfdi is a realiser ofr, namely
an evidence that holds of something. A proper reading of Theorérfis as a soundness
theorem for the realizability interpretation. This intesfation should be compared with the
interpretation of intersection types into saturated sef49].

We write ! for a closed termu of a closed typed, i.e. such thaf) I, a: A (abbrevi-
ated by I a: A). In the next definition, the set of labels dfis defined asLabelA) =
{¢;|ieI}onlyfor A= [¢;:A; C€D);itis empty in all other cases. #* for some object
type A, ¢; € Label(A) anda |} [¢; = s(x)b; © € D], thena.f(c) abbreviates;{z; « c},
for any 4.

Definition 3.3 REALIZABILITY INTERPRETATION Therealizability interpretationof the pre-
dicateos is a sefo] of closed terms defined by induction over the structure ofiipeges as
follows:
) [w] = {a® | Ais aclosed typg
i) Joat] = [e] N [7];
i) [x] ={a® | k€L & ][ hv:K:x & alv]};
V) [o—o] = {a*=B | Tz, b [a || \zd.b) & Ve € [o] [b{z—c} € [9]]]};
V) [(¢:¢)] is defined according to the shapesiof
— [(t:w)] = {a? | £ € LabelA) & a |}}
— [(t:o—)] = {a” | £ € Labe A) & a | & Ve € [o] [al(c) € [¥] |}
— [ )] = 0.

The clausd (¢:(¢":1))] = () is consistent with the fact th&t:(¢':¢))) cannot be assigned
to any (well typed) term.
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Lemma 3.4 I # w (i.e. itis non trivial), then any,* € [o] converges.

Proof: By induction on the definition ofo]. ]

Lemma3.5 I&4 € [o] then for anyb? if a — b or b —— a thend” € [o].

Proof: By induction on the length of the reduction sequence, of tviwe only show the
proof for the relation— . This is proven by induction on the definition of reductiordan
by cases owr, of which we show one case:
(a = (Mxd’)a” ando = 7—1)) : then(A\zCa’)a” |} v for somev (an abstraction) with
certain properties; but this is true if and onlyif o’{z < a”} | v, since the reduc-
tion is deterministic: hencee [r—¢] if and only ifa € [T—¢]. [

Lemma 3.6 It < 7then[o] C [r].

Proof: By easy induction on the definition ef using Lemm&.4. E.g. supposé/:c—¢) <
(t:7—1)) becauser < o and¢ < 1. By Definition 3.3, for anya® € [(¢:0—¢)] we have
a |} and/ € Label A); suppose that* € [7]: by inductionc? € [o], so that by hypothesis
a.l(c) € [¢]. The thesis follows sincfp] C [+] again by induction. ]

We turn to the proof theoretic study of our systems, and fdéatetthe link betweern
and k ,and b and t , which is a conservativity result.

Lemma 3.7ASSIGNMENTERASING. If A;T'lroand A;T' s a:A: o, thenA:T' K ¢ and
ATk a: A

Proof: By induction on the structure of derivations using Lem2i& |
The following lemma linkst: and e+ .

Lemma3.8 IA;T',z:A:cts b:B:7thenbothA ot A:cand A sy B: 7.

Proof: By straightforward induction on derivations. It is a conseace of the fact that
the assignmeni , A: o of a predicate to a type under the assumptiondifor each
judgementz: A : o occurring in a derivation is checked by the appropriate.rule =

We will now show that alsdw is downwards closed fot:.
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Theorem 3.9 The following rule is admissible:

(:>):
AThaC:0 AT'ka:A Ak A<:C
ATHha:A:o
Proof: By induction on the structure of derivations i , using Theoren2.16. E.g. if the
derivation ends by ruléval Fun):

AT, 2:C"7 o b:D )
AT b Az¢ b:C0'—D-: 7'

whereA+ A<: C = C'—D. By Lemmal.12(iii), A = A/—A", Ek C'<: A" and
E+ A" <: D. ByinductionA; T, z:C":7 tp b:A” : ¢ henceA; T' b Az© .b: A'— A" - 7/ =),
Take anyo’ such thatA = A’:¢6” and7’ < o’ (which exists, and at worst ig), then we get
AT b A b A= A 2 ¢/ 1. Sinces’ —1) < 7/—1h, we conclude by <). n

Lemma 3.10 The following rule is admissible:

AT, AT haC:0 AR A7 Ak A< A( f< )
T T
AT, A7 T a:Cio a

Proof: Easy induction on the structure of derivations. Informad#igch time there is an
instance of the ruléEnv z) with conclusionA; T, z: A:7, T s z:A: 7 in the derivation
for A;T,x:A:7, TV ks a:C: o, we replace it by an instance ¢&:) whose premises are
AT, oA TV A7/, A s A’ <: AandA +, A: 7/, where the conclusion is
AT o At T bp AT ]

The essential properties of the predicate assignmentrnsyste which the subsequent
treatment relies, are stated in next lemma.

Lemma 3.11PREDICATE GENERATIONLEMMA. If D :: A;T'k a:A: 0o, then either.o =
w, o,
(0 = Nier®i) : Then, for alll < i < n there existD; :: A ks a:A: ¢;, sub-derivations
of D;
(c=¢pePs\{w}):a) if A;Tk c:A: ¢ thenc is a constant of some ground typé
with A = K, ¢ = k and( bpr K : K;
b) if A;T s 2:A: ¢pthenA k1 A: ¢ and there exists:C:o € T such thatA FEC<: A
ando < ¢;
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c) if A;T b [6 = o(2)b; € D]:A: ¢ then there exist€’ = [¢;:B; (€ )] for cer-
tain B;, such that4; = C for all : € I, and there existy C I such thatd =
[¢;:B; (€ )]; moreoverg = (¢:7—) wherek € J, A;T, x4:C:7 b by By 0,
while foralli € T\ {k}, AT, 2;:C to by : By

d) if A;T b a.l:A: ¢ then there exist§’ = [...,¢:B,...] such thatA i B <: A4,
andr such thatA;T' ks a:C': ((:7—¢) and A;T' b a:C': 7,

e) if A;T by (a.lj = (2)b):A: 0 thenA;T i C <: AandC = [¢;:B; € D] for
certain B;, with j € I and either:
= there arer, v, p # w such thatp = (¢;:7—), A; T s a:C': p, and

AT, 2:Co1 b b:Bj :p; or
x there exist) andk # j such thatp = (¢x:¢), A;T ks a:C': ¢, and
/ATF\,SUZC Fo b: Bj;

f) if A;T ks Az?.a:C : ¢, then there exist® such thatA i+ A—B <: C, and¢ = 7—1),
andA; ', z:A:t b a:B : v,

9) if A;T ks a(b):C': ¢, then there existl, B such thatA B <: C, and there isr
such thatboth\:I' s a:A—B:7—¢andA;T'  b:A: 7.

Proof: By induction on the structure of derivations. We observé ithall clauses we use
= instead of=: (among types) ane- (among predicates). This is possible since these
are all existential statements of derivability, and do netessarily refer to sub-derivations
of the given one: hence we can choose types and predicathe dgfht form as we need.
In particular in clausgc) we havep = (¢,:7—1)) instead ofp > (¢;:7—1)) as one might
expect. This is a consequence of the fact that languagesparard closed w.r.t.< (by
lemmaZ2.14), and thatF = A <: A for any A, so that if A;T' s a:A:0 ando < 7 then
A;T ks a:A:7 by (<:). Similar remarks apply to all other clauses.

[ ]

Remark 3.12 The last lemma, together with Lemmhd4and2.10forms the basic tool for
reconstructing types and predicates in terms of the streiciithe subject, namely the term.
In particular Lemma.10applies the same technique to the “subjedtin the judgement
A:o.

Their proofs are just backward readings of the derivatides;uand as such are very
simple inductions over derivations which we omit.

All the implications in these lemmas are actually equiveéen indeed the opposite im-
plications follow by direct application of (possibly moteain one) derivation rules.

Although the relatior< is only used for variables, we can show the following lemma.
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Lemma 3.13 The rule
(<):
AThad:c ANT'Ro

N o (e <7, A"<A T LT)
I aA:T

is admissible.

Proof: (7 € Ps) : By induction on the structure of the derivation &t I" t+ a:A : 0.

(Val z) : Thena = z, 0 € Ps, and there exists such thal® =T'y, x:A:p, 9, p < o
andA;T s o. Sincel” < T, there existse:A:p’ € IV such thaty’ < p. Notice
that thenp’ < 7, and by Lemma&.14also A’;T' k1 ¢. Then, by rule(val ),
AN T aA:T,

(<:): ThenA;T'k a:B: o, AHB< A, andA tpr Ao, for someB. We get
A";T' b a:B: 7] by induction; sincel’ C A, by WeakenmgA’ k B<: A; and
by Lemma2.14A’ k1 A: 7, Then, by rule(<:) we getA’; TV b a:A: 7.

(Val Fun) : Theno = p—¢, a = Az?.d/, andA;T,2:A:p ks a':B: ¢ for some
B. Sinceoc < 7e€Ps, 7 = p—¢ with o < p,¢ < ¢/, so, by induction,
AT 2:Axp' b a/:B: ¢/, Then, by rulgVal Fun), A"; TV b Azd.a:A—B: p'—¢'.

(Val Appl) : Thena = ajaq, and there existp such thatA;T' s a1:A—B: p—o
andA;T' ks ag: A : p. Sincep—o < p—, by induction A”;T" b a1:A—B: p—1
andA’;T" b ag:A: p. Then, by rulg(Val Appl), alsoA’;T' ts a(b):B: 7.

(Val Object), (Val Update;) : As for rule (Val Fun).

(Val Select) : As for rule (Val Appl).

(Val Update,), (Al) : By induction, using(ii) and (iii) of Lemma2.4respectively.

(w) : ByassumptionA’;T” ker o; sinceA’, I7 C A; T, by weakening alsd’; 7 by a: A.
Then, by rule(w), A"; TV s a: A : w.

(T = Ajes7j) : Assume, without loss of generality, that= A,c;0;; then, by (iii) of

Lemma2.4, for every;j c J there is ani € I such thato; < 7; € Ps. The result

follows by the first part of the proof, and applying ryle ).
[ |

4 Subject Reduction and Expansion

In this section we will show that predicate assignment asiddfabove is not only preserved
by reduction, but also by expansion, i.eAfT" s a:A: 0 and we can relate to «’ via the
reduction system, then alg®; ' I+ a’: A : 0.
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The following lemma concerns properties of the Object akwhose proofs are straight-
forward inductions over derivations.

Lemmad4.l i) Lef;T'H a:A:o,andl” = {z:A:i7 € T | z € fv(a)}, thenA; T s a:A: o,
i) if A;Tkpa:A:o, andz € fv(a), thenz € domT).

Proof: Easy. ]

In the remaining part of this section we show that predicatggament is closed for
reduction and expansion. First we establish a substitlgiomma.

Lemma 4.2SUBSTITUTIONLEMMAFOR . If AT, z:A:c b b:B:7and AT a:A: o,
then
AT b{z—a}:B:T.

Proof: By straightforward induction on the structure of derivagpof which we show only
the interesting cases; the others follow by easy induction.
(Val ) : Then either:
(b==xz): Theno < 7. Sincez{z« a} = a, the result follows from the second
assumption and Lemn&al3
(b=y+#z): Sincey{x«— a} =y, andA;T',x:A:0 tp y: B : 7, by Lemma4.1 (i)
we obtainA;T' b y:B: 7.
(w) : ThenA;T, z:A by b: B. Since by Lemma.16 A; T b, b{z < a} : B, we can ap-
ply rule (w) to getA;T' ks b{x — a}:B:w.
(Al): Thent = A\;c;mi,and, forie I, A;T', x:A:0 b b:B:7;. ThenA;T' s b{z «—~a}:B: 7
follows by induction, and, by ruleal), A;T' ks b{z < a}:B: \jcrTie ]

We use this lemma to show the following result.

Theorem 4.3 SUBJECTREDUCTIONFOR tp . If A;T' s a:A: o, anda — a’, then
ATk ad:A:o.

Proof: By induction on the length of the reduction sequence, of twiie only show the
base case, which is by definition on the reduction relatiern . First we deal withv #
o € Ps.

((AzP.a)(b) — a{z « b}) : by Lemma3.1], there existB, C, E, T such that both
AH B<:AandA R D—FE <: C—B, and such that bott\; I, z:D:7 b a:E : ¢,
andA:;I' ks b:C: 7. Notice thatC <: D, so alsoA;IT" ks b:D : 7; the result then fol-
lows from Lemma4.2and rule(<:).
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(I = s(z)b; V€ D)ty — bi{a; — [ = o(zi)b; (€ D]}) : as the previous part.
(16 = s(zP)b; (€ D).t = ¢(2C)b — [0 = s(xP)bii € N 45 = o(a©)b))
by Lemma3.11, j€ I, Ak C <: AandC = [¢;:C; (€ D] and either:
— there arer, ¢, p # w such thatr = (¢;:7—+)), and both
(L) AT b [4; = o(zP)b; € D):C: p, and
(2) AT, 25:Co1 b b:C ).
Then from (1), by Lemmad.13 we have that there exist = [¢;:F; ¢ € 1)] such
thatA:T i+ E <: C, and, for alli€ I, E = D; andA; T, 2;:F to b; : E;. Notice
that, by Lemma.1Q sincely <: C'we also have\;I', z;: E:7; tp b;: Ej : ;. Then
the result follows by rule$val Object)

AT zjErtp bjEjp AT 2B bt By (Vi€ I\j)

. . jel
AT H [fl = g(;ﬂlDZ)bzl € I\J,fj = g(wc)b]ZEI <€j:’7'—>1)[)> (] )

and(<:), sinceE <: C' <: A.

— 0 = (¢;:¢), for somej € I, and we have both (); T [¢; = (xP)b; €€ D]:.C: 0,
and (2)A; T, 2:C s b: Cy, for somej # k€ I. From (1), by Lemma.11, there
existE = [(;:F; (€ D]suchthal\;T i+ E <: CandE = D; andA; T, z;:E b b, : E;
foralli € I\j, and there exists, ¢ such that) = 7—1, andA; I, xy: E:7 b by Ey : ).
Also, from (2), we get by Lemma.16and(<:) thatA; T, z:E o b: Ej.

Then the result follows by rule@/al Object)

AL o B b bEgip AT xpElo bt By (Vie I\k,j) AT, x:Ekb:E;j
ATk [ = g(:ﬂlpi)bii € I\j,fj = (2B (¢j:7—p)

(jel)

and(<:), sinceE <: C' <: A.
(a — b = E&[a] — £[b]) : By induction on the structure of evaluating contexts.
For o = w, the result follows from Lemm&.7, Theorem1.17 and rule(w). Foro =
Nicroi, the result follows by the strict case, and rgie). n

Example 4.4 To better appreciate the importance of this standard resthe present set-

ting, let us look at the following example.
Suppose thatl = [¢y:Int, ¢1:Int] as in Example2.7, where the predicates ifi4 to be

used below have been derived. Moreoverdet [(y = ¢(z4)1, 41 = ¢(z?)x.4] (using a
constantl of type Int), so that we havey a: A is derivable in the Object Calculus. Then
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(ignoring the obvious parts):

\ [—
\—/ 1:A:(lg:w—0) tp 2:A: (ly:w—0) z:A:(lp:w—0) b 2:A:w (Val Select)

‘A:w b 1iInt: 2:A:(ly:w—0) tp z.lp:Int: O .
zidw fp Lint: O (o ) e 2-fo (Val Object, Al)
o a:A: (lo:w—0, £1:{ly:w—0O)—0)

where/, is a field, ¢, is the methodget ¢y, and we are assuming thatc Lt is the
predicate of being an odd integer. Using ru{eal Update, ), (Val Update,) and (Al) one
can derive (the seemingly incorrect):

\ /A /

b a:A: (ly:w—0, ¢1:({y:w—0)—0) y:Aw bp 2:Int: E ,
T (Val Update;,i = 1,2, Al)
b (aly & s(y™)2):A: (by:w—E, £1:(¢y:w—0)—0)

whereE € Lt is the predicate of being an even integer. This makes seog@ver, since
it simply states that if the value @} is an odd integer, then the methédwill return an
odd integer; it also states that this is vacuously true ofatteial objecta.fy < ¢(y*)2,
since it has an even integeré@t As a consequence of Theoreh8we also know that this
is harmless: indeet.fy & ¢(y?)2).4; —— 2 and we clearly assume thit 2:Int:0, so
by contraposition/ (a.ly & ¢(y4)2).41:Int:0. As a matter of fact, ruleVal Select) is not

applicable, since’ (a.fy & ¢(y*)2): A:(fy:w—0).
On the other hand, the following odd-looking assignmenegzal as well:

\ /\ /

\ / x:A:{ly:w—E) bp 2:A: (lg:w—E) x:A:{(ly:w—E) bp A w
z:Aw e 1:Int: O x:A:{ly:w—E) bp (x.4p):Int: E
ato A: {ly:w—0, ly:{(ly:w—E)—E)

(Val Select)

(Val Object, Al)

In the last case, however, the apparently wrong predicatdeslace is of use to conclude
as before:

\ /N

o a:A: (€g:w—0, ¢1:(ly:w—E)—E) A:w bp 2:Int: E
paid: (fow 1<Ow y-Aw 4 (Val Update,,i = 1,2, Al)
(a.fo = C( )2) o : <£0.M—>E,f1.<f0.w—>E>—>E>
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which is what we expected.

We now come to the proof that predicate assignment is closedubject expansion
as well. With respect to the subject reduction propertydhisran asymmetry, since the
expansion property does not hold, in general,Hn. It might seem to be contradictory
w.r.t. the conservativity established in Lem®a&, but it is not: remember that we assign
predicates to typeable terms, while the property which veegaing to establish concerns
the predicates, and not the types. Therefore, we do not gssinge that’ — a, rather
also that both have the same typeand show that for any predicatesuch that: A:o can
be derived in a suitable environment, atéed:o can be derived in the same environment.
This could be called typed subject expansiqroperty.

We need the following lemma.

Lemma 4.5EXPANSION LEMMA FOR tp . Assumel; Tt b{x < a}:B: 7, and both
AT, x:Ab b: BandA;T s a: A for someA. Then there exist such that
AL, z:Ach b:B:7TandA; ' a:A:o.

Proof: By induction on the structure of terms; we only show somer@#iing cases. Let
B = [(}:B; *€ D], and assume # 7 € Ps.

(b=2z): Sincex{z«— a} = a, we getA;T kp a:B:7. FromA;T,z:A b z: B, by
Lemma3.11 we getd <: B. Then, fromA;T s a: A andA <: B, by Theoren8.9,
we getA;I' s a:A: 7. Takeo = 7, then also by rulé<:), we have
AT At BT,

(b=y #x): Sincey{x—a} =y, we getA;T' ks y:B: 7, and, by Lemma.1,
A;T,2:Aw b y:B: 7. Notice that, from the fact thah; Tt a: 4, we get, by rule
(W), AT a:A:w.

(b=cl =cy)d): If A;T s (el & s(y©)d){z < a}:B: 7 then, by the definition of
substitution,A; T b e{z « a}.£ & ¢(y©)d{x < a}:B: 7. From
AT, 2:A by el = ¢(y©)d: B, by Lemmal.13we have bott\; T, z: A k, ¢: B and
A:T,2:A b d: D, for someD.

Also by Lemma3.11, A b+ C <: B andC = [¢;:C; (€ D] with j € I and either:

-7 = ({;:7'—), and we haveA;T' tp c{z «— a}:C: p and, for somep, p1, 7', 1,
AT 2:Cip b d{x < a}:D 4. By induction,A; T, x: A:oy b :C': w @and
A; Tt a:D: oy for someo;.

— 7= ({;:¢), and bothA;T' b c{z «— a}:C: 7 andA; T, 2:C:p b d{x = a}:D : )
for someg, v. By induction, there existss such thatA; T, z: A:09 b d:C': v and
AT a:D:os.
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In either case, take = o109, then, by either ruIe§VaI Update, ) or (Val Update,),
by Lemmad.1we getA; T, x:A:0 tp (c.l & ¢(y©)d): B : 7 and by rule(al),
A;T b a:A: o, and the result follows from rule<:).

(b=c(d)): fA;T b c{x— a}(d{x < a}):B:7,and, by Lemm&.11there existp, C
A<: Bsuchthat\;T' b c{z — a}:C—A: p—7andA;T' b d{z «— a}:C:0. From
the assumptiom\; T, z:A b, c(d) : B, by Lemmal1.13 A;T, 2:A b c: C—A and
A:T,z:A b d: C. Then, by induction, there exists, o2 such that\; T, z: A:ao b d:C 1 p
andA; T, z:A:01 bp c:C—A:p—7andA;T' ks a:A:op, andA; T s a:A: o9. Then
by Lemmad4.1and rule(Val Appl) we getA;T', z:A:o1A09 b ¢(d):A: 7 and by rule
(A, A;T b a:A:o1A0,.

]

Theorem 4.6 SUBJECTEXPANSION FOR tp . IfA;T ks a:A:7,anda’ issuchthat\;T 5 a’: A
anda’ — a,thenA;T'pa’:A: 7.

Proof: By induction on the length of the reduction sequence, of twiie only show the
base case, which is by definition on the reduction relatien . Most cases depend straight-
forwardly on Lemmat.5;, we show one case, that does not. First we deal wi§h T € Ps.

(i) [0 = o(27)bi € DNty = o(2§)by — [6 = o(27)bi' € TV, £ = <(y9)b]. If
AT b [l = ()b € IV 0y = o(y© )b AT

then, by LemmaB.11, there existD = [¢;:D; (1€ 1] such thatA i D <: A, D =
C, and for allie I, B; = D. Thent = ({x:0—1)) for someo, v, k € I, and,
forallie I\j, A, T, z;:D b b;: D;, and A, T, y:D t5 b: D;. By Lemmal.13 the
assumption

AT ko [l = o(x)b; € D1ty = o(yP)b: A

givesD <: A,andA;T' K, [¢; = ¢(«P)b; (€ D] D,andforalli € I, A;T, x;:D b by : Dy,
so, in particularA; ', z;:D 5 b; : D;.
If j =k andh # j, we can now construct:
AT zp:Diwbp bp:Dpiw AT 2D b Dy (Vie I\ {h})
ATk [ = s(zP)b; C€ DD (), w—w)

(Val Object)

from which, using rulgVal Update, ):

AT [El §( )b e I)] (lpw—w) AT xpDir ke bjiDj i)
o (6 = s(a)bi € D1ty = <(yP)b):D : (l:o0—)

(Val Update; )
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If instead; # k, we use rulgVal Update,):
AT zp:Dio b by:Dj:p AT Do b Dy (Vie I\k)
ATk [4 = g(:ﬂlpi)bi CEDD: (b:0—1) AT, y:D o b: D,
AT b ([ = s(@P)b; C€ DYty = o(yP)b):D - (l:o—)

and the result follows by applying rule<:).
Fort = w, the result follows from Lemma.7, Theoreml.17and rule(w). Forr = A\;c;7;
(n > 0), the proof follows by easy induction. ]

5 The Logical Equivalence

In [1] an equational theory of the object calculus is presgntvhose first order sub-theory
is generated by the rules of Figusgomitting the term folding-unfolding rules, which do
not make sense for the Object Calculus we consider here).

Definition 5.1 THE EQUATIONAL THEORY OFOBJECTS[1]. TheEquational Theory of Ob-
jectsis a theory of equations of the shape— b : A, wherea andb are pre-terms andl
is a pre-type; these are derived as the right-hand side oles¢siE - a < b : A, where
E is a (pre)-environment of the Object Calculus. The rulesgawen in Figure6, plus
a-congruence:

(Eq o) :
Fka:A a=,0
EFrka<—b:A

wherea =, b if and only if b is obtained from: by renaming bound variables and avoiding
capture of any free variable in

Proposition 5.2 IfEk a <« b: Athen bothE s a: A, Ety b: Aand E | A. HenceF
is an environmentg andb are terms andd is a type under the assumptionsih

Proof: By induction over derivations. In rulg€q Refl), which is the base case, the premise
immediately implies the thesis. Cases(&fj Symm) and (Eq Trans) are immediate con-
sequences of the induction hypothesis.

By rule (Eq «), we can assume that bound variables do not appear in theoement
E, so that the choice of their names is arbitrary and does mitictowith the choice of free
variable names.

In case oftval rules use Theorer.17.
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(Eq Subsumption) and(Eq Top) follow by the induction hypothesis arjfal Subsumption).
For rule(Eq Sub Object) use Theorer2.16and the compatibility oft» with respect tot ,
stated in Lemma&.7.

All the Cong rules follow by induction.

Eventually, if B 5 a: AthenE = A by Lemmal.14 (i), this in turn impliesE = ¢ by
(i) of Lemmal.13 ]

Remark 5.3 This notion of equality includes (typed) convertibilitys & clear from rules
(Eval Beta), (Eq Select) and(Eq Update), but it does not coincide with it: in fact’ is a
congruence whereas— ' is not closed under arbitrary contexts; more importartiis is
a consequence of subtyping and precisely of (B Sub Object) (see Exampl&.5).

The assignment system of DefinitiBr2induces a logical notion of equivalence, accord-
ing to whicha andb are equal atl if they can be assigned the same set of predicatasch
that A:o. More precisely, and taking into account environments &edt extensions into
bases, we can formalise this idea as follows:

Definition 5.4 LoGICAL EQUIVALENCE. Leta be any pre-term; we defifB(E,a, A) as
the set of predicates of typ& that can be assigned towhenFE K, a: A:

P(E,a,A)={c |IAT[A;T=FE & A;Tha:A:o] }.

We then say that the pre-termsandb arelogically equivalentat A and environmeng if
they can be assigned the same set of predicates ofAypith respect taF:

a~pb: A< P(E,a,A) =P(EDb A).

Example 5.5 As in Example4.4, let A = [(:Int, ¢1:Int], anda = [fy = s(2g)1,4; =
s(zf)x.4o]. Further consider:

b= [0y = ¢z, 0 = ¢(a)1].

In [1], Section 7.6.2 it is argued that they cannot be equated. Indeed, they are not
logically equivalent atd since, if we assume thatis the predicate expressing the property
of “being the number 17, sd € L, andA; b L:int: 1, thenA; b b:A: ({1:w — 1) but
At a:A:{l:w — 1). Indeed (omitting again thA’s and all those parts of the derivation
justifying the assignment of the predicate to a type):

\ /

Aw b Lint: 1
T e (Val Obiject)
ko b:A: (0:w—1)
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Replacingb by a would not yield a valid derivation. The best we can do in thgecafa is
instead:

z1:A:(lpw—1) b x1: A (lp:w—1) r1:Ar(lpw—1) a1t Aw

x1:A:(lp:w—1) b x1.4p:Int: 1
b a: A (€1:(lp:w—1)—1)

(Val Select)

(Val Object)

To express this in natural language, what we have proveratstie value ob on calling
method/; is 1, and that this is a “field”, in that it does not depend on otlatgofb; on the
other hand, fow the value returned b¥; depends on the actual value &f the predicate
(01:(Ly:w—1)—1) expresses this.

However, in [1] paragraph 8.4.2 it is observed that the etyudk a < b : [(p:Int] is
derivable since both

k[0 = s(zB)1] — a: [lo:Int] and k& [¢g = <(z8)1] < b : [o:Int]

can be obtained by ruléEq Sub Object); this clearly shows that’ is not convertibility,
sincea, b and[{y = ¢(x{)1] are distinct normal forms and the reduction is confluent.

In our setting, we can show that~ b : [¢y:Int] as well, and this is the effect of restrict-
ing to the language&, |ny: in fact the only non-trivial predicates ifi;, |y that we can
derive for either or b are &ow—@ (or greater than this with respect<9.

We relate here logical equivalence to the equational thebtlye Object Calculus.
Lemma 5.6 Logic equivalence is a congruence; more precisely

a~pgp a A& b~p p.A B V:B = blz—a} ~p R V{x«—d}:B.

Proof: This is just a rephrasing of the substitution property stétd emma4.2 ]

We want to establish that equality in the Object Calculusliesplogical equivalence,
proving that what we have seen in the Examplg actually holds in general. Corollary
2.17is a first evidence of the consistency of the predicate assgh system with respect
to the subtyping relation. It is however not enough.

Lemma5.7 Letl = [¢;:B; '], and A’ = [¢}: B}, *€'Y7], whereI N J = (. If

E b [t = o(x)b; '] o [l = o2 )b, "] - A
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is the conclusion of ruléEq Sub Object) under the premises
E x;: A b;:B; (Vz S I) and E,.%'j:A, Fo bjB] (V] S J),

then[t; = ¢(z)b; 1) g [0p = c(x )by #E1V7] AL

Proof: Sincel C ITUJ, by rule(Sub Object) we have that’ i A’<:A. Moreover ifi € I,
andA t, A: (¢;:7—1)) then we claim that:

[;A 2 A b b By i <= T A 2 Al b b2 By 2 1) Q)

Indeed the = implication an instance of Lemm&1Q To prove< we remark that
Aty (0i:T—) : AimpliesA k, A: 7 by (e) of Lemma2.1Q so that the hypothesis
E,x;:A bk b; - B; implies that the assumptian;: A’:7 can be weakened to;: A:7, and we
getl’; A, x;: A:7 b b;: B; 11 as desired.

Leta = [(; = <(z{)b; 1] andd’ = [0, = s(zi)b, *<IY/]. Suppose that €
P(E,a, A) and assume without loss of generality that Ps \ {w} (otherwise either it is
w, the trivial case, or itis a conjunction of predicate$Pinand we reason similarly for each
conjunct): hence = (¢;:7—1) for somei € I andr, such thal’; A, x;: A:7 b b;:B; : 1),
whereT; A = E. By this and Lemma.8 we know thatA k, A: (¢;:7—1)), therefore
by (1) we havel'; A, z;:A":7 s b;: B; : 1, which easily implies; A ks a’:A:0, ie. 0 €
P(E,d,A).

Vice-versa, let € P(E,d’, A). FromT; A b a':A: o it follows thatA +, A: o that is,
if o = (¢;:7—1)) as before, we know thate I andA t, A:7. By (c) of Lemma3.11it
must be the case thét A, z;:A":7 b b;:B; : ¢, whence we gel'; A b a:A: o by (1) and
rule (Val Object).

[ ]

Theorem58 If E s a «— b: Athena ~g b: A.

Proof: The proof is by induction over the derivation &f~ a < b : A. In case the deriva-
tion ends by any rule amor{gval Beta), (Eval Select) and(Eval Update) the thesis follows
by Theoremg.3and4.6. Those cases in which the derivation ends by rules thatlettdbe
congruence properties ef, namely(Abs Cong), (App Cong), (Object Cong), (Sel Cong)
and (Update Cong), the result follows from Lemma.6. If the last rule is(Eq Top) then
A = Top and we observe that, by Lemn2alQ P(E,a,Top) and P(E,b, Top) contain
exactly all predicates equivalentdq so they coincide.
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If the derivation ends by ruléEq Sub Object), the thesis follows by Lemm&.7. The
case remains in which the derivation ends by (g Subsumption):

FEka—b:A EA<: B
Fa~—b:B

Let 7 € P(E,a, B): thenA;T ks a:B: 7 for someA;T such thatA;T' = E. Since the
premiseFE b a < b : Aimplies that bothZ' I a: A andFE K, b: A are derivable and
EH A<: Bimplies thatA i+ A <: B, Lemma3.9applies, sothal\;I" ks a: A : 7 is deriv-
able, sor € P(E,a, A). Also, by induction,P(E, a, A) = P(E,b, A), thatisA"; T ks b:A: 7
is derivable for certain\’; I such thatA’;I” = E. ThenA’;T" I+ b:B : T follows by rule
(<), thatisT € P(E, b, B) as desired.

[ |

Remark 5.9 The converse of Theore®8 does not hold. To see a counter example con-
sider:
d = [ty = s(zg)1,01 = s(zf) My M.y,

e = [l = (x4 = g(x{‘))\ylnt.(xl.éo = (24)y).Lo)
whereA = [{y:Int, £1:Int—Int]. It is easy to see that botk, d: A and , e: A, but clearly
t/ d < e : A. Their behaviour is however the same: this is clear for tHd fi¢ concerning
{1 we observe that botth./; ande.¢; are the identity oveint. Indeed the side-effect which
occurs when applying./; to any integer cannot be observed, sincesléof e gets lost in
the computation, being tH&Ob; -.,,-calculus functional.
We argue that! ~ e : A (a detailed proof can be obtained by means of Len3xid).

In fact it is not difficult to see thaP((),d, A) C P(0,e, A). For the opposite inclusion, if
e e:A: (¢1:0—¢) then it must be obtained by deriving

x1: A0 b )\ylnt.(:vl.fo = ¢(2)y) Lo:Int—Int : ¢,

for some subtypel’ of A: sinces € £ 4 and k, e: A we can freely assume that is A, and
that the last rule of this derivation {%al Object). From the fact thad € Lnt_nt We also
know that, if it is not trivial, then it is an arrow, namefy= 7—« for certaint, x € Lnt.
Going backward in the derivation we arriverat A:o, y:Int:7 b (21.0y & <(24)y).Lo:Int: K
which is the conclusion dfval Select). By this we know that in the derivation we must have
both

z1: Ao,y Intr by 21.4g = <(2N)y: A (ly:0'—E) 2

andzy:A:o, y:Int:7 ks 1.0 & ¢(24)y:A: o' for someo’. As a matter of fact we do not
need the information encoded by, which can be simplw, so that we are left to derive
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(2) by means of ruléVal Update; ). This amounts to assume thats non trivial (e.g. take
(lp:w)), and to showr:A:o, y:Int:7, z: A:w b y:Int : &, for which 7 < « is necessary and
sufficient. But this very last fact also suffices to derive

x1: Ao, yiInt:T )\ylnt.yzlnt—>|nt (TR,
from which it is immediate to obtairy d: A : (¢1:0—¢) by rule (Val Object) as desired.

We end this remark by observing that the logical complexitghe theory of logical
equivalence id13, and we conjecture that it isl&3-complete one, as it is the case for the
theories of filter models of the untypedcalculus from which it derives. If this is the case
there exists no formal system extending the theorysafuch that it coincides withe.

6 Logical Equivalence and Observational Semantics

Observational semantics for the first order calculus has teéned in [18] in Morris-style,
called there “contextual equivalence”. It consistsirtfeparability by means of contexts
of ground type. In the same paper it has been shown that thisides with a notion of
bisimulation which is stronger thar='. We will adopt a slightly more general definition
here.

We claim that, when restricted to closed terms, logical wajance is included in obser-
vational equivalence. To this aim we will establish a coraiahal adequacy result for the
logical semantics with respect to convergence, which statt any well-typed term can be
assigned a non-trivial predicate if and only if it converdges value. This is achieved by
means of the realizability interpretation of predicategegiin Definition3.3, proving that
the characterisation results of [16] are preserved in thedycontext of the first order object
calculus.

As also mentioned above, we will write A I, C[_]: B to express that the closed con-
text C'[_] is typed with B, under the assumption that the “hole _" has typieC'[q] is the
result of replacing ‘_’ byu in C[_]. We writea” stays for a closed term of a closed type
A, i.e. such thab) I a: A (abbreviated byt a: A).

Definition 6.1 OBSERVATIONAL EQUIVALENCE. Two closed terms andb are calledob-
servationally equivalent at typé, writtena ~9 b, if both a#* andb4, and

VO ]._:AFCL]: K = (Cla]{v <= C[b){v).

for any ground typex and valuev of type K.
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Remark 6.2 )i Typeable values can always be assigned non-trivial pagesc
ii) Definition 6.1 differs from the definition of contextual equivalence in J18 some
respect. First, we consider contexts of any ground type égeriment”; moreover,
we do not consider reduction rules for constants as “if tHee"gas a consequence
we cannot discriminate between different constantstlike andfalse It is for that
reason that we use in the above definition and in Thedefthe predicatex |} v
instead ofa | .

Leta{x; < b;} ;<) abbreviate the simultaneous substitutiorbpfor z; in o for all 1 <
J < k, and similarlyA{X; < B, };<y, substituting eacti; for X; in Aforall 1 <i <k.

Definition 6.3 COMPATIBLE SUBSTITUTIONS. AssumeA;T' s a:A: o, whereA = Jq,.. .,
Jy, and each judgement either isX;:o; or X;:0; <: D;, andl’ = x1:Cy:71, ..., 25:Cy:7g.

We say that t[Le simultaneous substituti¢il§ «— B, };<; and{x; < b; } ;< arecompatible
with A;Tif: Ak B;<: D; (incaseX;:0;<: D; € A),and ky B;:0; forall1 < i < h,

and b]Cj{XZ <« Bi}igh 1T forall1 < 7 <k.

In the above definition, i\;T" t a:A: o is derivable theriv(A) U fv(a) C dom(A) U
dom(T"): hence compatible substitutions are closinand A if they replace all free variable
occurrences by closed types and terms. We will call such stisufion aclosingsubstitu-
tion.

Lemma 6.4 Assume that the closing substitutiphs < B;}i<, and {z; < b;} ;< are
compatible withA; T", then:

if A;T Hpa:A:othen tp a{z; «— bj}j<p:A{X; — Bi}i<h i 0
Proof: By Lemma2.14and Lemmat.2 ]
Theorem 6.5 REALIZABILITY THEOREM. LetA:;I'k a:A:o; assume that the closing sub-
stitutions{ X; <= B; },<, and{x; < b;} ;<) are compatible with\; T". If bjcj € [rj] when-

everz;:Cjr; €T, thena’ € [o], whered’ = a{zj « bj}j<n, C; = Cj{Xi = Bi}i<n
and A’ = A{XZ <« Bi}igh-

Proof: We write av for a{z; < b;};<x and A’ = A© for A{X; — B;}i<. The proof
proceeds by induction on the derivation fatI" t+ a:A: 0. The casdVal ) is trivial; the
case(<:) follows by the induction hypothesis and Lemi3&. For the remaining cases:
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(Val Fun) : the last inference is an instance of the rule:

AT Aok a:B: ¢
AT b Az .a:A—B:o—¢

(Az?.a)¥ is a value, hence it converges trivially. Sinée© are compatible with
A;T, given anyp?’ € [o], the substitution®)[z := b] (which is the same a but for
its value onz which isb) and® are compatible witk\; I", z: A:o. Then, by induction
ad[z := b] € [¢], and we conclude fromi(Az4.a)¥)b — ad]z := b], Lemma3.5
and the arbitrary choice &f"'.

(Val Appl) : the last inference is an instance of the rule:

AT a:A—B:o—¢ A 'k b:A:o
ATl ab:B: o

By inductiona® € [o—¢] so thatad || (Az*.d) for some closed abstraction:4.d;
moreovebd € [o] by induction, hencé[x := bJ] € [¢], and we conclude by Lemma
3.5and
(ab)d = (a9) (b)) = (Az?.d)(b9) — d[z := bY).
(Val Object) : the last inference is an instance of the rule:

AT iAo By AT, xi:A b By (Vie I\ {j})

AT [ = G(JU%A)bz' (e I)]:A: (lj:o—o) (Gel)

Now a = [¢; = <(z)b; ©€ D] is an object term, whose closure is a value: hence
a? ||. That/; € LabelA) is a side condition of the rule. For an§"’ € [o] we have
thatd[z; := d], and© are compatible with\; I", z;: A:o and

ad.l;(d) = b(I[x; = d]) € [¢;]

by induction.
(Val Select) : the last inference is an instance of the rule:

AT aA:(ljio—¢) AThaA:o
AT aly:Bj:¢

By inductiona? |} v, for some valuey, ¢; € LabelA) andav./;(d) € [¢] for any
d?" e [o]; sincead) € [o] (by induction again) we have thate [o] by Lemma3.5
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so that:
(a.l;)v =, av.lj(v) € [¢],

and we conclude again by Lemr&b.
(Val Update, ) : the last inference has the shape:
AT a:A:r AT,y Ao b:Bj: ¢

AT b (a.; = o(y M )b):A: (6:0—) (¢; € LabelA), 7 # w)

By inductionad € [7]; sincer # w this implies thaiay || and that/; € Label A),
therefore(a.l; < <(y*)b)d || as well. Given anyl!’ € [o], 9]y := d], © is compat-
ible with A; T, y: A:0, so that we conclude by induction

(a.l; = s(y™)b)9.£;(d) = W]y == d] € [].
(Val Update,) : the last inference has the form:

AT a:A:(lj:9) AT, y:Als b:B;
AT b (al; & s(y™M)b): A (€:¢)

(i # 5)

By induction we know that) € [(¢;:¢)], which implies that? |}: hence

(a.l; = s(y*)b)d |. It remains to show thata.¢; < ¢(y*)b)d € [(¢;:4)] accord-
ing to the shapes af. The case in whicly = w is already proved by the fact that
(a.l; = <(y)b)¥ |l. The casep = (£:1) is impossible, sincéa.(; = ¢(y*)b)d is
well typed because of the compatibility 8f and no well-typed term might be as-
signed a predicate of that shape. We are left with the gaser—: then, since
i # j, we have thata.l; & ¢(y*)b)d.4i(d) = ad.£;(d) is in [¢] whend?’ € [r] by
the inductive hypothesis. ]

Corollary 6.6 CHARACTERISATION OF CONVERGENCE Let a4 be any closed term: then
a { ifand only if s a: A : o for some non-triviab.

Proof: As noted in(i) of Remark6.2typeable valuey can be assigned non-trivial predic-
ates, so thai |} v implies that the same predicates can be derived fmcause of Theorem
4.6, on the other hand a straightforward induction on the stinecofo shows that ifo is
non trivial, then any:“ € [o] converges: by this and Theoresrb we conclude. ]

Corollary6.6 has important consequences. First it expresses the cotiopafiaadequacy
of the logical equivalence, in the sense that no divergent t&an be equated with a term
converging to a value. Combining this with the subject réidancand expansion Theorems
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4.3 and 4.6, it says that predicates actually foresee properties afegl since the latter
include function and objects, such properties concern\behaand not just aspects of
elementary values such as integers or Booleans.

But it is stronger than the above mentioned theorems, sircknow that logical equi-
valence is not simply convertibility (not even the equagiaeory of [1]). In fact Corollary
6.6 entails the subsequent Theor@&n?, which states the inclusion of the logical equival-
ence into the observational equivalence, and hence théstemsy of the former, and of the
whole logic of predicates we are about.

Theorem 6.7 LOGICAL EQUIVALENCE AND OBSERVATIONAL EQUIVALENCE. Suppose that
for any valuev of ground typeK we have exactly a non-trivial predicate, € L, that
these predicates are distinct for different values and that: K : k, is assumed for each
Then for anyu4 andb?, if a ~ b : A thena ~9 .

Proof: Let_: A+ C[_]: K be any context of ground typ& such thatC[a] |} v for some
valuewv. By the hypothesis thalts v: K : k,, and Theorend.6, we haves, € P(0, C|a], K).
Onthe other hand ~ b : AimpliesC[a] ~ C[b] : K, since logical equivalence is a congru-
ence by Lemma&.6, and therefores,, € P(0, C[b], K), thatis b C[b]: K : k,,. By Corollary
6.6 it follows thatC'[b] |} v’ for somev’, whence s v": K : k,, by Theorem4.3. From the
hypothesis thak is a ground type and that, is a characteristic predicate @fwe conclude
v = |

By using bisimulation and its coincidence with observatioequivalence, in [18] it is
shown that, taking andb as in examplé.5, a :a:lm] b. This is intuitively clear: the only
way to separate from b is to change the value df, since then the fact that/; depends
on such a value whilé./; does not, becomes apparent; but the overridin€, & inhibited
in contexts with the hole of typg :Int], where/ is hidden.

Itis not true, however, that ~ b : [¢1:Int], because the predicatg :w—1) isin E[zlzlnt}’
it is derivable forb even at type/;:Int] but cannot be derived far at any type.

Language inclusion alone is not sufficient to account fortyquihg of object types,
while it is for record types (see [17]): this is the essentigson for the presence of rule
(Val Select) in our system. It is reasonable to think that the failure dfiregjences like
a ~ b : [¢1:Int] from Example5.5 depends on the fact that no rule accounts for the hid-
ing effect of subtyping in the case of object types. One hiftyi for coping with such a
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limitation is the following rule:
INJ =0, A= [(;:B; €V, A = [0;:B; '€7]
ATk a:A: (o SOYAT—p) AT b aA: (o €1 Ak A (Lm—p)
ATk a: A (07 —p)

This rule formalises the idea that wheln<: A’ andA and A’ are object types, the methods
of any object of typed not mentioned in4d’ are hidden: therefore if satisfies the premise
of any arrow predicate concerning the hidden part, this méler change in contexts of
type A’, in such a way that the latter premise can be discharged.rlZ|eath reference
to Example5.5, by this rule one can derivéy b: [¢;:Int]:(¢1:w—1), which makes: andb
logically indiscernible at typé/;:Int].

We have not considered this rule in our assignment systemever. The proof of the
soundness of such a rule requires a different definition efréalizability interpretation,
and makes the proof theory of the assignment system moré/éuzoOn the other hand,
it is difficult to say to what extent we obtain a stronger eqlémce. Indeed we know
in advance that logical equivalence cannot coincide witheolmtional equivalence: the
former is indeed the theory of a filter model which i®g, model; we know from [5] that it
is not fully abstract with respect to the laxycalculus, which is a sub-calculus of the Object
Calculus we consider. Were logical equivalence and ob8ena equivalence the same, a
full abstraction property would hold for the model.

7 Conclusions and Related Work

The system and results presented in this paper have beelopledehrough a series of
papers, [16], [17], [9], and [10], of which the present woskan extended and revised
version.

To summarise our work, it can be seen as an intersection ggigranent system (see
e.g. [10] and the references there) to typed terms of thedidgr object calculus from
[1]. A similar idea of assignment of logical formulas to texwf a simply typed\-calculus
with recursive types is the endogenous logic in [4], whengleages are used to provide a
finitary description of the domain interpretation of typasd a denotation of terms, much
as it happens for filter models of the type fréealculus in [11]. With respect to these
antecedents our technical contribution consists both éncttnsideration of object types
and, more importantly, in the treatment of subtyping, foichitwe build on ideas presented
in[17].
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Our results substantiate the claim that logical semantiosvs for a clean and elegant
understanding of subtyping, which is seen as a form of (eejeinclusion of logical the-
ories, indexed by types. This seems remarkable in presdrameos, object and recursive
types, whose combination is notoriously very difficult toaeb

The resulting logical equivalence is consistent with thewalence axiomatically defined
in [1], and operationally sound with respect to the Mortiges semantics studied in [18].
We remark that logic adds to the abstraction representegig®st in that it is able to cap-
ture computational properties like convergence and corgeparability, which is not the
case for types. To show this, we resort to the technical tbdalizability interpretation of
predicates, which comes from [16] and is a mild extensionrafwn techniques from the
A-calculus. Its relation to types and subtyping, howevenoiscompletely understood and
is clearly involved in the treatment of the rule suggestetth@end of Sectio®.

The present study rests on the assignment system and itsthemwetical properties,
without facing the problem of models. In [17] a filter modehstruction is proposed in
which types are interpreted as the CUPERS (studied in [64Badd used in [1] Ch. 14)
induced by the indiscernibility relation with respect te tredicates of a language. Terms
are interpreted as filters of predicates, but their meamiagypeA is obtained by restricting
to £L4. Such a restriction, trivially idempotent, is also conting, which suggested the
interpretation of the restriction operation in terms ofaetions over &, universal model
in [9]. Unfortunately retractions do not allow for a soundatment of subtyping because
of their covariant behaviour with respect to both left arghtihand sides of arrow types.
Although we think that a model is implicitly described by aystem, the analysis of its
structure and the comparison with existing denotationaleteof subtyping deserve further
investigation.

Our system provides a program logic for the first ordealculus, which is natural to
compare with similar proposals in the literature. In [2] adt®style logic for a first or-
der object calculus with subtyping is presented. A closati@bship exists between their
transition relations and our predicatés:.o;—¢; (ie 1)>. In fact, even if transition relations
are expressed via first order predicate logic whereas oig isgropositional, they specify
pre and post conditions of methods in terms of propertiesled fralues before and after
method invocation. We can do the same, since fields are simgilgods that do not depend
on self variables, so that we can encode their propertiesdansiof predicates of the shape
(¢:w—1)) (and conjunctions of them); we then put them as the premisabove, and en-
code post conditions in the;. We stress however that our framework is more powerful,
because in [2] only field update is permitted, whereas ouclsgsound in the presence of
the stronger operation of method overriding.
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The latter limitation is removed in [21], at the price of lsgimonotonicity of the trans-
ition relations. To handle this difficulty, a notion of spﬁmtlon Spe¢A, B T) is intro-
duced as the unique fixed point of the bi-funces 5 7 induced by the field predicata,
the result predlcateB and the transition relatloriE such a fixed point does not exist in
general, and it can be assured only under suitable congli{existence Theorem). We first
remark a tight similarity between the definition ®pe¢A, B, T) and of[(¢:0—1)] here,
especially for the quantification in the clauge® € [o]. a.f(c) € [/]. Then we observe
that the realizability interpretation of predicates isuntive, so thafo] always exists. Al-
though we do not have a definite answer, it seems reasonabiakdhat our predicates are
particular cases of specifications, enjoying the good ptimse which would explain why
we do not need an existence theorem at all. The model of the pogposed in [21] is for
the untyped;-calculus, both functional and imperative, so that thensohing to remark
about subtyping semantics here.

A different approach to the relationship between progragicland subtyping is “beha-
vioural subtyping” as exposed e.g. in [22]. It is based on‘dubtype requirement” which
says that ifA <: B and¢(b) for all b: B theng(a) for all a:A, whereg(z) is a certain pre-
dicate ofz. This recalls the fact thaf 4 O L wheneverA <: B in our system. However,
because of the universal quantifiers in the subtyping requént, the predicates of [22] are
likely to be properties of types rather than of programshab they are better seen as a rein-
forcement of the abstractions expressed by types, rathprath a description of behaviours.
The latter is exactly what we gain in our system, as shownhéaRealizability Theorem
6.5
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Figure 5: The Predicate Assignment System
Let A= [¢;:B; G €D

(Env@): (Envaz): (Val z) :
Abko AbiB:o AT'ho AT 2:B:o, T o

x ¢ domT o
Ao A;T,x:Bobo ( ¢ dom(T)) A;P,,I'IBZO',P”H:I'IBI'l/J(

(<)
AThaB: AkB<:C At C:itp

AT haC:y
(Val Fun) : (Val Appl) :
AL, z:Aick a:B: ¢ ATha:A—B:o—¢p AT hbA:o
AT Mz .a:A—B:o—¢ AT a(b):B:é

<)

(Val Object) :
AT,z Ao b bj:Bj: ¢ AT, 2 A b By (Vie I\))
ATk [ = o(z)b; C€ DA (lj:o—0)

(Jel

(Val Update; ) :
AT aAio AT,y AT b:Bj: ¢
AT b (aly & s(y™Mb):A: (LT — )

(0 #w,jeI)

(Val Update,) :
AT atA: (U:p) AT, y:Abo b: B;
AT b (aby & s(y™N)b): A (h:0)

(ke Lk #j)

(Val Select) :
AT aA:(ljo—¢) ATk aA:o
AT aly:Bj:¢
(Al : (w) : o
AT a:B:op (Viel) AThkho ATka:B
AT b a:B: N\jcroi AT aB:w
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Figure 6: The Equational Theory of Objects

(Eq Refl) : (Eq Symm) : (Eq Trans) :
EFtya:A Fka<—b:A Fha—b:A Ekbe—d:A
Fha—a:A Fkbe—a:A Fa—d: A
(Eval Beta) : (Eval Select) :
Etodzdb:A—-B Ekya:A FEloa:A

VASE)
Ek Az)(a) o b{z—a}: B Elal; < bi{z;—a}: B

!

(Eval Update) wherel N J = (), A = [(;:B; €], A" = [¢;:B; €1Y], a = [6; = ¢(z)b; *€1]
Ftya:A E,z:Ab:B;

7 7 . . e J
Elalj = (@b [t = (@), 4; = s(a?)b; € ITWIMD) . 4 Ged)
(Eq Subsumption) : (Eq Top) :
Eka—d:A ERkA<: B Ftya:A Erb:B
Eka~—d:B Ebka<b:Top

(Eq Sub Object) wherel N J = 0, A = [¢;:B; €1], A’ = [¢},:By *<1Y]
E x;:Ab;: B; (VZGI) E,.%'j:A/ Fo bj:Bj (V]EJ)
Eb 6= ()b "' = [ = o(a o "] A

(Abs Cong) : (App Cong) :
E xz:Akb—b:B Eka—d:A-B ERkb—b:A
Er xx?tb o ety : A-B Eta) —d@):B
(Object Cong) A = [¢;:B; €] : (Sel Cong) A = [¢;:B; *€1),ic I :
E,x;:AR b« b, :B; (Viel) Eka—d:A
Bty [l = s(@{)bi ") — [l = o(27)b; "] - A Ehal; < dt;: B

(Update Cong) A = [¢;:B; €1],j € I :
Fha—d:A ExAkbe: B,
Ek at; & (@M d by =z : A
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