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The Heart of Intersection Type Assignment 3

Introduction

The Intersection Type Discipline as presented in [10] (aer@amhanced system was presen-
ted in [9]; for an overview of the various existing systenes [2]), is an extension of Curry’s
system [12], that consists mainly of allowing for term vates (and terms) to have more
than one type. Intersection types are constructed by addiexj to the type constructor
‘—’ of Curry’s system, the type constructar’‘and the type-constant.”.

One way to explain the use ofi“is by stating that, in a certain context/, the term-
variablex can play different, even non-unifyable, roles; this, in g is a more liberal
approach than just requiring only one type fgiand gives a greater expressiveness in terms
of typeability. When more than one type has been assumed, fibren, by abstracting
over M, atermAx.M is obtained that accepts operands that have to satisfy angust
one requirement: a possible operand has to be typeable hyoétine types used far to
type M. The type-constant)’ is the universal typei.e. all terms can be assigned the type
w; this, in general, introduces non-normalisable, but tipeegerms.

This slight generalisation causes a great change in coitpléxfact, now type assign-
ment is closed fop-equality:

M=3N = (BFM:0 < BF N:o).
and (head / strong) normalisation can be characterizeddigrasble types:

M has a head normal form<= B+ M:c& o #w
M has anormal form < B+ M:o & w does not occur itB, o
M is strongly normalisable<= B+ M: o, wherew is not used at all

(see, for example, [9, 1, 2]). These properties immediatbwv that type assignment (even
in the system that does not containsee [1]) is undecidable.

As in [22, 8], the set of terms can be extended by adding tme-temstantlL. Adding
also the reduction rules N —3, 1, andAz.L —3, L to the notion of reduction gives
rise to the notion oépproximate normal formthat are in essense finite rooted segments of
Bohm-trees. Itis well known that interpreting a term by tbeaf approximants that can be
associated to it, gives a model for the Lambda Calculus. Ehevpproximation Theorem,
i.e. the observation that there exists a very precise ogldietween types assignable to a
term M and those assignable to its approximant$)M/ ), formulated as

BEM:0 <= 3Ac AM) [BF A:o]

(see [20, 1, 2]), it is immediately clear that the set of is¢etion types assignable to a term
can be used to define a model for the Lambda Calculus (seeZ9, 1,

RR n° 00096419



4 van Bakel

Of the above mentioned results, all but the first will be prbagain in this paper; in fact,
we will show that these can all be obtained from one more foretdal result.

In previous papers, the Approximation Theorem and Strongrdbsation Theorem were
proved independently (see, respectively, [2] and [1])utioboth using the same technique
of Computability Predicates [21, 16]. This technique hasrbeidely used to study nor-
malisation properties or similar results, as for exampl§lih 14, 19, 1, 2, 4,5, 7, 6]. In
this paper, we will show that both are special cases of a mor@amental result, using a
variant of the technique developed in [7], that has also datsapplication in other fields
[6]. This more fundamental result consists of defining aorbdf reduction on derivations
in '+’ that generalizes cut-elimination, and the proof of theotieen that this kind of reduc-
tion is strongly normalisable. It might seem surprisingt this result does not come easy
at all. The reason for this is that, unlike for ordinary sysseof type assignment, for the
intersection system there is a significant difference behnderivation reduction and ordin-
ary reduction (see the beginning of Sectidd); unlike normal typed- or type assignment
system, int-’ not every term-redex occurs with types in a derivation. Ber, especially
the use of a relation<’ on types, together with a derivation ru{&), greatly disturbs the
smoothness of proofs (see again Secfdh).

From this strong normalisation result for derivation reitut, the Approximation The-
orem and Strong Normalisation Theorem follow easily. That ff these implies the Head-
Normalisation Theorem and (indirectly) the Normalisafidgreorem, as was already demon-
strated in [2].

The kind of intersection type assignment considered inghjger is that of [2], i.e. the
essential intersection type assignment system, a restrigrsion of the BCD-system of
[9], that is equally powerful in terms of typeability and egpsiveness. The major feature of
this restricted system is, compared to the BCD-system taatesl version of the derivation
rules and the use of strict types (first introduced in [1]).

In [3] a similar result was shown for thatrict intersection type assignment system. This
differs from the one considered here in that theelation on types used there is not contra-
variant over arrow types, but only allows for the selectibome of the types in an intersec-
tion. The contribution of this paper is to generalise thatlheto theessentialintersection
type assignment system, a notion of type assignment thitdslbsed for-reduction.

One of the first tentatives to tackle the main problem death i this paper was to
follow a very natural idea that originates from the obseoraformulated above: because
of the presence of the type constanthat can be assigned to any term, it is possible to
type terms that contain non-normalizing subterms, so ravmalisable subterms are (at
least partially) covered wittv. This lead to the assumption that, when defining a notion
of L-type assignmenta variant of the essential system that consists basichlggigning
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The Heart of Intersection Type Assignment 5

w to the term-constant. only, all typeable terms are strongly normalisable. Thishpps
surprisingly, turned out to be wrong, as will be illustratadsection5.

The outline of this paper is as follows. In Sectidnwe will recall the definition of
the essential type assignment system of [2], together woithesof its main properties. In
Section2.1, a notion of reduction on derivations ik’is defined, for which we will show
a strong normalisation result in Secti@r2 In section5 we will present thel -system, a
variant of the essential system that consists basicallgsifjaingw to the term-constant.
only. We will then show that, although in this system no redar be covered by, this
restriction itself is not enough to ensure strong-norradiity of typeable terms. However,
in Section5, we will show that for the relevant intersection type assignt system [2],
the restriction guarantees strong normalisation, and Welistuss the proof for the strong
normalisation of derivation reduction in the strict systehfil]. We will finish this paper in
Section3.3 by extending the result of Secti@?2to the characterisations of normalisation.

The result of this paper show that theteesexist a relation between and redexes; in
fact, in this paper we show that all the normalisation progsiboil down to the same result:
in a typeable term, all non-terminating subterms occur mafe created by reduction in)
positions that are typed with.

There exists a number of related results in the literatuoe ekample, in [18] a strong norm-
alisation result was proved for derivation reduction ingb#ing of the notion of intersection
type assignment known &3, as defined in [17]. This system is in fact the BCD-system [9]
without the type-constant, and that strong normalisation result itself is a speciabaaf
the results of this paper presented in Secton

Notations

In this paper, the symbab will be a type-variable; Greek symbols like 3, i, p, o, andr
will range over types.—’ will be assumed to associate to the right, antdbinds stronger
than —’. M, N are used for lambda terms, y, z for term-variables) [N/ x] for the usual
operation of substitution in terms, andfor terms in\_L-normal form. B is used for bases,
and B\z for the basis obtained from® by erasing the statement that haas subject. All
symbols can appear indexed.

1 Intersection type assignment
In this section, the essential type assignment system a@$ j2fesented, a restricted version

of the system presented in [9], together with some of its @ribgs. The major feature of
this restricted system is, compared to the BCD-system taatesl version of the derivation
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6 van Bakel

rules and the use of strict types. It also forms a slight esitenof the strict type assignment
system that was presented in [1]; the main difference istti@strict system is not closed
for n-reduction, whereas the essential system is.

Definition 1.1 i) 7, the set ofstrict types and7, the set ofstrict intersection typesare
defined through mutual induction by:

Ts = ¢ | (T =T
T == (TsNn - N7Ts)

i) A statemenis an expression of the form/ : 0. M is thesubjectando the predicate
of M:o.

iii) A basisis a set of statements with only distinct variables as sthjec

iv) For base$3y, ..., B,, the basis\{ By, ..., B, } is defined byz:o1n- - -no,, € N{ By,
...,Bp}ifandonly if{z:01, ..., z:0,,} is the (non-empty) set of all statements about
2 that occur inB1 U --- U B,,.

Notice that7s is a proper subset af. Often B, z:o will be written for N{ B, {z:0}}, when
x does not occur i3, and will omit the brackets ‘{" and ‘}.

We definew as the empty intersection: if = 0, thenoin- - -no,, = w, SOw does not
occur in an intersection subtype. The motivation for thes lin the semantics of types (see
[9]), where[ o] is the set of terms that can be assigned the typgEhen, for allo; (i € n),

foin--nonll € Toin--nop_1] € ... C [oinoal C lToi].

It is natural to extend this sequence witla; | C [ ||, and therefore to define that the
semantics of the empty intersection is the whole set-térms, which is exactlffw | .

Notice that intersection type schemes (so alsoccur in strict types only as subtypes at
the left-hand side of an arrow type scheme. Unless statedwite, ifo1n- - -no,, is used
to denote a type, then afl;, (i € n) are assumed to be strict.

Definition 1.2 (RELATIONS ON TYPEY 1) The relation< is defined as the least pre-order
(i.e. reflexive and transitive relation) ¢hsuch that:
Vn>1,Yien|oin - -no, < oy
Vn>1,Vienoc <o) = o<oin-nNoy,
=

p<oc&T<upu o—1 < p—pu

INRIA



The Heart of Intersection Type Assignment 7

i) The equivalence relation~ on types is defined bys ~ 7 <= o <7<, and we
will work with types modulo ~ .

i) We write B < B’ if and only if for everyz:c’ € B’ there is anz:oc € B such that
oc<¢',andB~ B < B<B'<B.

Notice thatZ may be considered modulg; then< becomes a partial order. In this paper,
however, in order to get a strong relation between the streaf types and derivations,
types will not be considered module .

The following property is easy to show:

Property 1.3([2]) For all o,7 € 7, o <7 if and only if there arer; (i € n),7; (j € m)
such thatec = o1n---no,, ™ = T1N-- N7, and, for everyj € m, there is ani € n such
thato; < 7. W

The (essential) intersection type assignment system istrearted from the set of strict
types and the following derivation rules. In this way a syndé&rected system is obtained,
that satisfies the main properties of the BCD-system (se¢h@]presentation of the deriv-
ation rules in that paper differs from that one used here).

Definition 1.4 i) Intersection type assignmeahndintersection derivationgare defined by
the following natural deduction system (where all typepldiged are strict, except
in the derivation rule$—/), (—E), and(AXx)):

BrM:09 -+ BFM:oy,

AX): o (0=7) nl) : n=0
(AX) B,xobFx:7 (nh) BFM:oin - noy, (n20)

B,x:o-M:T BrFM:c—7 BFN:o
(—B):

BEFXe M:o—T BEFMN:T
i) We write B = M : o if this statement is derivable using an intersection déowa and
write D :: B + M : o to specify that this result was obtained through the deawuab.

Notice thatB + M :w, for all B and M, as a special case of rulel).

(—=1):

We should emphasise the difference between this notiorpefagsignment and the strict
one that was defined in [3]; instead of the r(#ex) given above, it contained the rule

. n>l,i€n
(nE) B,x:o1n - noyp Fsxio; ( )

Notice, that this rule is a special case of r@x) in thatoin- - -no,, < oy, for all i € n.
This is, in fact, the only difference betweeitrict and non-strict type assignment. As
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8 van Bakel

for the difference in derivable statements, in the esdesyistem it is possible to derive
H Azx.z: (a—fF)—(any)— G, which is not possible in-s'.

Some of the properties of this system, proved in [2], are:

Property 1.5i) If B+~ M:0,andB’ < B,o <7, thenB’ I M : 7, so the following rule is
admissible inf-':

BFM:o
: B'<B,oc<r7)

<): —M
<) B'v-M:r -

In fact, if this rule is added to the system, the r(#&) can be replaced by:

(Ax) - B,rokzx:0o
ii) If M —, N,thenB  M:co ifand only if B = N: o, so the following rule is admiss-
ible in ‘+":
m: BT
BEFN:o
iy f M =5 N, thenB - M:o ifand only if B - N: 0, so the following rule is admiss-
ible in ‘F":
BrFM:o
(=p) : m(M =3 N)

We will use the following short-hand notation for derivait

Definition 1.6 i) D = (Ax) :: B+ z: 0 if D consists of nothing but an application of rule
(AX).

i) D = (Dy,...,Dy,nl), ifand only if D :: B+ M:o1n---no, for someo; (i € n),
and there are derivatior3; :: B - M :o; such thatD is obtained fronmDy, ..., D, by
applying rule(nl).

iy D = (Dy,—1), if and only if there areM, a, 5 such thatD :: B - \x.M;:a—p,
and there is a derivatio®; :: B, z:a - Mj: 3, such thatD is obtained fromD; by
applying rule(—1).

iv) D = (D1, Dy, —E), if and only if there areP, ), andr such thatD :: B + PQ:0 and
there are derivation®; :: B+ P:7—oc andD, :: B+ Q: 7, such thatD is obtained
from D; andD;, by applying rule(—E).

INRIA



The Heart of Intersection Type Assignment 9

We will identify derivations that have the same structuréhiat they have the same rules
applied in the same order (so are derivations involving tmaesterm); the types derived
need not be the same.

We now extend the relatior< to derivations int-; this notion is pivotal in the proof of
strong normalisation of derivation reduction.

Definition 1.7 i) (AX) : Bt z:0 < (AX) = B’ z:0' forall B’ < B, ando < ¢’.
i)y (D1,...,Dy,nl) :: BE M:o10-- 0oy, < (DY,...,D,,,nl) :: B'+ M:o\n---nol,,,
if and only if for every;j € m there exists a € n such thatD; < D}.
iy (Dy: By,x:ak M:B,—1):: BFXx.M:a—0 <
(D] : B'x:a - M:f',—I) : BF Xe.M":o/—(
ifand only if D; < Di.
iv) LetD = (Dy : BF P:71—0,Dy :: BF Q:7,—E) :: B PQ:0. Then, for every
p<t,u>0,D] < Dy,D)>DysuchthatD| :: B'+ P:p—pandD) :: B’ Q:p,

D < (D} B FP:ip>pDy: B FQ:p,—E) :: B+ PQ:p.
Notice that < is contra-variant if—E).

The following is easy to show, and establishes the relateiwden < on types and <
on derivations:

Lemmal8i) If D:: B+ M:ocandB’ < B, o < ¢/, then there exist®’ > D such that
DB +M:o.
iNEfD:BFrM:0c <D :B'FM:o thenB'<B,oc<o.

Proof: i) We separate two cases:
(¢! € Ts) : By induction on the structure of derivations.

(Ax) : ThenD = (AX) :: B,x:p b x:0, with p <o. SinceB’ < B, z:p, there
existsx:u € B’ such thaty < p <o <¢'. TakeD’ = (Ax) :: B+ z:0', then
D < D.

(nl): ThenD = (Dy,...,Dy,nl) :: B M:o1n--noy,, WithD; :: B+ M: oy,
for i € n; notice thatD < D,. Then, by PropertyL.3 there existg € n such
thato; < ¢’, and, by induction, there exis‘IB;- = B'FM:o',withD; < D}.
TakeD' = D}, thenD < D',

(—=1): ThenD = (D; :: Byz:ak M":3,—1) :: BE Ax.M':a—f, soc =
a—pf. Sinceo’ € Tg, 0’ = p—p such thatp <« and3 < pu. ThenB’, z:p <
B, z:«, and by induction, there exist¥, > Dy, suchtha®D) :: B, z:p = M': pu.
TakeD' = (D] : B',z:pt M':p,—1) : B'+ A x.M': p—p, thenD < D'.

RR n° 00096419



10 van Bakel

(—E): ThenD = (D;y :: B+ My:y—0,Dy :: Bt My:y,—E) :: BF MiMs:o.
Sincey—o <~—o’, by induction, there exist®] :: B’ - M| :y—o¢’ such
thatD] > Djy; notice thatDy < D,. TakeD' = (D}, Dy, —E) :: B'+ My Ms: o,
thenD < D'.
(0! = oin---no},) : By Propertyl.3 fori € n, o < o} € Ts; by part (i), there exists
D! > D;suchthaD) :: B+ M:o.. TakeD' = (D},...,D,,nl) :: B'+ M:o’,
thenD < D',
i) Easy, from Definitionl.7. m

2 Strong normalisation of derivation reduction

In this section, we will define a notion of reduction on detimas and show this notion to
be strongly normalisable.

2.1 Derivation reduction

In this section, we will define a notion of reduction on detivas D :: B+ M :o. This
will follow ordinary reduction, by contracting typed redexthat occur ifD, i.e. redexes for
subterms of\/ of the shapé\x.P)Q, for which the following is a subderivation @?:

((Dy :: Byxz:o - P:1,—l) :: BiF \x.P:o—71,Dy :: BF Q:0,—E) :: B- (Ax.P)Q:T.

We will prove in Sectior2.2that this notion of reduction is terminating, i.e. stronglyrm-
alisable.

The effect of this reduction will be that the derivation ftyetredex(Axz.P)Q will be
replaced by a derivation for the contractum; this can berteghas a generalisation of
cut-elimination, but has, because the system at hand utesention types together with
the relation <, to be defined with care. Take for example the following dation for

B+ (Az.z)N:o.
\ Dy / \ Do /

robkax:io BFN:o BFN:T
FA\x.x:onT—0o BF N:ont
Bt (Az.x)N:o

This derivation will reduce t@; :: B; - N:o; it is exactly the fact that the derivation
D, (and the derivation redexes that occur inside it) does riatmmén the contractum, that

INRIA



The Heart of Intersection Type Assignment 11

makes this kind of reduction strongly normalizing. So, witentracting a derivation for
the redex

({Dy :: Byx:o k- P:1,—l) :: B+ Ax.P:o—7,Dy:: BF Q:0,—E) :: BF (Az.P)Q:T,
i.e.

(0 <p)

ok xip

B,xiob P:1

BFAx.P:o—T BFQ:o
BF (Ax.P)Q:T

it is in general not the case that the derivatidsawill just be inserted in the positions @¥,
where a type for the variable is derived, since that would give an illegal derivation. The
(<)-step ‘to be applied at the end D%’ has to be pushed upwards; this is possible because
of Propertyl.5 (). This, in general, changes the structure of the derivation.

Reduction on derivations is formally defined by first defingudpstitution on derivations:

Definition 2.1 (DERIVATION SUBSTITUTION) ForD :: B xz:c = M:1,andDy :: B+ N:o,
the resultD’ of substitutingDy in D, D [Dy/x:0| :: B+ M[N/x]:7 is inductively defined
by:
) D= (AX) :: B,z:0 - z:7, with o < 7. Let D], be such thaDy < D} :: B+ N:,
thenD [Dy/x:0] = D.
i) D= (D1,...,Dyp,nly:: Byx:o b M:1n-- N1y, SO fori € n, D; :: B,z:o b M:7;.
Let
D) = D; [Dy/x:0] :: B+ M[N/z]:7;,

then
D' =(D},...,D.,nl) = B+ M[N/z]:7in- -7 = (Dy, ..., Dy, l)[Do/x:0].
iy D= (Dy :: Byz:o,y:a b= My:3,—=1) :: Byz:o = Ay.My:a—[. Let
D} = Dy [Do/w:0] = B,year - My[N/a]: 8
Then
D' = (D}, —I) : B F (. M))[N/a]: a8 = (D}, —)[Do/w:0]

RR n° 00096419



12 van Bakel

V) D= (D; :: Byx:o - P:p—71,Dy :: Byx:o - Q:p,—E) :: Byx:o - PQ:7. Let

D] = Dy [Dy/x:0] :: BE P[N/x|: p—,
D, = Dy [Dy/x:0] :: BE Q[N/xz]:p,
then

D' = (D|,Dy,—E) :: B+ (PQ)[N/z]:7 = (D1, Dy, —E)[Dy/x:0]

Before coming to the definition of derivation-reduction, meed to define the concept of
‘position of a subderivation in a derivation’.

Definition 2.2 LetD be a derivation, an®’ be a subderivation dP. The positiorp of D’
in D is defined by:

i) If D' =D, thenp = «.

ii) If the position of D’ in Dy is ¢, andD = (D;,—l), or D = (D, Dy, —E), then
p=1q.

iii) If the position ofD’ in Dy is ¢, andD = (D;, Dy, —E), thenp = 2q.
iv) If the position of D’ in D; (i € n)isq, andD = (Dy,...,D,,nl), thenp = q.

We now can give a clear definition of reductions on derivagjorotice that this reduction

corresponds to contracting a redex:. M) N in the term involved only if that redex appears
in the derivation in a sub-derivation with type differendrin w.

Definition 2.3 We say that the derivatio® :: B+ M:o reduces taD’ :: B+ M':0 at
positionp with redexR, if and only if:

) o€ T
a8 D= ((D1,—!),Dy,—E) :: B (A\e.M)N:o

N Vo 7
B,xxrHM:0o D,

BFXM:T—w0c BF+N:r
BF (Ae.M)N:o

ThenD reduces t®; [Dy/x:7] :: B+ M[N/x]: 0 at positione with redex(Az.M )N
b) If Dy reduces td] at positionp with redex R, then

1) D= (Dy,—l) :: B+ Ax.M;:a—freducestd’ = (D}, —I) : B+ \x.My:a—f
at positionlp with redex R.

INRIA



The Heart of Intersection Type Assignment 13

2) D = (Dy,Dy,—E) :: B+ PQ:o reduces t@®’ = (D}, Dy, —E) :: P'Q:0 at
position1p with redex R.

3) D = (Dy,D1,—E) :: BF PQ:oreduces t®’ = (D, D}, —E) :: PQ':0 at
position2p with redex R.

iy o = oin---nop. If D:: BEM:oin---noy,, then, for every: € n, there is aD;,

such thatD; :: B+ M:o;, andD = (Dy,...,D,,nl). If there is ani € n such that

D; reduces tdD; at positionp with redex(Az.P)Q (a subterm ofM/), then, for all
1<j #i<n, either
a) there is no redex at positiom because there is no subderivation at that position,
andD; = D;, with P[Q/x] instead of(\z.P)Q, or
b) D; reduces td)§ at positionp with redex(A\z.P)@Q.
ThenD reduces tqDj, ..., D, nl) at positionp with redexR.
iii) We write D —p D’ if there exists a positiop and redexk such thatD reduces td’
at positionp with redexR. If D; —p Dy —p D3, thenD; —p Ds.

We abbreviateD is strongly normalisable with respect terp * by * SN(D)’, and useSN
for the set of strongly normalisable derivatiod®y = {D | SN(D)}.

The following lemma formulates the relation between déiavereduction ang-reduction.

Lemma24 LeD : B+ M:o,andD —p D' :: B+ N:o,thenM —3 N.

Proof: By the above definition.m
The following states some standard properties of stronmalisation.

Lemma 2.5/) SN((D;, D2, —E)) = SN(D;) & SN(Ds).
i) SN(Dy :: B+ aMy---M,:0—7) & SN(D3 :: B+ N:o) = SN((Dy, D2, —E)).
i) LetD :: B+ M:obe(Din---nDy,nl),s00 = o1n---Nop. fD—pD' :: BE M0
at positionp, then, for every € n there existD; such that

eitherD; —p D, :: B+ M :o; at positionp.

iv) Forall i € n, SN(Dy :: B+ M:o;) ifand only if SN((Dy1n---nD,,nl)).
V) If SN(D; :: B+ C[M[N/z]]:0), and SN(D; :: B+ N:p), then there exists a de-
rivation D3 such thatSN(D3 :: B+ C[(Ay.M)N]: o).

Proof: Standard, using DefinitioB.3 =
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Example 2.6 Let Dy, D- be the derivations from ExampR11, and letD}, be the subde-
rivation

T, yw—o Fyiw—o T, yw—o Frryiw

T, yw—o Fy(zxy):o

T Ayy(zzy): (w—o)—o

that occurs irD,. By rule (—E) we can construct:

NCRRVACY)

F Azy.y(zzy): 7—(w—p)—p FO:r
F (Azy.y(z2y))O©: (w—p)—p

(—E)

Notice that the termi\zy.y(zxy))O has onlyoneredex, that is not typed with; contract-
ing it givesD, Dy /x:7], i.e.

(Ax) (nl)
w—p Fyiw— w—p F(00y):w
yw—p b yiw—p y:w—p - (06y) (=5

yw—p - y(©Oy):p ()
F Ay.y(©0y): (w—p)—p

Notice that this last derivation is in normal form, but thente\y.y(©0y) is not.

2.2 Strong normalisation result

In this subsection, we will prove a strong normalisatiorutefor derivation reduction..

In order to prove that each derivation if is strongly normalisable with respect te»p ,
a notion of computable derivations is introduced (the tégine of computability predicates
[21, 16] was also used in [11, 14, 1, 2, 4, 5, 7, 6]). We will shinat all computable
derivations are strongly normalisable with respect towd¢ion reduction, and then that all
derivations inf-’ contain a computable component.

Definition 2.7 The Computability Predicat€omp(D) is defined inductively on types by:

INRIA
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Comp(D :: B+ M: ) < SN(D)
Comp(D; :: B M:a—f(3) <
Comp(D; :: B+ N:a) = Comp({D;,Dy,—E) :: B- MN:f)
Comp((D;,...,Dy,nl) :: BF M:o1n---noy,)
< Vien|[Comp(D;:: Bt M:o;)]
Notice that, as a special case for the third rule, we@anp((nl) :: B+ M:w)

The following lemma formulates the relation between the potability predicate and
the relation < on derivations, and is crucial for the proof of Theor@ml The main
difference between the solution of [3] and the one preseheed lies in the fact that here
we need to prove this lemma, whereas in [3], it is not needatl.at

Lemma 2.8 1iComp(D :: B+ M:co),andD < D', thenComp(D’).

Proof: By induction on the structure of types. Notice that, by Lenin®D’ = B’ - M :¢o”,
with B’ < B, o < o’.
We distinguish two cases:
(' €Ts): (0 =¢): Sincep <o’,alsos’ = ¢, and the result is immediate.
(c = a—p0): Theno' = p—p, withp <a, 5 <pu,andletD’ :: B+ M:p—p.
To showComp(D’), by Definition 2.7, we assume&Comp(D, :: B+ N:p), and
use this to show thatD’, Dy, —E) :: B+ M N : .
SinceDy < Dj :: B+ N:a, from Comp(D,) we getComp(Dj,) by induction.
AssumingComp(D :: B + M:a—(3), Comp((D, Dj,, —E) :: B+ MN:j3) fol-
lows by Definition2.7. Then(D, D, —E) < (D',Dy,—E) :: B+ MN:pu, and
we getComp({D’, Dy, —E)), again by induction. S€omp(D :: B+ M: p—p),
by Definition2.7.
(0 =o1n--+noy) : If Comp(D :: B+ M:oin---noy,), thenD = (Dy, ..., Dy, nl),
by Definition2.7, andComp(D; :: B + M :0;) for i € n. Sincesin- - -noy, < o,
by Propertyl.3 there exists; € nsuchthat;, <o'. ThenD < D;, :: B M:7;
and, by inductionComp(Dij).

(¢! =o1n--noy,) : If Comp(D :: B+ M:o1n---Noy,), then, by Definitior2.7, for every
i € n there existD; such thatComp(D; :: B+ M:o;), andD = (Dy,...,D,,nl).
Sinceoin- - -no, < 7, by Propertyl.3 7 = 71n- - -n7,,, @and for allj € m there exists
i; € n such thatr;; < ;. SinceD; < D;, :: B+ M:71;, by induction,Comp(Dij),
and, by Definitior2.7,

Comp((D;,,...,D;,, ,nl) :: BF M:1in---NTy,)
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We will now prove thatComp satisfies the standard properties of computability pre-
dicates, being that computability implies strong nornaien, and that, for the so-called
neutral objects, also the converse holds.

Lemma 2.9/) Comp(D :: B+ M:0) = SN(D).
iy SN(D :: B+ &M;---My,:0) = Comp(D).

Proof: By simultaneous induction on the structure of types.
(o = ) : Directly by Definition2.7.
(0 = a—p): i) Letx be a variable not appearing i, and letD’ :: z:a b x: «, then,
by induction (i), Comp(D’). Assume, without loss of generality, thatn € B.
By assumptionComp(D :: B + M :a—(3),andComp({D, D', —E) :: B+ Mz:[3)
by Definition2.7. Then, by induction(i), SN({D, D', —E)), so alsaSN(D).

i) AssumeComp(D’ :: B+ N:«), then by induction(i), SN(D’). Then also by
Lemma2.5 (i), SN((D,D’',—E) :: B+ zM;---M,,N: (). Then, by inductior(ii),
Comp((D, D', —E)), so by Definition2.7, Comp(D).

(o = o1n---noy,) : Easy, using Definitior2.7, Lemma2.5 (jv), and induction. m

The following theoremZ.11) shows that, if the instances of ruléx) are to be replaced
by computable derivations, then the result itself will benpuitable. Before coming to this
result, first two auxiliary lemmas are proved.

The first lemma shows that the predicate is closed for sukjguansion.

Lemma 2.10 IComp(D’ :: B+ Q:v)and Comp(D[D'/y:v] :: B M[Q/y]ﬁ:a), then
there exists a derivatio®” such thatComp(D” :: B+ (A\y.M)QP:0).
Proof: By induction on the structure of types.
) o =¢. Comp(D[D'/y:v] :: B+ M[Q/y]ﬁgp) & Comp(D' : BFQ:v) = (2.9())
SN(D[D' /y:v]) & SN(D') = (25))
D" [SN(D" :: B+ (Ay.M)QP:¢)] = (2.7)
D" [Comp(D" :: B+ (Ay.M)QP: ).

i) o = a—p. Comp(D; :: BF N:a) & Comp(Ds :: BE Q:v) = (2.7)
Comp((D[D' /y:v), Do, —E) :: B M[Q/y|PN:8) = (IH)
AD"[Comp((D", Dy, —E) :: BF (\y.M)QPN:3) = (2.7
3AD"[Comp(D" : B+ (\y.M)QP:a—p)]

ii) o = o1n---noy,. By induction and Definitior2.7.
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We now come to the Replacement Theorem, i.e. the proof thaviry derivation, if the
instances of rul¢ Ax) in the derivation are to be replaced by computable derinafithen
the result itself will be computable. N

We will use an abbreviated notation, and wifid¢ /x; | for [Ny /x4, ..., N, /z,], etc.

Theorem 2.11 LetB = x1:p1, - .., Tnilin, D :: B+ M :0, and, for every € n, there are
D, N* such thatComp(D? :: B’ -+ N*: ;). Then

Comp(D|D; /xi:pi| = B'+ M[N;/x;]:0).
Proof: By induction on the structure of derivations.
(AX) : ThenM = z;, for somei € n, with y; < 0. SinceD* < D' :: B' - N': ¢, from
Comp(D?), by Lemma2.8, Comp(D’). Notice thatD’ = ((Ax) :: B z:0)[D;/x;:1; ]
(nl): 0 = o1n- - -Now,, and, forj € m, there existsD;, such thatD; :: B+ M:0; and
D = (Dy,...,Dy,nl). Let, forj € m,
D) = Dj[D;/xi:pi | 2 B & M[N;/x;]:0j,
then, by inductionComp(Dg). LetD' = (D},...,D,,,nl), then, by Definitior2.7,
Comp(D' :: B+ M[N;/x;]:010 - -Nop,),

andD’ = D[Dz/xz,uz]
—I): Theno = p—71,andD = (D :: B,y:p = M':7, =) :: B+ \y.M': p—r.
(—=1) p S Yip ; y.M':p

Vjem[Dj:: Bjt Mj:0;] & Comp(D; :: B' = P:p) = (IH)
Comp(D1[D;/xi:pi , Do /y:p) :: B'H M[N/x,P/y]:T) = (2.10

Comp(((D1[D;/xi:ui |, —1), Dy, —E) :: B+ (A\y.M|[N;/x;))P:7) = (2.7)

- A I

Comp((D1[D;/xi:pi ], —1) :: B'+ Xy.M[N;/z;]: p—7).

andD’ = <D1[Dz/wzﬂz]7 —>I> = D[Dz/wzﬂz]
(—E) : ThenM = M;M,, and there ar®;, D, andr such thatD = (D;, Dy, —E),
Dy BFM:7—0,andDy :: B+ Msy: 7. Let

Dy = D1[D;/zi:p; ] =» B My[N;/z;]:7—0, and
D), = Dy[D;/xi:pi ] = B’ My[N; /)T,

then, by inductionComp(D} ), andComp(D),), and by Definition2.7,
Comp((Dy, D}, —E) :: B' - (M M3)[N;/x;]:0),
Notice that(D;, Dy, —E)[D;/x;:pi | = (D}, D)y, —E). ®
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Using this last result, we are now able to prove a strong niisatéon result for derivation
reduction in -

Theorem 2.12 If D :: B+ M:o0, thenSN(D).

Proof: By Lemma2.9 (i), for everyz;:7; € B, there existD,, = (AX) :: x;:1; - zi: 7
such thatComp(D,,), so by TheorenR.11, Comp(D[D,,/z;:7; ] :: B+ Mlx;/x;]:0).
Notice thatM [z;/x;] = M andD[D,, /z;:7; ] = D, and by Theoren2.11, SN(D). ®

3 Approximation and head-normalisation

In this section, we will conclude the main contribution oistpaper by showing two main
results, that are both direct consequences of the stromgatisation result proved in Sec-
tion 2.2 Both results have been proven in the past, at least pgriialll, 2]. In fact, some
of the theorems and lemmas presented here were alreadyfg@$e those papers and are
repeated here, for completeness, with their proofs.

3.1 Approximate normal forms

We will now show that the above strong normalisation resedids to the approximation
theorem, for which we will prepare the ground by introducihg necessary concepts.

The notion of approximant for lambda terms was first preskintd22], and is defined
using the notion of terms ih_L-normal form (like in [8],_L (calledbotton) is used, instead
of w; also, the symbolC is used as a relation ohlL-terms, inspired by a similar relation
defined on Béhm-trees in [8]).

Definition 3.1 i) The set of\ L -termsis defined as the setof lambda terms, by:
M =z ’ L ‘ Ax.M ‘ M1M2
ii) The notion of reduction— 3, is defined as— 3, extended by:

i) The set ohormal forms for elements ofL with respect to— 4, , is the set\ of A L-
normal formsor approximate normal formsranged over by4, inductively defined

by:
A= 1L MAA#L)|zA1--- Ay (n>0)
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The rules of the systent' are generalized to terms containing by allowing for the
terms to be elements ofL . Notice that, because type assignment is almost syntastelie
if 1 occursinaterm\/ andD :: B+ M:o, then inD, L appears in a position where the
rule (nl) is used withn = 0. Moreover, the termg3z. L and LM, - -- M,, are typeable by
w only.

Definition 3.2 i) The relationC” C A2 is defined by:

1l C M
x L =«

MCM = Me.MCM.M

If Ae N, M e )\, andALC M, thenA is called airect approximanof M.
if) The relation C C N x A is defined by:

AC M < IM =3 M[A T M.
i) If A C M, thenAis called arapproximantof M, andA(M) ={Ae N | AT M}.
Lemma3.3BFM:c& MCM = B+ M'o.
Proof: By easy induction on the definition af . =
The following definition introduces an operation of join & -terms.

Definition 3.4 i) On AL, the partial mappingl : AL x AL — XL is defined by:

1lUM = Mul=M
rlr = x
Az.M)U(Ax.N) = Az.(MUN)
(M1M2)|_|(N1N2) = (M1|_|N1) (M2|_|N2)

LI is pronouncegoin.
i) If MUN is defined, then\/ and NV are calleccompatible
From now on, to shorten proofs, will be the same as the empty join, i.e. M =
Myl --- UM, andn = 0, thenM = 1.

The last alternative in the definition ofdefines the join on applications in a more general
way than Scott's, that would state that/; Ms) U (N1 No) C (M;LUNy)(MaUN,), since it
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is not always sure if a join of two arbitrary terms exists. Hwer, we will use our more
general definition only on terms that are compatible, so tmdlict is only apparent.
The following lemma shows that acts as least upper bound of compatible terms.

Lemma 3.5i) If My C M, and M, C M, thenM;LIM; is defined, and:
My C MiUMsy, My & MiUM,, and My LM, E M.
i) If M C M;, fori € n,thenM C MLl ---LM,.
iy If MC N,andN C P, thenM C P.
iv) If M C M7 Ms, then there ard\i3, M, such thatV = M3M,, andMs C M1, My C M.

Proof: By induction on the definition ofE .
I) If My, = L1, thenM UMy = Ms, soM; & My LUMs, My & M, LM, and
MiUM, C My C M. (The caseéll, = L goes similarly.)

i If My =z, and My = z, then MM = x. Obviously, x C zUx, z C zlU2x, and
zlx C 2.

III) If M1 = \z.Ny, andMs = Az.Ns, thenM = \z. N, NyC N, Ny C N. Then, by in-
duction, N1 C NNy, Ny © N{LUNy, andN;LUN; © N. Also Az.N1 T A\z.N1UNs,
Az.Noy C Ax.N1UNs, andA\z.N1LIN5 C Az.N. To conclude, notice thatz. N7 LINy =
()\fENl)I_l()\l'NQ)

iV) If My = PlQl’ andM, = PQQQ, thenM = PQ, P CP, Ql C Q,PQ C P, QQ C Q
By induction, we knowP, C P, LIP,, P, C PUPy,, andP,LIP, C P, as well ag); C
Q1UQ2, Q2CQ1UQ2, and Q1LIQ2 E Q. Then alsoP Q@ C (PLUP)(Q1UQ2),
PQy C (PUP)(Q1UQ2), and (P UP;)(Q1UQ2) E PQ. To conclude, notice that
(PIUP2)(Q1UQ2) = (P1Q1)U(2Q2). m

3.2 The L type assignment system

A first approach to the problem dealt with in this paper wasryotd show that, when
no redex is typed withu, then reduction on typeable terms is strongly normalisasde
in particular, terms typeable in” then should be strongly normalisable. In detail, this
implied that, in this system, the use ©fis restricted tol only, instead of allowing any
term to be typeable by. However, perhaps surprisingly, the strong normalisat&sult
turned out not to hold.

We will start this section by defining this-system in detail, also because it is of use in
the last section of this paper.
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Definition 3.6 _L-type assignmerand | -derivationsare defined by the following natural
deduction system (where all types displayed are stricgtxcin the rulegAx), (—/), and

(—B):
BH My:oy ... BH M,:0,

A): 7o @=T) () n>0
(A%) B,x:o b xir () BH MU---UM,:01n N0y, (n20)
B,x:oH M:7 BH M:o—1 BH N:o
(=) (—E):
BH M. M:o—1 BH MN:T

We write B | M : o if this statement is derivable usingladerivation.

Notice that, by rulén/), B - 1 :w, and that this is the only way to assigrto a term. In
particular, since by the remark made after Definit®oh the terms\x. L and LM, - - - M,
are typeable int’ by w only, these terms ampot typeable int5’. So a term typeable i’
contains no redexes of those forms.

An important point to note is that the operation of join isdiger rule (n/) in the above
definition. Of course it is possible to define a notion of tygsignment on terms — that
allows for the use oy for L only — without the join operation, but the system obtained in
that way would not be expressive enough; the idea is to, iivat@ns of the full system,
replace subterms typed hyby L. In the presence of intersection types, this has to be done
with care.

The relation between the two notions of type assignmerand ‘' is formulated by:

Lemma3.7 iD:: BH M:o,thenD :: B+ M :o.

Proof: By induction on the structure of derivations in”,

(AX) : Immediate.

(nl) : ThenM = M;Ll--- UM, forsomeM,, ..., M,,and, forevery € n, B+ M;:o0;.
Then, by induction, for everye n, B - M;:0;, so by3.5 () & 3.3 for everyi € n,
B+ M:o;,s0by(nl), B M:o1n---noy,.

(—1): ThenM = \z.M’, ande = a—{, andB,z:a b, M":3. SoB,z:a = M': 3 by
induction, soB + \x.M':a—f by (—1).

(—E) : ThenM = M; M,, and there exists such thatB - M;:7—o,andB H Mj:T.
Then, by inductionB - M;:7—o,andB + My:7,soby(—E)wegetB - M My:o. &

Lemma3.8 D :: B+ M:o,thenthere areV/' C M,andD :: BH M':o.

Proof: By induction on the structure of derivations in'!
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(AX) : Immediate.

(nl) : Theno = o1n- - -no,, and, for every € n, B+ M :0;, and, by induction, for every
1 € nthere areVl; C M suchthatB | M;:0;. ThenB H MiU---UM,:010 - -N0oy,
by (nl). By Lemma3.5 (i), MU --- UM, C M.

(—1): ThenM = A\z.M;, ando = a—f, andB, z:a = M : 5. So, by induction, there
existsM{ C M such thatB,« = M’: 3. By rule (—1) we obtainB’  \z.M] : a—f3.
Notice that\z. M| C \x.M;.

(—E): ThenM = M;M,, and there is a such thatB - M;:7—o, and B + Mj:T.
Then, by induction, there arg/{ C M; and M), C Ms, such thatB - M/ :7—o0,
B+ M}:7. Then by(—E), B+ M{M)}:o. Notice thatM{ M, C M;M;. =

Notice that the derivation faB - M’: ¢ is not truly equal tdD in that the term involved is
different; however, they are equal in structure in the sefsgplied rules. Morever, notice

that the case = w from part3.8is hidden in the casén/) of the proof. Them = 0, and
MyU---UM, = L.

Using these relations, the following property becomes.easy

Proposition 3.9(SuiecTRebucTioN) If B M:7andM —3 N, then there existd/’' C
N suchthatB H N':r.

Proof: If B M :7,by LemmeB.7, alsoB - M : 7. SinceM —3 N, by Theorent.5 (i),
alsoB + N:7. Then by Lemma.8, there exists &/ C N suchthatB - N':7. =

To prepare the characterisation of terms by their assigngfples, first we prove that a
term in A_L-normal form is typeable without, if and only if it does not contain_. This
forms the basis for the result that all normalisable termestygpeable withoub.

Lemma 3.1(([2]) If B+ A:0, and B, o are w-free, thenA is | -free.

Proof: By induction onA. As before, only the paet € 75 is shown.

) A =x. Immediate.

i) A= L. Impossible, by the observation made after Definitof

iy A= Xx.A". By (—I) there aren, 3 such thatr = a—(, and B, z:a + A’: 3. Of
course alsadB, z:a, and 3 arew-free, so by inductionA’ is 1L -free, so also\z.A’ is
1 -free.

iv) A=zA;---A,. Then by(—E) and (<) there areo; (i € n), 71,...,7s, 7, SUCh
that for everyi € n, B+ A;:0;, andz:my—- - -—7,—7 € B, andr—- - -—7,—7 <
01— -—op,—0o. S0, especially, for everye n, o; < ;. By Propertyl.5 (i), also for
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everyi € n, B+ A;:7;. Since each; occurs inB, all arew-free, so by induction each
A;is 1L-free. ThenalsaA;---A, is 1L-free. m

As already shown in [1], when restricting the system to one that does not use the
type constantv at all, all typeable terms are strongly normalisable. Thisld give rise
to the idea that possible non-normalising subterms can @cdyr in derivations int’ in
subderivations that derivB - M :w. This is not the case: although in the system ho
redex can be typed witly, typeable terms need not be strongly normalizing, as ¢learl
illustrated by the following example.

Example 3.11(cF. [3]) Take® = Azy.y(zzy), then©O is typeable int’. First we
deriveD; (whereB = {z:(a—f—v)na, y:(v—0)n5}):

BH z:a—pB—y BhH o«
BH xx:0—y BHuy: 08
BHy:v—6 BH xxy:y
BH y(zxy):0
B\y 5 Ay.y(zzy): (7—0)nB)—9
H ©: ((a=f—7)na)—((y—0)nB)—

Let7 = ((a—f—v)na)—((y—0d)nB)—0 (i.e. the type derived in the previous deriva-
tion), then we can deriv®,:

T, yw—o H yiw—o T, yw—okH Liw

T, yw—o 5 yl:o

T Ayyl: (w—o)—o

H Axy.yl: 71— (w—0o)—0

From these, bynl), sinceAzy.y L C ©, we obtain a derivation fot; ©: (71— (w—0c)—0c)NT.
Let B = z:(7—(w—0)—0) N1, y:w—0, then also:
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BH z:71—(w—0)—0 BhHaz:T

BH zz:(w—0o)—0 BH y:w—o

BHyo—0o BH xzy:o

B y(zxy):o

r:(T—(w—0o)—o) N1 H Ayy(zzy): (w—o)—0o

H O:((r—(w—0o)—0o)NT)—=(w—0)—0

Then, by(—E), we obtain i ©0: (w—0o)—0o. Notice that this term is not strongly
normalisable, since

00 — 3 \y.(00y) =3 Ay.(y(OOY)) —5 - -.

and that, in particular, the redex is not typed withMoreover, all its reducts are typeable
in‘H’.

3.3 Characterisation of approximation and head-normaliséion

In this section, we will prove two results. First it will beqwed that, for evenM, B ando
suchthatB + M : 0, thereis amA € A(M) such thatB - A:o. From this result, the well-
known characterisation of (head-)normalisation of lamt&tans using intersection types
follows easily, i.e. terms, all terms having a (head) norfoah are typeable in+’ (with

a type withoutv-occurrences). The second result is the the well-knowna@risation of
strong normalisation of typeable lambda terms, i.e. ath&grtypeable int’ without the
type-constant, are strongly normalisable.

Using Theoren2.12 as for the BCD-system and the strict system, the relatidwden
types assignable to a lambda term and those assignableajgpitsximants can be formu-
lated as follows:

Theorem 3.12 B M:0 <= 3Ac€ A(M) [B+ A:0].

Proof: =) LetD :: B+ Mo, then, by Theoren2.12 SN(D). LetDy :: B+ N:o be
the normal form ofD with respect to —p , then by Lemm&.4, M —3 N, and by
Lemma3.8, there isN' € AL such thatD, :: BH N’:0,andN’ C N. SinceD; is a
redex-free derivationN! € V, soN’ € A(M). Also, by Lemm&3.7, B N':0.
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<) Since A € A(M), there is anM’ such thatM’ =3 M and AC M’. Then, by
Lemma3.3 B + M’:c, and, by Theorem.5 (i), alsoB - M:0. ®

Using this result, the following becomes easy.

Theorem 3.13([2]) 3B,o [B+ M:o] < M has a head normal form.

Proof: =) If B+ M:o,then, by Theorer.12 there existsA € A(M) suchthatB - A:o.
By Definition 3.1, there exists\/’ =g M such thatA T M. Sinceo € 75, A # L, so
A is eitherz, \x. A’ or xA;---A,,. SinceM' matchesA, M’ is eitherz, A\x.M; or
xM---M,. ThenM has a head-normal form.

<) If M has a head-normal form, then there exi&f§ =g M such that)/’ is eitherz,
Az. My or M- - -M,,, with eachM; € \.
a M'=z. Thenz:p - x: .
b) M’ = \xz.M;. Sincel is in head-normal form, by induction there isRasuch

thatB = M, :o. If z:7 € B,thenB\z - Az.M;: 7—0, otherwiseB - \z.M; :w—o.

) M' =xM---M,. Thenz:w— -+ —w—pt xMi---M,:p.
Then, by Theorem..5 (jii), there existsB such thatB - M:0. =

In the next section, as in [1] for the strict system, we wilbye that the essential inter-
section type assignment system satisfies the (strong) tisatien properties of the BCD-
system.

4 (Strong) normalisation

In this section we will show that, all terms typeable withoging the type constant in
context or conclusion, are normalisable. We will also shbat,tfor the essential notion
of type assignment without, all terms are strongly normalisable, as first shown in [1].
These results are obtained via the strong normalisatiantnesoved above for derivation
reduction.

4.1 Intersection Type Assignment withoutw

While building a derivationB + M : o (wherew does not occur i and B) for a lambda
term M that has a normal form, the typeis only needed to type sub-terms that will be
erased while reducing/ to its normal form and that cannot be typed starting frBmWe
will prove that the set of all terms typeable by the systenhatitw is the set of all strongly
normalisable terms.
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Definition 4.1 i) 7., the set ofw-free intersection typesanged over by, 7 etc, is in-
ductively defined by:

o= ¢|(o1n-no, — o), (n>1)
The set ofu-free intersection types is defined by:
{o1n--no, | n>1&VieEn|o; € Ty}
i) On7Z,, the relation< is as defined in Definitiod.1, except for the second alternative.

Vienloin-no, < oy (n>1
Vienlo<o)] = o<oin-no, (n>1)
c<7<p = o<p

~—

The relations< and ~ are extended to bases as before.
i) If M : o is derivable from a basiB, using onlyw-free types and the derivation rules of
‘', we write B -, M :o.

Notice that the only difference between this definition ardibition 1.1is thatn > 1 rather
thann > 0.

Let ‘.’ denote the notion of derivability obtained frorh’ by removing the type con-
stantw. Then the following properties hold:

Lemma4.2i) B, z:0 <= dpe T [z:pe B& p<o].

i) Bby MN:o& o €Ts < A7€T [Bhy M:7—0 & Bk, N:7].

i) Bbg Me.M:o&o€Ts <= IpeT,pneTslo=p—pu& B,x:ply M:pu.
V) Bly M:o& B'<B = Bk, M:o.

VWIED:: Bk, M:o,thenD :: BF M :o.

Proof: Easy. m

Lemma 4.3([2]) If Ais L-free, then there aré3, ando, such thatB I, A:o.

Proof: By induction onA.
N A=x. x:p by .
i) A= \z.A’. By induction there aré, T such thatB =, A’:7. If z does not occur in
B, take anv-freeo € 75, otherwise, there exist:oc € B, ando is w-free. In any case,
B\z by A\z. A :0—T.
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i) A=xA;---A,. Byinduction there aré, ..., B, ando; (i € n) such that for every
i €n,B; by Ajio;. Then{ By, ..., By, x:01— -+ —0,—¢} b A1 -Apip. R

Theorem 4.4([2]) 3B,o [B+ M:o & B, o w-fregl <= M has a normal form.

Proof: =) If B+ M:o, then, by Theoren3.12 34 € A(M) [B+ A:o]. SinceB,o
arew-free, by LemmaB.1Q this A is L-free. By Definition3.1there exists\/’ =5 M
such thatd C M’. ThenM’ itself is in normal form, so, especiall}/ has a normal
form.

<) If M’ is the normal form ofM, then it is a_L-free approximate normal form. Then
by Lemma4.3 there areB, o such thatB ., M’:o. Then, by Theorend.5 (jii),
BFM:0c. m

4.2 Strong normalisation for Intersection Type Assignmentithout w

As was remarked in the beginning of this paper, if we are @stiexd in deriving types without
w occurrences, the type constantwill only be needed in thet’'-system to type sub-
terms N of M that will be erased while reducing/. In fact, if there is a type such
that B k N:p, then, even for thisV we would not needv. However, there are lambda
termsM that contain a sub-teray that must be typed witly in B + M : o, even ifw does
not occur inB ando. We can even find strongly normalisable lambda terms thataon
such a sub-term (see also the remark made after LefnBha

The following lemma shows a subject expansion result forttigee system.

Lemmad4.5 B, M[N/z|:candB k, N:p, thenB , (Az.M)N:o.

Proof: We focus on the case thate 7, the case that is an intersection is just a gen-
eralisation. We can assume thatloes not occur irB, and proceed by induction on the
structure ofM.
(M=z): Bby Nio = Bhy (Arv.z)N:o
(M=y+#2x): Bbkyy:o = Bhy A\x.y:p—o = By (Ax.y)N:o. Bya-conversion,
we can assume thatdoes not appear ifv.
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(M = Xy.M'): Then(A\y.M")[N/x] = \y.(M'[N/z]), ando = §—p.

Bty My.(M'[N/z]):6—u& Bty N:p = (=)
B,y:d by M'[N/x]:n& By N:p = (IH)
B,y:0 b (M. M')N:p = (—E)
A7 [B,y:d by M. M :7—p & B,y:d by Ni7] = (=) &y & fV(N)
A7 [Byy:d,x:7 by M :pu & B by N:7] = (=)
A7 [B by Azy.M':7—6—p & Bh,y N:7] = (—E)
Bty Ay M')N:d—p
(M = M1 Ms) : Then(MyMs)[N/x] = M;[N/x|Ms[N/x].
B by Mi[N/x]M32[N/x]:0 & Bty N:p = (—E)
A7 [B by Mi[N/z]:7—0 & B by Ma[N/z|: 7] & B by N:p = (IH)
A7 [B by (Az.M1)N:7—0 & B by (Ax.Mo)N : 7] = (—=E) & (=)

Ap1,p2, 7 [B,xipi b Mi:7—0 & By N:ip1 & Byx:py by Mo:7 & B by N:po)
= (nl) & (4.2 (v))

le,pg [B,m:pmpg l_td MlMQ:O' & B l_td N:plﬂpg] = (—>I)
dp1,p2 [B b Ax.(M1Ms): p1npe—o & B by N:p1nps] = (—E)
Bt (Az.(M1Ms))N: 0] ]

This result extends by induction (easily) to all context93 i, C[M[N/z]|]:0andB , N :p,
thenB k,, C[(Az.M)N]:o.

Notice that the conditiorB -, N :p in the formulation of the lemma is essential. As a
counter example, take the two lambda tenms.(\b.z)(yz) andAyz.z. Notice that the first
strongly reduces to the latter. We know that

2:0,Y:T b 210

but it is impossible to give a derivation fohb.z)(yz) : o from the same basis without using
w. This is caused by the fact that we can only typé.z)(yz) in the system without from
a basis in which the predicate fgiis an arrow type. We can, for example, derive

Bk, zio,y:0—71: (Ab.2)(y2)0.
We can therefore only state that we can derive

Fo Ayz.(Ab.2)(y2): (0—T)—0—0 and by \yz.2:7—0—0

INRIA



The Heart of Intersection Type Assignment 29

but that we are not able to give a derivation withaufor the statement
b Ayz.(AD.2)(yz) : T—0—0.

So the type assignment withowtis not closed forg-equality, but of course this is not
imperative. We only want to be able to deriagype for each strongly normalisable term,
no matter what basis or type is used.

The proof of the crucial lemma as presented below (LerdnTpand part &) of the
proof of Theorem4.9 are due to Betty Venneri, of the University of Florence,ytand
goes by induction on the left-most outer-most reductioi pat

Definition 4.6 An occurrence of aredex R (Az.P)Q in aterm) is called thdeft-most
outer-most redex a¥/ (lor(M)), if:

i) There is no redex Rn M such that R= C[R] (outer-mos}.

i) There is no redex Rn M such thatM = Cy[C;[R']C3[R]] (left-mosj).
M —or N is used to indicate that/ reduces taV by contractingor (M).

The following lemma formulates a subject expansion resultH,,’ with respect to left-
most outer-most reduction. A proof for this property in tlantext of the strict system
appeared in [3]; it is easily modified to fit the essential syst

Lemma 4.7([3]) LetM —or N, lor(M) = (Az.P)Q, Bt N:o,andB’ i, Q:7, then
there existsBy, p such thats < p, and By b, M :p.

We can now show that all strongly normalisable terms areatyleein +.'.

Theorem 4.8 If M is strongly normalisable, then there afeando such thatB =, M:o.

Proof: With induction on the maximum of the lengths of reductionusaeces for a strongly
normalisable term to its normal form (denoted#yM )).

i) If #(M) = 0, thenM is in normal form, and by Lemmé& 3, there existB ando € 7
such thatB =, M:o.

i) If #(M)>1, so M contains a redex, then léif — o, N by contracting(A\z.P)Q.
Then#(N) < #(M), and#(Q) < #(M) (sinceQ is a proper subterm of a redex in
M), so by inductionB +, N:o andB’ i, Q: 1, for someB, B, o, andr. Then, by
Lemma4.7, there existBy, p such thatB, -, M:p. =

Theorem4.9 shows that the set of strongly normalisable terms is exdodyset of terms
typeable in the intersection system without using the typestantw.
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Theorem 4.9 3B,0 [B k, M:o] <= M is strongly normalisable with respect te> .

Proof: =) If D :: Bk, M:o, then by Lemmat.2 (v), alsoD :: BF M:o. Then, by
Theorem2.12, D is strongly normalisable with respect te>p . SinceD contains no
w, all redexes inM{ correspond to redexes M. Since derivation reduction does not
introducew, alsoM is strongly normalisable with respect te 3 .

<) With induction on the maximum of the lengths of reductiogeences for a strongly
normalisable term to its normal form (denoted#yM)).

a If #(M) = 0, thenM is in normal form, and by Lemma4.3, there existB and
o€ T, suchthatB , M:o.

b) If #(M) > 1, soM contains a redex, then 181 — o, N by contracting A\z.P)Q.
Then#(N) < #(M), and#(Q) < #(M) (since(@ is a proper subterm of a
redex inM), so by inductionB +, M:0 andB’ -, Q:1, for someB, B’, o, and
7. Then, by Lemma.7, there existBy, p such thatB; k, M:p. &

5 Alternative type assignment systems

In this section, we will illustrate the result of Sectidr? by looking briefly at other systems,
for which the above results come more easily.

5.1 The relevant type assignment system

It is worthwhile to remark that, in fact, it is the presencetlod relation < on types, and,
especially, the derivation rulgdx) that greatly complicates the possible solution to the main
problem dealt with in this paper. Restricting the settingtelevantsystem, i.e. where the
types assumed for free variables are restricted to thosarttraeededn the derivation, and
where(—/)-rule can only be applied againssedassumptions over a term-variable, gives
a rather straightforward solution.

Below, we will just give the presentation of thevariant of the relevant type assignment;
the definition of the original system should be clear front teae [2, 15]).

Definition The L -variant ofRelevant type assignmeistdefined by the following natural
deduction system (where all types displayed are stricte@xe in the rules(—/), and

(—E)):

INRIA



The Heart of Intersection Type Assignment 31

(Az) x:io Frx:0
By Fr M .- By FrM,:

() LTRTLAL nTRINT (> 0)
ﬂ{Bh---,Bn} Fr MiU---UM, 01N - -Nop,
B,x:c FR M:T BFrM:T

(=1 - . (z notin B)

BFrMe.M:0—1 BFrAe.M:w—Tt
BiFrR M:0—7 By FrN:o
N{B1,Bs} FR MN:7

(—E)

Notice that, by rulg(n/), Fr L:w, and that this is the only way in=g’ to assignw to a
term.

This notion of type assignment islevantin the sense of [13]: bases contain no more
type information than that actually used in the derivatiand, therefore, in thé—1/)-rule,
only those typesctually usedin the derivation can be abstracted. This implies that, for
example, for the lambda terf\ab.a) types likec—7—0o cannot be derived, only types
like o—w—o. Likewise, for\z.x types like(cn7T)—o cannot be derived, only types like
o—o can.

In this system, contrary to the essential system we coreidabove, all typeable terms
are strongly normalisable with respect te3, ; all characterisations results follow from
that. We will not discuss the proof for that result in detatdy, since it would be very similar
to the proof that was given above, or to that in [1]. The maffedince lies in the fact that
a relevant system is not closed f@t so in particular no variant of Lemnfa8 need to be
proved. Since the strong normalisation result now talksiateyms, also the Computability
Predicate can be defined in a less evolved way:

Definition Comp(B, M, o) is recursively defined oa by:

Comp(B,M,p) <> BFrM:p& SN(M)
Comp(B,M,a—f) < (Comp(B',N,a) = Comp(M{B,B'}, MN,[))
Comp(ﬂ{Bl, ce ,Bn}, MyU---UM,,o1N- - -ﬁO’n)
<= Vien [Comp(Bi,Mi,ai)]

Notice that, by the third parComp(, L, w).
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Lemmaz2.8, which in turn is essential to prove pdet) of the proof of Theoren2.11, is
not needed here. Instead, the replacement theorem here read

Theorem LetB = xy:u1,...ZTn:ln, BE M:o, and B’ be such that, for every € n,
there is aN; such thatComp(B’, N;, ui;). ThenComp(B’, M[N;/z;],0).

For the relevant system this part would p&x), and that step of the proof would be
trivial. All other proofs follow the line of [1], and are verimilar to (simplified versions)
of those of Sectior2.2

5.2 The strict type assignment system [3]

Another system for which the strong normalisation resultderivation reduction comes
relatively easy, is the strict system of [1], for which theults proved here were shown in
[3]. It can be defined as follows:

Definition The strict type assignmertl] is defined by the following natural deduction
system (where all types displayed are strict, exeejptthe rules(— /), and(—E)):

B,x:obs M:T

. (n>1,i €n) .
(nE): B,x:01n - -noy, Fs 0y (=) Bl A\e.M:o—T
(o) BrsM:oy --- Bl—stan( >0) —B BbtsM:0—7 BlsN:o
nl) : n — :
By M:oin---noy, o BrFsMN:T

Notice that, essentially, the difference between the egleand the strict systems lies in
going from derivation rule4x) to (WE). In fact, derivation ruler{E) is implicitly present in
the systemty’, since there the intersection of types occurring in bas@sdaduced using the
(M-operator. The systent¢’ does not use this operator; instead, it allows for the sigiec
of types from an intersection type occurring in a basis, ndigas if all components of that
intersection type are useful for the derivation. In thissseithe strict system is not relevant.

A difference between the strict and the essential systerhaisthe selection of types
from those provided in the bases is done through the relatiomot just selecting from an
intersection. In the essential system, it is possible tivder, A\z.z: (a—f3)—(any)—0,
which is not possible inty'.

In this strict system, as for the essential system, it isipteso type non-normalisable
terms; however, derivation reduction is strongly nornaddle, as could be expected. Again
we will omit almost all the proof for that result here, sin¢evould be very similar to the
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proof that was given above. In particular, the ComputabRitedicate can be defined in a
similar way.

The main difference between the solution of [3] and the omsgqmted here lies in the
fact that here we prove Lemnta8, whereas in [3], it is not needed at all. However, the
difference between the strict system and the one considerthis paper, rulénE) versus
(Ax), makes that the first part of the Replacement Lemma becomes:

(NE) : Thenz:o1n- - -no, € B', 0 = o; forsomei € n, andD; :: B - N;:0;. By Defin-
ition, Comp(D;), andD° [D/x:] = D;.
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