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On Performance of Event-to-Sink Transport in Transmit-Only Sensor
Networks

Barttomiej Btaszczyszynand Bozidar Radunovié

Abstract— We consider a hybrid wireless sensor network with
regular and transmit-only sensors. The transmit-only sengrs do
not have receiver circuit, hence are cheaper and less energgn-
suming, but their transmissions cannot be coordinated. Ragar
sensors, also called cluster-heads, are responsible forcegving
information from transmit-only sensors and forwarding it to
sinks. The main goal of such a hybrid network is to reduce the
cost of deployment while achieving some performance constints
(minimum coverage, sensing rate, etc).

In this paper we are interested in the communication between
transmit-only sensors and cluster-heads. We develop a déld
analytical model of the physical and MAC layer using tools
from queuing theory and stochastic geometry. (The MAC model
that we call Erlang’s loss model with interference, might be
of independent interest as adequate for any non-slotted; &.,
unsynchronized, wireless communication channel.) We givan
explicit formula for the frequency of successful packet reeption
by a cluster-head, given sensors’ locations. We further defe
packet admission policies at a cluster-head, and we calcu&a
the optimal policies for different performance criteria. Finally
we show that the proposed hybrid network, using the optimal
policies, can achieve substantial cost savings as compared
conventional architectures.

I. INTRODUCTION

In this paper we analyze performance ohybrid sensor

In [1] the authors propose a simple heuristic of a packet
admission policy at a cluster-head in order to maximize the
total number of captured packet. In this paper, we define
a detail mathematical model of the hybrid network. Using
this model we prove that the heuristic from [1] is indeed
optimal. We also derive the optimal policy that maximizes th
coverage region of a hybrid network, which was previously
unknown. Finally, using our model, we are able to quantify
the substantial savings obtained with the hybrid architect

In addition, the MAC model that we develop and call
Erlang’s loss model with interference, might be of indepanrtd
interest as adequate for any non-slotted; i.e., unsynd@edn
wireless communication channel.

Related work: The only work on transmit-only sensor
networks we are aware of is [1]. An analysis of the event-
to-sink performance of standard network is given in e.g- [2]
Several works show a significantly lower complexity and
power consumption of transmiter over receiver circuit [8],

[5].

Note that we arenot interested in this paper how to obtain
the sensor deployment that satisfies a correct monitoritigeof
domain. Several results on this subject were already phéalis
e.g. using the explicit formula for the volume fraction of
the stochastic geometry Boolean model (see eg. [6], [7]) or

network architectureproposed in [1]. The goal of this archi-asymptotic formula, which can be applied when the density
tecture is toreduce the cost of deployment while achievingf nodes is large while the sensing ranges are small; see [8],
some performance constrainfshese constraints concern thggj.
event-to-sink performance of the network [2], and thus i@ju  The remaining part of this paper is organized as follows.
a sufficient density of deploymetn correctly monitor the | Section% we describe the system assumptions. Next,
sensing domain, andfficient transport solutiong order to i Section we evaluate and optimize its performance.
provide the detected information to the central unit. Numerical examples are presented in Sec@n IV. In Appendix

The idea proposed in [1] assure some fraction of sensii@ develop some details of the mathematical model used to
capabilities by thetransmit-only sensorswho do not have analyze the system.
receiver circuit, hence are less energy consuming, andehea
[Rabaey, ODonnell, Sheng]. The remaining part of the sgnsin
and the totality of the information transport task is asdurg Let us consider a network afensorsand cluster-heads
regular sensors, also called heslester-headsIn particular, Sensors are simple sensing devices that are equipped only
they are responsible for receiving information from traitsm with a single transmitter. They are supposed to sense and
only sensors, who send it blindly, and forwarding it to sinkseriodically send information to the cluster-heads. @ust

An immediate consequence of the assumption on theads are more powerful (and more expensive) sensors. They
transmit-only sensors is that the transmission traffic geted are equipped with a receiver and a transmitter, and thegiape
by them is completely random, and thus, we have to admit thale is to collect information from transmit-only sensorsa
some part of the detected information will be lost because fafrward it to a central server. The network consists of adarg
the collisions generated at the receiver of the cluster fieadumber of sensors and a much smaller number of cluster-
Note that arbitrarily increasing the density of the trartsmiheads. We want to analyze and optimize fregformance of
only sensors and/or their traffic intensity we may saturaée tthe information transport from sensors to cluster-heads
transport layer and thus make the situation even worse.

Il. SYSTEM ASSUMPTIONS

A. Events and traffic

We assume that some events trigger transmissions at the
sensors randomly and independently of each other, with in-
tensity A.. Two scenarios are possible. In the first one, event
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?sfa time inztantshat Whic|h a Se?S(ﬁr decideds to _transmit s ower admitted, strong power
information about the actual state of the sensed envirohmen S N -
There, )\, is a system variable controlled by the designer. In L2 m'tieséfe/ek powﬁ [no ad_m'rtwi,ek power__
the second scenario, event is a time instant at which a sensor Fig. 1. Gain due to admission policy.
senses some random excitation in its proximity and trarssmj,e \MAC layer, given the link fading value and the received

a report on |t._ A Ioca! character of random exmtatlons_ ﬁ@l interference power procegd; }.

the assumption of mdgpendencg between transmissions oéommonly used fading model is Rayleigh fading where
different sensors. In this case. is an external parameterjiny fading 1 is represented with a circular complex Gaussian
depending on type of events we measure. random variable. In this cag&|? can be seen as a realization

Our analysis applies also to a situation when the excitati%@ some exponential random variable (see e.g. [10, p. 50 and
of the medium is not local and persists for some time (likgyq

in an intrusion detection problem). Then, the time and space Cluster-

scale of our spatial throughput analysis corresponds to tg'lﬁster—heads have a reliable communication of a higher rat

duration of the excnatlc_)n anq the region from which th?o a central server, which does not interfere with the sensor
sensors report about this excitation. A random, AIOha"typ@nannel (e.g. can be wired, but not necessary)

back-off mechanism has to be implemented at sensors, In

order to avoid systematic packet collisions from other sens C. Synchronization and decoding

sensing the same excitation. The vent is a time instant athwhi .
: . " A cluster-head needs to synchronize to a packet sent by a

the back-off mechanism of a sensor makes it transmit; thas, w T )

. . SRR . .. sensor before receiving it. In order to synchronize to a pgck

find the first scenario in this interpretation. When the eatn LT - )

the cluster-head has to receive it with some minimum reoapti

lssmoelllfer; trg(taesensors may go to a sleep mode, or sense at S%r(?v%er? If the packet reception power is higher than this,

A canonical exampleconsidered in this paper, is this of cluster-head starts receiving and it continues receivintj u

. . he end of the transmissiotf.the transmission is lost because
channel with the throughput of 1 MBJs at the physical Iayer,Fl the collision with another packet emission (interfel®nc

which is shared by sensors homogeneously distributed w, : )
the density of\, = 10 sensors/fh We consider the periods&e error W'.” pe detgcted only at_ the end of the reception
Moreoverthis interfering packet will be lost as wedince the

when the channel is actively used by all the sensors which emi . . . i .
with the temporal intensity, = 1 kbps. Such a relatively highlauster head was not idle at its arrival epoch; cf. qugre 1.

intensity may be reasonable to perform correctly duringez;omdln_or_Oler tol_lmrgove E{Ee elff|cien<r:1y, v(\j/e mtrodzcep_acl;et
periods of persistent excitations. admission policyOnce the cluster-head is synchronized to a

packet, itmay decide to receive or ignore the detected packet
B. Reception according to some packet admission poliased, for example,

Since sensors are transmit-only, they cannot sense oollisi 0N the value of the received power. This policy allows to
and send packets blindly. The goal of cluster-heads is ifore some weak packets so that the cluster-head is more
receive these packets. We suppose that a packet is correeffgn available for stronger packets. The choice of a paletic
received if the SINR, empirically averaged over the reaepti Policy depends on system design goals, described in Sdttion
duration, is higher than some threshold. Otherwise, th&giacE-
is lost. We consider a slow fading Gaussian channel channel
model with repetition coding with interleavingRepetition D. Sensor placement
coding corresponds to CDMA or UWB spreading. Interleaving Sensors in a given network realization are fixed. We show
means, that each bit is sent through many symbols uniforniipw to evaluate the performance of a given fixed configuration
distributed over the duration of the packet size. Suppoeésensors served by one cluster head applying some admissio
that the receive is equipped with a matched filter (cohergmlicy. For performance optimization, we adopt a stoclkasti
maximal ratio combiner). Then, the standard analysis (sepproach. Namely, we optimize the system parameters with
e.g. [10, Section 3.2.1]) says, that there is a threshald the respect to the average performance, taken over all possible
SINR that should be respected in order to maintain the lirgpatio-temporal configurations of packet emissions, whieh
quality; driven by some spatio-temporal Poisson point process. We

|h|?Prec > 21 call this model aPoisson-rain process of eventé/le argue
W+1/M Z;‘il I ~ T (1) in Appendix that this model — which corresponds to
, R , the situation where each event is associated with one sensor
where W and I; is, respectively, the noise power and thg,, activates only once, when the event occurs, and leaves
power received from interferers during the symbol, Prec e system afterward — is a reasonable approximation of the

is the received power averaged over fading effects that 4§ .ot traffic generated be an arbitrary (also determadisti
supposed to depend only on the emitted power and the d'Staﬂg]?artition of sensors on the plane, provided the density is
between the emitter and the receiver. Remark, that intériga large. However, it is important to keep in mind that this

allows for the empiricql averagin_g c_)f the interfererice @) model is just an approximation, that in reality the sensoes a
over the packet duration. We will |nterpr2.1) as the SINR

condition identifying the successful reception of the pac  3e.g. needed to have symbol-error rate during the preamble%f

head communicationWe also assume that




persistent, and that we can collect and keep some informatio fon-admissble 3R, — ‘

7 admissible |
about each one. i \

\ admissible % 3

‘ N reception

E. Design goals and performance metrics
We consider several design goals, related to the transport o

the information from sensors to cluster-heads. Our prmc'pevents (packets) is supposed to be received by one cluster-

performance metric is thepatio-temporal density(z) of the head, whose behavior is described in Secti II-C.
received informationWe define it as the mean number o%

X ecifically, the cluster head applies some admission ypolic
gf‘ecgec;s received from sensors, per second, from the surf%%)%)' which is the probability that it tries, given it is idle,

to receive a given packet emitted from 8. We assume that

q In_ order to _o?ltam son;]e dleswed den?ﬁy)dthe sysltem ﬂ%‘%admission decisions are taken independently of ea@r oth
esigner can influence the placement of nodes (at least of anything else, and thus the spatio-temporal process

density), tran§mission POWEr, and frequency of transomssi of admissiblepackets is the Poisson process with intensity
However, while the density of nodes can depend on t@%})’)\ (2)dz x A.dt.
m

location, the transmission power and frequency is the sa . .
P duency spired be the channel description of Secfion]ll-B, we as-

for all the sensors as we suppose we cannot reconfigure eac . o -
o . pume that a given admissible packet, arriving when the efust
sensor separately once it is placed. The main parameter tl a

can be tuned in order to shape the information transport fro ad is idle, is correctly received if some SINR, empiriall

. o d over the reception peri@] is higher than some
sensors to the cluster-heads is the packet admission po yrage ) . .
applied by cluster heads. ﬁjeshold% cf. (:3). The interference is created by all other

In general, the network designer may be interesteaaixi- em|ssll}[c;nsAtgkltn% pdlacetarllt thlstt.'m? per;oq an(fjtk;y sorr;e eaern
mizing the coveragef some sensing domain or increasing noisety . A detared manematical analysis of the periormance

the total throughputThese contradictory goals are realized b?gtter:;eefg:}if;]h deaS?N”};Ogiﬁi t?gnf)fjl?sgjoltrzzsirsly;;e(:rgovlzltg
the policies respectively calladax-minandglobally optimal . ; .
which are defined in Sectiofs -8 ad 11-C; B under the_ assumption G{aylggh fadln_gln yvhat foIIows_,
Finally, the goal of this paper is to propose a hybrid networlye summarize the results of this analysis. First, we remind a
that will minimize the cost of the network deployméne general fa(_:t that follows from the Campbell fF)rmuIa. o
thus want to show how much money can a designer save bfroposmon 3.1:The density of received mformatlorj is
combining wireless tranceiver sensors with the cheapmnitns €4ual 1©0p(z) = AcAs(2)d(2)psree Prec(x), Wherepy e is
only ones. To that respect we study teonomic optimization the probability that a typical admissible packet finds the
problemin Section, which finds the right proportion of cluster _h_ead idle when_ it arrives apdec(x) is the (_:o_nd|t|onal
the two types of devices that minimizes the cost of a networRrobability that the typical admissible packet arrivingrfr dv
under the constraint of some desired level transport-aw&@n be correctly received, given the cluster head stars/ege

effective coverage. it.

Fig. 2. Three terms of interferencg:, L2, L.

Suppose that the cluster-head is located at the origin. eno
by P is the emission power used be all sensors/igy) the

In this section we will analyze and optimize the perforpower attenuation function (path-loss) of the distancenfro
mance of the sensors-to-cluster-heads information tahap to 0, and byLy, the Laplace transform of the pow#&y of
transmit only sensor network, whose system assumptions tite external (white) noisefy (¢) = e~¢W if this power is
described in Sectiop]ll. We assume that the density of sensoonstant.

As is large enough and the sensing regions are small so agor a given admissible packet received by the cluster-head,
to g_u_arantee a 900d sensing-coverage of the domain W'th'eﬁﬁl,ﬁz,ﬁ,n; be theLaplace transforms of the interference
sufficient resolution. averaged over the reception periodenerated respectively,
A. Density of information by: gdmlssmle packets arriving when it |s_be|ng_ received
admissible packets that are being sent at its arrival epoch

. First, we study the density of informatiop re_ceived by il non-admissible packetsf. Figurenz. These Laplace trans-
single cluster heag(x). Remm_d that we define it as as thqOrmS are explicitly given by formulag (ALLf, (Al2], (AL
mean number of packets rece_lved by the clust_er-head per Ut \ — Ae [ d(r) As(z) dr begin the total intensity of the
.Of t|me.from the area.d We will model Fhe traffp described 5 ymissible packets (the integral is taken over the wholeailom
in Section[1-4 by a spatio-temporal Poisson point proceiss 8¢ yhe network deployment). Denotg, = ~/(PL(z)). By
eventé (packet transmissions) with intensity; (dz) x A.dt, Corollary we have the following result.
whereA,(dz) = A\s(z)dz and A\, are, respectively, the mean ' o
number of sensors placed ai,dand the temporal intensityt Pmpos_'t'?;'(ff';\—g? E:gnt%:%%enrg%?nzr’:Zgzb;:g)r/] 'Sri%L:_‘l
of packet traffic sent by each sensor. This Poisson rain tﬁfi]tjjrieseeaual to (%) = Lo (1) L1 (12 ) Lo )£p ( p)

Prec\T) = Lw Yz )1 \Va ) 2V ) o dp \Va )-

IIl. ANALYSIS

4We explain in Sectio.l that this model, called there Floésson rain
of eventsis a reasonable approximation of the process of packetsritted
be an arbitrary pattern of sensors (not necessarily Poissrsely distributed 5The cluster-head does not need to know the location of thevest it can
on the plane. apply some admission policy depending on the received power



Lets denote M., p . replaced, respectively, by!,p,.., and realizes

B [ 1 = Pmaem (T, D) = D(z)/(BI+ M/\.). Moreover, there is
L8 = eXp( AEB/ (1 ePL() B HePLE) As(dx))) ' no policy d(-) for which p(z) > p,.,.. (x, D), with the
. . (3.1) strict inequality on some non-null set:d
Corollary[A.T gives two more explicit bounds @n..(z). Proof: We consider the lower bound. The proof for the

PrOPOSI'ﬂO“ 3.3:We havep (z) < prec(z) < Prec(),  upper bound is analogous. Suppose that< co. Note that
wherep (z) = Lw (v.)L? (Vo) Pree(®) = Lw(7)L(v2)  the function given by the right-hand-side ¢f {3.2) in positi
and £ is given by BL. and not larger than 1. Thug,,.,.(-, D) is a policy. Note
Denote byp(x),5(x), respectively, the lower and the uppealso that forzg = arg max,p, D(z)/(As(z)p._ (x)) we have
bound of p(z) obtained wherp,.(z) in Proposition[3J1 is 4  (z,, D) = 1. Assume now that for some poliey(z)
replaced by, respectively,..(z) andp (). Note that the the respective ratip’(z) > D(x)1/(BI+M/).) and that the
bothp,..(z) andp _ (x) do notdepend oni(-) which makes inequality is strict on some non-null setdit easy to show
the analysis op(x ) p(x) easier (for the quality of the boundsthat then||d’ ||, > ||d,,0eml|x. @nd thusy’ (zo) < p(xo). This
see Figurd]3, (left)). shows thatd,,, ., iS max-min fair. N

Before describing some optimal policies, we defineadve Suppose now that/ = co. Take any policyd(-). Note that
policy dyaive(x) = 1(x € Do), where the seb is fixed such ,(z)/D(z) cannot be constant under this policy (there is no
that mean received power is large enough to receive coyredlich policy). Thus, there exist, 2 such thaip(z1) > p(z2).
the packet, given only external noi$€ (no interferencef; Note that we can slightly increaséz;) and decreasé(zs)
i.e., Do ={z: PL(z)/W >~}. is such a manner thdlid||,. remains constant. This increases
B. Optimizing the transport-aware coverage p(w2) without changingg(x.) for @ # 21,23 Thus,d(-) is not

a max-min fair. The remaining part of the result follows from

Knowing that the attenuation functiod(z) (and thus Propositior] 3]3. m
prec()) typically decreases with the distanag to the cluster-
head one has to Compensate it with an |ncreas|ng densn:yRﬂmaTKZ Suppose the cluster-head is to collect information
sensors\,(-) and/or a spatial admission polie(x). sent by sensors in a given compact donaiwith some min-

In this paper we suppose now that the sensors are alref@il densityp(z) > D(x). The problem might be infeasible.
deployed 7 with some given with density, () > 0 on some However, if it is, policyd,,qazm (z, D) satisfies the constraint.
sensing domairD. We look for an admission policyi(z), Example 3.5:Consider auniform coverageD(z) = D x
such thatany increase of the ratig(z)/D(x) on some set 1(z € D) witght function. We might be interested in maxi-
dz of positive Lebesgue’s measure would be at the expenséni#ing the constant density) given the domairD. This is
decreasing of some already smaller ratiqy)/D(y) on some achieved usingl,,...,. Alternatively, we might be interested
non-null set ¢ € D. The policy dmazm(z, D) realizing the in maximizing the area of domaif while providing some
above principle is calledveighted max-min fair poligywith minimal densityD. For example, for a homogeneous repar-
weights1/D(z). It is known that ifd,,q.m (-, D) exists then it tition of sensorA,(z) = As and distance-dependent path-loss
is unique. For brevity we will denote b¥;,qzm (2) the max- L(z) = L(|z|) model, we maximize the radiug of the disk
min policy with equal weightsp(z) = D) (the policy does D = B(0, R) centered at 0, under the contrapitz) > D
not depend on the value db). for « e D. Using Propositior] 3]4 one can find the solution

We cannot exactly characterize the max-min fair policft = &,,q.m SUch that policyd,,,,,,,, on D = B(0, R, q..,)
for p(x), however we can do this for some bounds. Denofatisfiesp(z) > p(z) = D for all 2 € D. We illustrate this
I = [,D( (z) dz. Assume that the sensing domairProblem in Sectiof 1.

D is compact D( ) continuous onD and denoteM = o
maxyep D(2)/(As(2)P,.(x)). We define in the similar man- C. Optimizing the total throughput

ner7, M replacingp,  (z) in the above formulas by, ..(z).  Consider now the problem of the maximization of the
For a given policyd(-) . = Jpd(@)As(x)dz  total weighted intensity of received informatioll =
the total spatial intensity of admissible packets undgy. Jp p(x x)dz, where D(z) > 0 are some arbitrary

Proposition 3.4: « The max-min fair policy We|ghts
&yawm (D) for p(xz) on D exists if and only if  Denote byU, T, respectively, the lower and the upper bound
M < oo, itis equal to of the total weighted intensity of information obtained whe
D(z) p(z) is replaced byp(xz) and p(z). As previously, we can
z,D) = MX,(z)p _(z) (3.2) solve this global optimization problem for the bounaig:)
and reallze$> (:C D)= D(x /(BT_IE:—M/)\e)- More- ar!dp(a:), and in this way approximate the solution of the
original problem.

over, undetd,, l.))_we havep(z) Z_Bmazm(x’ D). Denote the following water-filling regio® () = {x € D :
« The max-min fair policyd,,,q.m (-, D) for p(x)/D(x) on As(2)p_ (2)/D(z) > 6} and the constant

D exist if and only if M < oo, it is given by [3.p) with
D
6This may correspond to the successful synchronization ecptitket 0" = arg max fD Tec( )/ (@ )

“leving the the optimal deployment problem for future work 1 + /\ B fD ) dz

d

mazm(

—maxrm ( )




We define in the similar manné, A replacinggrec(x) in the the model, we assume that at each paiitt space at least one

above formulas b, (z). cluster-head has to achiepér) > D. This is an upper bound
Proposition 3.6: « The policy d*(z) = 1(z € D(8*) on ). in reality, a packete that is lost by a cluster-head, may
maximizesU. Under this policy still be captured by another cluster-head. However, thggeup
e fm(e*) Xs(z)p (2)/D(z) da bound is sufficient to numerically demonstrate large sawing
U=U"= == —ree (3.3) of the hybrid approach.

1+A.B f@(ﬁ*) As (@) de Consider the following problemminimize the cost of the
Moreover, undei*(-) we haveU > U". network by unit areaC’ = A\;Cs + A.C. given some minimal
« The policyd (z) = 1(z € D(6") maximizesU. Under intensity of received informatiom.\. + p(Rmax) > D,
this policy U = U it is given by [3B) withD,9* where X\ ). is the density of information captured directly
replaced, respectively, b, d", Moreover, there is no by the cluster-heads angRp..x) is the lowest density of
policy (-) under whichU > U . information that can by obtained from the sensors given max-
Proof:  We consider the lower bound problemmin (maximizing coverage) admission policy.
(proof for the upper bound is analogous): maximize In order to solve this problem, givelt and \., A, we take
JpAsd(@)p, . (x)/D(x)dx/(1-ABA) under the constraints: the max-min policyd, , .., (B-3) with D(z) = 1(Jz| < R)
A= [ As(z)d(z)de, 0 < d(z) <0.We write the Lagrangian and find the maximal radiug,,,,,,,,, such that the constant
P obtained by the policyD(z) = 1(|z] < R,,00m)
L(d, 0, po, p1) = 9A+//L1(~”C) dz on 'B(0, R, ,,..,) is equal toD — A\, (cf. Example5).
A(@)p (x)/%(x) Note by Proposition] 3|4 that.for atk, p(x) > plz) >
+/ d(x)( P Eree — 0+ po(x) — ,ul(x)) dz. P, 00mLimazm) = D—AcAc. This means that takingmax =
D L+A.BA Ronawm: 1€ Ae = 4/(R2,..m3V/3) is sufficient for A A, +
By the strong duality and the KKT conditions the optimaF(Rmax(/\c)) > D. Having calculated, = \.(\,) we express
policy has the form of the indicator functiod"(z) = the cost of the networks — C(Ae/As) as the function

1(As(2)p, . (2)/(D(x)(1+A\BA*)) < 0%) for somed*, A*.  the proportion between the intensity of cluster-heads aed t
The values of these constants are found by the standardwatignsors. Finally, we look for its maximal value.

filling policy. The remaining part of the result follows from
Proposition| 33. ] IV. NUMERICAL RESULTS

Example 3.7:Consider equal weight®(z) = D, homoge- e will give now some numerical examples. We consider
neous repartition of sensors and* and dls.tance-dependf?t Péhe canonical traffic scenario described in Secfion] II-Anhwit
loss model. The(0") = B(0, R") is a dics of radius®™ ®  g|NR thresholdy = 1, path-loss model.(z) = L(Jz|) =
We illustrate this finding numerically in Sectign]IV. K|z~ with K = 10755, ;) = 3.3.

a) Single cluster-head scenaridn this part we consider

a scenario with a single cluster-head at 0. Figﬂ,lre 3 (lefipnsh

Suppose that one transmit-only sensor ca@sis while a e the quality of approximations given in Propositfor] 3.3.

transport-reliable sensor (with the same sensing fungon pNext we compare maximum radii of different admission
ity) costs C.. Consider an architecture where the transporﬁ-oncies' In addition tod and d*. defined in Sec-

—marm

reliable sensors act as cluster-heads considered prévious 4o, and Section respectively, we introduce the

this paper; call them cluster-heads. Assume that iﬂfomaticoverage-optimal deterministic (COD) policy is defined as
obtained (sensed) directly by cluster-heads sensorsiisedsd dcon(z) = 1(jz| < Rcop) where Reop is the maximum

to the central unit with probability one, while the inforiat 245 such thap(Reon) > D under policydoon.
obtained by a transmit-only sensor locatedzais delivered  \va can see from the results in Figt[le 4 (left) that ~
there with probability,..(z—2"(z)) whereZ* is the location = “hence that a deterministic policy with a well-chosen

of the cluster-head nearest to , radius provides almost as good coverage as the max-min fair
In order to formalize the problem of the economic Opt'bolicy. In addition, we see from Figur|§ 4 (right) that COD

mization of the proportion of the two types of devices, I€fsjicy is more efficient. A more detailed discussion on a

us assume a regular repartition of cluster heads on the .plafgyeoff between efficiency and fairness is out of the scope.

A simple model consists in tal_<ing_them to be re_partit_ioned Figure[3 (right) shows the total intensity of information

on a regular, say, trlzangular grid with some density This  5pained when the admission policy accepts all the packet

means that\. = 4/(L?V/3), whereL is the distance between, i o given radius. Optimal policy radius (maximizing

two adjacent cluster-heads. Note that maximal distance tqd iotal throughput) can be deduced from this plot. Two
nearest cluster head is equal Boyax(Ac) = 4/v A3V3. AS  marked radii correspond to policiet’,d .We see that the
as in the previous section we model the traffic of packets sef¥jicies 4* @* well approximate the optimal. We also see on

be the sensors to the cluster-heads (who act independbmtly igurel}l (right) that maximizing capacity requires adnaasi
Poisson rain model of events that is assumed to be StationﬁgéjionR* that is much larger thaf® and Rcop, having

—maxrm

both in time and on the whole pla®?. To further simplify significantly smallerp(z) < p ().

D. Optimizing the network cost

8In other words, to maximize the total capacity it is optin@reéceive only b) Economlc optlmlzat_lonWe nOW_IOOk at the economic
packets whose received power is larger than some threshold. aspects, described in SeCtI@I-D. Flglﬂe 5 (left) sholes t



= — 250 model that we developed can also be used for any non-slotted
o mernound! 00 ‘ wireless communication channel.
\ In this work we did not discuss implementation details of
the optimal policies. However, we note that these policas ¢
easily be implemented, based only on the knowledge of packet
received power (no need to know channel attenuation fumctio

0.6

0.4

Total throughput [kbps]

02 50 ! sensor positions, etc). One implementation is discussgtl,in
. S . ! 1 and can easily be generalized to the policies proposed s$n thi
Ot Csesasancem 7 Rwmssereasm © | paper. We leave details for future work.

Also, in this work we optimized only packet admission
policy and not the sensor density(z), transmitting power
P(x), coding v(x) nor the transmission frequency.(z),
ffffffffffffffffffffffff - which may depend on particular sensors. However, we showed

Fig. 3. Exact value and approximationsmf.. (left). Maximization of the
total intensity of information (right).

5

o
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. e || that even constrainted on the optimization of the admission
T nvave | policy only, we can achieve large savings and maintaint
architecture simple. Optimizing other parameters is left f
the future work.
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Fig. 4. Radii of different admission policies (left). Theaex profiles of
p(z) for different admission policies (right) when applyingfdient admission APPENDIX: MATHEMATICAL MODELING

policies explicitly found using the lower-bound(this explains why the max- . . .
min policy does not give exactlp(z) = const for z within the admission N this section we present mathematical models that are

distance). used to analyze the sensor network described in Sefiion II.
In particular,

N

A. An Erlang’s M/D/1/1 loss system with interference

o
@

Assume a time homogeneous, independently marked Pois-

son point proces® = {(Ty, (Pn, Hn))}>2 ., whereT,

are customer (packet) arrival epochs ditl, H,,) are inde-

pendent, identically distributed (i.i.d.) marks, whepg > 0,

H,, > 0 can be interpreted as, respectively, the average (over

fading effects) power with which theth packet arrives at
the receiver and the actual fading state of its channel. (The

Fig. 5. Constitution of the hybrid network (cluster-neads &nd ransmit- 5y qomness of P, } reflects different locations of transmitters

only sensors SN) with minimal cost, assuringin, p(z) = 0.75 (right). . . . )

Network cost gain in function of the device cost per unitagtight). and powers with which they emit packets, while the random-
ness of{H,} reflects the temporal variation of the channel

required density of cluster-heads in the hybrid network iconditions given fixed location of the transmitter and egaitt

function of the density of transmit-only sensors, given thgower.) Lets denote by (0 < A < oo) the intensity of®;

minimal valuemin, p(z) = p(Rmax) = 0.75. Figure[b (right) i.e., T;, are i.i.d. exponential r.v. with parametar

shows the network cost economization in function of the We consider the following modification of the Erlang’s loss

cluster-head/sensor unit cost ratio. We can see that even wholicy. Suppose that each arrival (i.e., packet) is aduhitig

a price of a cluster-head is only slightly higher than a pa€e the single server of the system (i.e., starts being recdiydde

a transmit-only sensor, we can achive significant savings. @ceiver) if this latter is idle at the packet's arrival epaand

a contrary, using the naive policy, cost savings are nelgliga rejected otherwise. Admitted packets are received dutieg t
duration time B. However, packets that are rejected by the

V. IMPLEMENTATION ISSUES AND CONCLUDING REMARKS receiver interfere during their emission time with the [.'IHSk
that are being received. Inspired by inequalim(z.l), with

In this paper, we analyzed hybrid sensor networks consitigg, P, = |h|? Py, we will say that then th packet, given it is

of transceiving and transmit-only sensors. We presenteda@mitted by the receiver, is correctly received if the foiiog

detailed mathematical model of a physical and MAC layer @fiequality holds

the network. Using this model we derived the optimal packet P.H,

admission policies for cluster-head that maximize coverag — B

total throughput. Also, using the model we demonstrated how W+1/B an I(t)dt — PoHy

much the dollar-cost of a sensor network can be decreaseuere iV is some nonnegative r.v. independentdgfy > 0

while maintaining the same network coverage. The MAG some constant](¢) is the value of the following temporal

o
o

)\c [sensors/mz]
o kB N W »& O @ N«

o
>

—— SN+CH max—min|
- - -~ SN+CH naive
- - CH

Total cost SN+CH / Total cost CH only

o
N

o
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n
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)\S [sensors/m?] Cost CH / Cost SN
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shot-nose process at tinte We will first show that undeP® and givenX (—0) = 0, the

0 variableT = T'(0) is exponential with parametey. Indeed,
I(t)= Y HiPlpp)t—T) (A2) for u > 0, by the Neveu exchange formula (see e.g. [11,
i=—00 Section 1.3.2]),
describing the total power received at timé&om all packets 0 0
that are being sent (including the power of the packet that P {7(0) >u, X(-0)=0} = PH{T(0)>u}
is being received; this is why we substraet H,, from I(t) 1 0 /
in (B.1). =158 Ea{ ot 1(T(t) > u)®(dt)|, (A5)

Our goal is to calculate the frequency of 0 . ,
the correct reception of packets; i.e.r _ whereE, corresponds to the Palm probability, given a packet

limy_ . #{packets received among packets ..., N} /N, arriving at time O is accepted by the receivéf, is the next
where # denotes the number. Denote Bg(t) the in’dicator arrival time after O of a packet accepted by the receiver, and
of the event that the rece.iver is busy at tinie and the integral with respect t@(d¢) denotes the sum over all

X(—0) = limyo X(¢). Denote bys, the indicator of the arrival times of the proces®. It is easy to see that under

0 _ —
event that the inequalityf (4.1) holds. LB denote the Palm E, we haaveIT(ta] = 0 for L; < (O;B] and7'(t) = t;B for
probability given there is a customer arrival at tiigand t € (B,T{]. In the interval(B, 7] point processb has just

let EO denote the corresponding expectation. By Slivnyak¥'® pomi’ namehyy, agd thus the integral im;‘r’) reduces
theorem, underP® arrivals form the original stationary ©© 1(T'(71) = u) = 1(T{" — B > ). The distribution of the

Poisson point process with an extra arrivdly, (Py, Ho)) points of ® in (0, 00) is not influenced by the condition that
added at timeT, = 0 whose mark is indeﬁend’ent andhe server is idle just before and that there was an arrival

o o
originally distributed. Denote byP,E, respectively, the at 0. Thus, undeiE;, as well as undeE, it is equal to the

stationary probability oft and its corresponding expectationfjl'St”bumn of points of the the original Poisson point gees.

The following results is a consequence of the ergodic thBoreThus' due to the lack of memory of the exponential inter-

(see e.g. [11, Theorem 1.6.1]) arrival r.v., the variabld’? — B is exponential with parameter

Proposition A.1: The limit defining = exists P almost A, which completes this part of the_ proof. )
surely andr = E°[(1 — X (—0))d). Note now, that the packets which contribute ft) =

In order to calculater we will first characterize undep® the () = PoHo for t € [0, B), given T(0) = T and Ty = 0,
distribution of the shot noise procegd(t) = I(t) — PyH, &Tve é)nly during the time mterva(s—B., —T)u(0, B). (Note
for t € [0, B) given the server is idle just before time 0 (i.e..hatP’( there is an arrival at-T') = 0 if 7' > 0.) Note also,

X(—0) = 0). It will be given in terms of the conditional that this set is disjoint with the set = [T, —B — T/(0)] U

joint Laplace transfornty, , , 1.,y x(—o)=0(€1s- -+ &n) = [=T(0), 0], whereT™ = sup{T,, : Tp, < T(0) = B, 11 <

O =", I'(t)€s SR § T(0)-B,T,+1—T, > B}. This latter set is a random stopping
EP[e” iz T ()% | X(—0) = 0] evaluated fok; > 0 and any set (i.e., for a given realizatiop of the point proces®, the set
finite collection of time instants,,...,t, € [0,B), n > 1. P 9 P P X

" ] . , S(¢) is invariant with respect to any modification of the points
oSt Consdr the Ears WL 058 5755t 1) s e [13): Aol 0 andr ) dep
1 only on the configuration of points @f in S(¢). Thus, by the
P°{X(-0) =0} = T8 (A.3) strong Markov property of the Poisson point process (sep,[13
and fort; tn€0,B),n>1, & + €, >0 given X(—0) = 0,7 = T(0), the distribution of arrivals in
T s I T s e = (—B,—T)U(0, B) is equal to the original distribution of points

Loyt X (~0)=0(E1y -+, €n) (A-4)  of the independently marked Poisson point procesaken on
o0 B this region, and henc .4) holds. This completes the proof
= / /\e_)‘texp[—/\/ (1 —1(,,5,0](3)) m -
0 —B

Before we give an explicit formula for the frequenay

of the correct reception of packets for our loss system with
Note by the form of the above Laplace transform, thaghierference in the case of Rayleigh fading, we will caltela

underP? and given the server is idle just before the arrivghe conditional Laplace transform of the integrated stuise
of the customer a0, the shot-noise process of mterferenc% = 1/B fB I'(t)dt given P and X(—0) = 0; ie
0 L] ey

{I'(t) : 0<t< B} is driven b_y a_non-homogeneous, double 0, i on_ol€) = ED [6751;3 \X(—O) = 0] for ¢ > 0.
stochastic Poisson process with intensity equal m the sum =~ 1z X(~0)= . . .
of the intervals(— B, —T]U (0, B) and 0 elsewhere, whef® Proposition A.3:Suppose {H,,} are exponentially dis-

is exponential random variable with parameker tributed with mean 1 and P} are independent of i1, }.

0 —
Proof: Note that [[A.B) follows directly from the Erlang’s Then L7, 1 x (—o)=0(¢) = £1(6)L2(£), where
loss formula (see e.g. [12, equation (81), p. 71]). In conse- 1
quence,\/(1 + AB) is the intensity of the point process of£1(¢) eXP(—/\B(l - E{g_P log(1 +§P)D) , (A6)
arrivals of packets that are accepted by the receiver. lerdcd Lo(6) = exp(— (A7)

prove the remaining part of the proposition, lets defin&1%) ( /\B)l )
(1 + /\B/ exp ()\BE [— log(1 + {Pt)]) dt) .
0 P

x (1 - Ele” 2= &Pl ti=9)) ds| df .

the time that elapsed form the last moment befowehen the
receiver was busy; i.eZ(t) =t —sup{s: s < t, X(s) = 1}.

X



Proof:  Note first, that the integrated shot nois¢hat are not supposed to be received by our receiver due to
is also a shot noise type variable. Indeed; = some random,independentadmission policy; cf. SeA-B
\/B fOB Sz HiPily gy (t=Ti) = 3, o HiP;V(T;), where  Lets say that thex th packet of®, given it is admitted by the
V(t) is equal to B — |¢| for |t| < B and O elsewhere. receiver, is correctly received if to the inequalify (A.19Iths
By the Proposition A2, it suffices to calculate the Laplaceith the term1/B f;;"JrB J(t) dt added to the denominator.
transform of I; driven by independently marked doubleDenote byd,, the indicator of this event. ang’ = E°[(1 —
stochastic Poisson process with intensitgn the sum of the X (-0))5)]. Denote by Jgz = fOB J(t)dt and its Laplace
intervals (—B, ~T] U (0, B) whereT is exponential random transform byL;,(¢) = E[e~¢/2]. We have the following
variable with parametek. Denote straightforward extension of the Proposition]A.4.

L = ZHiPiV(Ti)]-(O 5)(T}), (A.8) Corollary A.5: Consider the Erlang’s M/D/1/1 loss system
70 ’ with the external interf(reire]?cé(t). Under the same assump-
tions as in Propositio .4 the frequency of the correct
Iy = ;Hipiv(Ti)l(RT] (T3) - (A-9) reception of packets exisB® almost surely and is equal to
Applying the general formula of the Laplace transform of the ./ — B[Lw (1/Po)La (v/Po) Lo/ Po) L5 (v/ o) .
independently marked Poisson point process (see e.g.)[14]) 1+ AB
we get B. Sensors on the plane

B | X (—0) = 0] = exp[ —A B(l—E{e‘ﬁHPV(“D d In this section we assume that the packets are emitted from
THT e 0 " different locations of the planR? and, assuming some form
(A1

) of the attenuation function, we will obtain a particular rfor

whereH, P are independent, generic r.v's foff,, } and{F,}. of the distribution of the power§P, } received at the origin,

Integrating with respect té and evaluating expectation withwhere the receiver is supposed to be located. (Note that this

respect to the exponential ri we obtainE[e~¢'»] = £1(¢).  distribution was not specified in the previous section.) Vil w

In order to calculateE’[e~¢/2|X(-0) = 0], we condition also assume some packet admission policy.

on 7" = T(0) and we use similar arguments, with integral  Attenuation function:Suppose that the signal transmitted
B . =T PO : . = . .

J,” in (A.1Q) replaced bef , (note that this integral is with some powerP at the location: is attenuated on the path

null if 7 > B). Similarly as for I and then by integra- to the receiver located at 0 (on average over fading effésgts)

tion with respect to the law of exponentidl we obtain the factorL(z) > 0.; i.e., the average received power is equal

E%[e~¢75|X (—0) = 0] = L£5(¢). Obviously I}y = IL + I, to PL(x).

and variabled };, I3 are independent, because they are driven  Spatial policy of packet admissionSuppose that packets

by disjoint regions of the underlying Poisson point procesare emitted from different locations of the plaR&. Suppose

Thus LY, (£) = £1(£)L2(€), which completes the proof. @ moreover, that the receiver located at the origin adopts the
Now Wwe are able to give the main result of this Section —fellowing spatial admission policyDepending on emission

an Erlang’s type formula. locationz, it accepts the packet, independently of everything
Proposition A.4:Consider the Erlang’s M/D/1/1 loss sys-else, with probability/(z) (and starts receiving it, provided it

tem with interference. Suppose tHdt,, } are exponential r.v's is idle), where0 < d(z) < 1 is a given function of locatiom.

independent of P,,} and lets denote by (§) the Laplace 1) Poisson rain model of eventsConsider a spatio-

transform ofI/Il/. Then temporal Poisson proces§X,,T,)} where X,, € D C
_ R2, T,, € R, with intensity measure\,(dz) x \.dt. The
LT +)\BE[KW(V/PO)[@(W/PO)KQ(WPO) ’ coordinates of the pointX,,,7},) denotfa, r)espectively, the
where the expectation is taken with respect to the randastation of a packet emission and the time it starts. (One can
variable F. think of emitters being born at locations, and timeT,, just
Proof: By Propositi07r is equal to to emit one packet at this moment; after the transmission of
E°[(1 — X (—0))d0] this packet the emitter disappears.) We assume that théspoin

_ po _ 0 _ X,,T,)} are independently marked by i.i.d. exponential
= PH{X(=0) =0} ET[50] X(-0) = 0] i{v(vith megn 1) random variable&l/,, modeling the fading
=P{X(-0)} PO{ Ho > YW (W + I%)/PO‘X(—O) =0 } conditions during the transmission. Moreover, assuming
some admission policyi(-) we suppose that the points are
=P{X(-0)=0}E" [eXp(_V(W + IJI?)/PO) ‘X(_O) = 0} further marked by i.i.d( I)3ernoulli variable#/,, describing
becauseH, is exponential with mean 1 and independernthe admission status of the packets; iB{U, = 1} =
of everything else. Conditioning o, noting thatW is 1-P{U, =0} = d(X,), wherelU,, = 1 marks an admissible
independent off;; and using Propositiong A.2 arjd A.3 wepacket.
obtain the result. [ ] We call the marked Poisson point proces= ¥, =
Lets introduce now to the Erlang’s loss model an additiongl((X.,, T;,), (H,,U,)) }, , the Poisson rain of events with a
(external) stationary, ergodic proceggt) of interference, given spatial admission policy(-). We consider? as the
independent of¥” and®. (For example, one can think df{¢) input to the Erlang’s loss system with interference desttiin
as of the interference created by emitters transmittindcgtac Section. Specifically, we define, = P L(X,) and take
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L1(§) = exp (—/\B + )\eB/ c_i(x) log(1 + £PL(x)) As(d:c)) ) (A.11)
¢PL(x)
1
L2(§) = exp(—AB) <1 + )\B/ exp <)\eB/ fl(x) log(1 + ¢PL(w)t) As(d:c)) dt> ) (A.12)
0 §PL(x)
1 _

L1,(6) = exp(—2/\eB/(1 —d(@) (1~ P el fPL(:c)))AS(dx)) . (A.13)
the admissible packet transmissiots= {(7),, (P, Hy)) : Corollary A.7: Under the assumptions of Coroligry A.6, we
U, = 1}, as the input to the system, whereas the total receivhdve
power from non-admissible packet transmissions Lw (Vo ) (LYo ))? < (o) < Lw (Vao ) L (Vo)

s7m(w0) S ———pn >
J(t) =S UnHWPL(Xn)1i0.5)(t — Th), A14 L+ AB L+AB
®) Xn: (K)o, ) (A14) where £ and \ are given by [(3]1) and (A.L5), respectively.

Proof: Note first that£,(¢) > £1(€). This can be
verified directly comparing formulag (4.6) anfl (A.7), but a
A= /\e/d(x)As(dx) (A.15) simple probabilistic argument can be used as well, remind
o ) . that thatC, (€) is the Laplace transform df}; given by (A.8),
the (tempora_l) _arnval mte_nsny of P0|ssqn process of thﬁhereascg(g) is the Laplace transform df given by (A.$).
packets admissible according to the spatial polity). The Than, the lower bound of Corollafy A.7 follows immediately
following consequence.of Corqllar@.S gives the Erlang’gom ) and ). In order to get the upper bound, it is
type formula for the Poisson rain model. enough to observe that, < 1 and to takel ;, with factor2
Corollary A.G: Consider _the E_rIang’s loss systemp the exponent of [(A.13) replaced by 1. -
M/D/1/1 driven by the Poisson rain of evenis on some Note that the upper bound in Corollgry .7 consists in taking
domainD with spatial admission policyl(:). Assume that no interfering arrivals before reception of a given packet,
A given by (A.1}) is finite. Then, the fraction’ = 7'(z0) whereas the lower bound consists in assuming the uncondi-

of admissible packets correctly received from a locatioRipna| Poisson process of such arrivals£ 0 in the proof of
zo € R?, given there is an emitter located there, is given bg‘ropositio).

Corollary[A.$, with constanPy = PL(xg), and Ly, L2, L,

as the external interference. Denote by
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