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Abstract

The Delaunay Tree is a hierarchical data structure that has been introduced
in [7] and analyzed in [6, 4]. For a given set of sites S in the plane and an order
of insertion for these sites, the Delaunay Tree stores all the successive Delaunay
triangulations. As proved before, the Delaunay Tree allows the insertion of a site in
logarithmic expected time and linear expected space, when the insertion sequence
is randomized.

In this paper, we describe an algorithm maintaining the Delaunay Tree under
insertions and deletions of sites. This can be done in O(logn) expected time for
an insertion and O(loglogn) expected time for a deletion, where n is the number
of sites currently present in the strucuture. For deletions, by expected time, we
mean averaging over all already inserted sites for the choice of the deleted sites.
The algorithm has been effectively coded and experimental results are given.



1 Introduction

The Delaunay triangulation and its dual, the Voronoi diagram, are subjects of ma-
jor interest in Computational Geometry. A lot of algorithms compute it in optimal
Q(nlogn) time [24, 15, 14, 11, 21]. But these algorithms are rather complicated and
difficult to implement effectively, so the sub-optimal algorithm [12] is often preferred.
Furthermore, this algorithm is on-line and does not impose to compute again the whole
triangulation at each insertion.

In the last few years some simpler algorithms have been proposed, non optimal in
the worst case but with a good randomized complexity. Some of these algorithms [9, 16]
use a conflict graph and so are static. The others are on-line ; a first idea of on-line
algorithms was presented in [7] and a randomized analysis can be found in [13, 4].
Recently, a very simple kind of analysis has been proposed for randomized geometric
algorithms [23].

Incremental randomized algorithms have also been used for constructing higher
order Voronoi diagrams [17, 5, 3].

None of the above algorithms allows deletion. Using the algorithm of [1] a site can
be removed from a Delaunay triangulation in time sensitive to the modification; their
algorithm can however not be combined with an algorithm to insert sites with a good
complexity.

In this paper we propose an extension of the Delaunay Tree [7, 6] to allow insertion,
deletion or location of a site in the Delaunay triangulation with expected logarithmic
complexities. The bounds are randomized, i.e. all possible orders for already inserted
sites are supposed to be equally likely, and when a site is deleted, it may be any site
with the same probability.

The Delaunay tree[7] stores all the successive versions of the Delaunay triangulations
during the insertion process. The principle of the deletion algorithm is to reconstruct
the past for the triangulation as if the deleted site had never been inserted.

Very recently, some authors took interest in the possibility of deletions in random-
ized structures. Clarkson, Mehlhorn and Seidel [8] solve the problem for the convex hull
in any dimension using the same principle (reconstruction of a new past). Schwarzkopf
[22] constructs a larger history of the structure storing not only the insertions but also
the deletions. Mulmuley [18, 19] uses a radically different approach, and succesfully
avoids the storage of the history of the construction.

Section 2 explains the principle of the Delaunay Tree, for insertion only, Section
3 defines the problem of deleting a site, Sections 3.2 and 3.3 describe the algorithm,
and Section 4 gives the complexity analysis. Finally in Appendix A we present some
practical results for three sets of sites, one is evenly distributed and the others are fairly
degenerated.

2 The Delaunay Tree

The Delaunay Tree was introduced in [7], studied in a randomized context [6] and also
extended to higher order Voronoi diagrams [5] and to various problems (convex hulls,



arrangements, Voronoi diagrams of line segments...) [4]. We first recall some basic
ideas of this structure, before we take interest in the deletion algorithm. More details
can be found in [6].

Let £ be the euclidean plane, and S a set of n sites such that no four sites are
cocircular. The Delaunay triangulation of § is the unique triangulation, with the sites
of § as vertices, such that the circumscribing disk to each triangle does not contain
any other site of §. If a site lies inside the circumscribing disk to a triangle, we say
that the site is in conflict with the triangle. In these terms, the Delaunay triangulation
is the set of triangles without conflict. The algorithm described in [7, 6] is an on-line
algorithm to construct the Delaunay triangulation of & by adding sites one by one.

The Delaunay Tree is a hierarchical structure based on the incremental procedure
of [12]. During the incremental algorithm, the sites are introduced one after another
and the triangulation is updated after each insertion. Let p be a site to be introduced
in the triangulation. All the triangles in conflict with p can no longer be triangles of the
triangulation (and are eliminated in the incremental algorithm). The union of these
triangles is a star-shaped polygon R(p) with respect to p. Let F(p) denote the set of
edges on the boundary of R(p). The new triangles are obtained by linking p to the
edges of F(p).

The Delaunay Tree is constructed in a similar way. But, instead of eliminating
triangles during the different steps of the construction, we store all the triangles which
have been constructed as nodes of the Delaunay Tree, and at each step we define
relationships between triangles of the successive Delaunay triangulations. The aim of
this structure is to find R(p) efficiently.

For the initialization step we take the first three sites. They generate one finite
triangle and three half-planes (infinite triangles). These 4 triangles will be the sons of
the root of the tree.

2.1 Structure of the Delaunay Tree

After the insertion of site p, the triangles in conflict with p are called dead and p is
their killer. Observe that not every triangle must be incident to an edge belonging to
F(p) and thus gives rise to new triangles.

Let T be one of the triangles in conflict with p that has an edge F belonging to

We construct the new triangle S as having vertex p and edge E. Let N be the
triangle sharing edge E with T. Because the triangulation is a Delaunay one, the
circumscribing disk of S is included in the union of the two disks circumscribing T and
N (see Figure 1).

The newly created triangle S will be called : son of T and stepson of N through
edge E. Notice that T is killed by p and is no longer a triangle of the Delaunay
triangulation. We call p the creator of S.

If we now insert a new site p’ in conflict with S but not with N, S will be killed
by p’ in turn, and its son S’ having vertex p’ and edge F will be another stepson of N.
Thus a node has at most one son and one list of stepsons through each edge, that is at
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Figure 1: Inserting a new site

most three sons and at most three lists of stepsons.

We also maintain adjacency relationships between the triangles of the current tri-
angulation.

This hierarchical structure is called a Delaunay Tree for short, but it is more exactly
a rooted directed acyclic graph. This graph contains a tree : the tree whose links are
the links between fathers and sons.

We will call a leaf of the Delaunay Tree a node associated with a triangle of the
final triangulation. Such a triangle is not dead, and so a leaf has no son, but possibly
stepsons. The other nodes will be called internal nodes (an internal node may have no
son but the associated triangle is dead).

2.2 Inserting a new site p

Let p be a site to be introduced in the triangulation. If p is in conflict with a triangle
T, we know that it is in conflict with the father of T' or with its stepfather. So we will
be able to find all the triangles which are killed by p by exploring the Delaunay Tree
(in fact, it is also possible to find only one triangle of R(p) by searching the Delaunay
Tree, and to deduce the others using neighborhood relationships). For each leaf T' in
conflict with p, we create some sons if necessary : we look at each neighbor N of T ; if
N is not in conflict with p, we create a triangle, son of T' and stepson of N. Then we
create the adjacency relationships between the triangles created by p.

Insertion(p,T’)
if T' has not been visited yet and p is in conflict with T’
for each stepson S of T Insertion(p,S) ;
for each son S of T Insertion(p,S) ;
if T is a leaf
mark 7" killed by p ;
for each neighbor N of T if p is not in conflict with N
create S son of 1" stepson of N ;
update the adjacency relation between S and N
endfor
endif



endif

In order to create the adjacency relationships between the new triangles, we proceed
as follows. For each new triangle, we know one of its neighbors, namely its stepfather,
and we need to find the two others which are also new triangles.

From one of the triangles killed by p, we traverse R(p) by turning around its vertices
(using the adjacency relations between dead triangles) and for each pair of consecu-
tive edges on F(p) we create a neighborood relation between the corresponding new
triangles.

Given a leaf of the Delaunay tree, we can use the adjacency relations to draw the
Delaunay triangulation or the Voronoi diagram. If we want to only locate a new site in
the Voronoi diagram (and not insert it) we can find all leaves in conflict as in procedure
Insertion. This is useful for example for nearest neighbor queries, because the nearest
neighbor is a vertex of one of these triangles.

Procedure Insertion is described in detail in [7]. A more comprehensive analysis
than in Section 4 can be found in [6].

3 Deletion of a site in the Delaunay Tree

Let S be a set of n sites. We assume that the Delaunay Tree has been constructed for
the set S, by using the incremental randomized algorithm. We now want to remove
a site p of §. All the triangles incident to p must be removed from the Delaunay
Tree : some of them are triangles of the Delaunay triangulation of S (so they are
leaves of the Delaunay Tree), but other ones already died ; they correspond to internal
nodes of the Delaunay Tree, and must be removed, too. Moreover, we must restore the
Delaunay Tree in the same state it would be in if p had never been inserted, and if the
other sites had been inserted in the same order. That way, we preserve the randomized
hypothesis on the sequence of sites, and the conditions for further insertions or deletions
are fulfilled.

We must thus reconstruct a past for the final triangulation in which p takes no part.
The deletion of p creates a “hole” in each successive triangulation after the insertion
of p, which the tree keeps a trace of. The idea of our algorithm is to fill each hole with
the right Delaunay triangulation.

Let us describe the structure of a node of the Delaunay Tree (some fields of a node
have not been used yet and will be defined in the following) :
e the triangle : creator vertex, two other vertices, circumscribed circle
e a mark dead
e pointers to the at most three sons and the list of stepsons
¢ pointers to the father and the stepfather
e the three current neighbors if the triangle is not dead, the three neighbors at the
death otherwise
e the three neighbors at the time of the creation
e two special neighbors (defined in Section 3.3)



e a pointer killer to the site that killed the triangle
e a mark to be removed
e three pointers star to elements of structure Star (defined in Section 3.3)

3.1 Different kinds of modified nodes

Let us describe how the deletion of p affects the nodes in the Delaunay Tree.

A zz2q : unhooked triangle
/\ stepfather of zz2q

N\ triangles that were created by
the insertion of p and that must
be removed when p is deleted
(z was inserted after p)

Figure 2: The two kinds of modified nodes : zz1p and zxzop where created by the
insertion of  and must be removed when p is deleted, zxoq is unhooked because its
father pzsg is removed

Some nodes must be removed : they correspond to triangles having p as a vertex.
Depending on its time of creation there are two cases for such a node : either it has
been created by the insertion of p, or it has been created by the insertion of some site
afterwards ; the latter occurs iff its father and stepfather both have p as a vertex and
thus both the parents must be removed, too. During the construction of the Delaunay
Tree, some sites did not create any triangle to be removed now, but if a site = created
such a triangle, it created in fact two triangles to be removed : the two triangles created
by z sharing edge px, see Figure 2.

A node to be deleted zzop may have a son (or a stepson) zzag that does not have p
as vertex and thus must remain in the Delaunay tree, see Figure 2. Such a node loses
just one of its two parents and is therefore called unhooked. We must find a new parent
in replacement of the lacking one.

The sketch of the method is the following :

Search step : Find all nodes of the Delaunay Tree that have to be re-
moved, and all unhooked nodes

Reinsertion step : Locally reinsert the sites that are creators of the tri-
angles found during the Search step, and update the triangulation



3.2 The Search step

By the discussion above, the set of nodes to be removed can be found by searching the
Delaunay Tree starting from the nodes that were created by p. At each node marked
to be removed we visit all its sons and stepsons recursively. If one of them has p as
a vertex, it will be marked to be removed as well. Otherwise it is an unhooked node.
The creator of both these types of triangles must be reinserted, in order to replace the
removed triangles by other triangles, and to hang up unhooked triangles again.

In order to be able to perform the Reinsertion step, we must store the list of sites
to be reinserted :

We need an auxiliary structure, Reinsert, which is a balanced binary tree
consisting of the set of sites which created the nodes to be removed and
the unhooked nodes ; the sites are sorted by order of insertion. This will
allow us to reconstruct the triangles which will fill the holes in the successive
triangulations, and to hang up again the unhooked nodes.

An element of Reinsert contains :

e the site  to be reinserted

e pointers to the two triangles xx1p and zwzsp that were created by the
insertion of z, if they exist (see Section 3.1). za1p is turning clockwise

e the list of unhooked triangles that were created by the insertion of =

The search is initialized by the set C of nodes created by p.

To this aim, we must maintain an auxiliary array, Created, containing, for
each site s of §, a pointer to one of the nodes created by s.

From this node, we can then compute the set C using the neighborhood relations at
the time of creation and examining the creator of the triangles (Figure 3).

for each element S of C
for each son or stepson U of S
examine(U)
endfor ;
remove links between S and its father and stepfather ;
put S in “garbage collector”
endfor

We then simply recursively traverse the subgraph consisting of removed and un-
hooked nodes. Each son or stepson of a removed node is removed if it has p as vertex
and unhooked otherwise. All these nodes are added in the element of Reinsert associ-
ated to their creator. This process is detailed above.

examine(7)
if 7" is marked to be removed
{ T has already been visited }



N L7 The shadowed triangle
\ 7 had been created by p

N/
<> neighbor pointers used to find C'

Figure 3: The search step : Initialization

nothing
else
if p is a vertex of T'
{ T = asp}
mark 7" to be removed :
for each son or stepson S of T
examine(S)
endfor ;
locate the creator z of T' in Reinsert ;
{ if the location fails, a new element is created }
if zsp turns clockwise
store T in zz1p
else
store T in xxzap
endif
else
{ T is either son or stepson of a removed node }
locate the creator z of T' in Reinsert ;
add T to the list of unhooked nodes associated to z
set the pointer to the removed parent of T' as null
endif

Observe that in the search step the triangles are only visited. They are removed
from the Delaunay Tree later during the reinsertion step.



3.3 The Reinsertion step

The sites contained in Reinsert must be reinserted in the Delaunay Tree in order to
construct the successive triangulations without site p. The scheme of the reinsertion
of a site = is the same as the usual scheme of insertion, except that everything hap-
pens locally : the location of a site  to be reinserted in the whole Delaunay Tree is
unnecessary and would be too expensive.

The location in a generally small set A (for active) of triangles is sufficient. At the
beginning of the reinsertion set A is initialized with all triangles killed by the insertion
of p. They can be computed by looking at the fathers of the triangles in C and following
their neighbor pointers at their death.

Then, during the Reinsertion step, A is maintained so that it is the set of triangles in
conflict with p in the Delaunay triangulation at the time just preceeding the reinsertion
of . In each step, A is modified as follows : all the triangles of A in conflict with «
are killed by = and thus disappear from the Delaunay triangulation and from A. The
triangles created by the reinsertion of z appear in A (Figure 4), because they are in
conflict with p (otherwise they would have existed in the triangulation containing p).
The triangles of A not in conflict with x still remain in A. The triangles outside A
are not modified by a reinsertion since they are not in conflict with p ; only their
neighborhood or stepson relations involving removed nodes must be updated.

More precisely, the set A of triangles must be organized so that location of conflicts
is efficient. We can notice that the triangles in A form a star-shaped polygon with
respect to p, since they are in conflict with p, cf. the discussion in Section 2.

The edges and vertices (sites) of this polygon are stored in counterclockwise order
in a circular list called Star. Furthermore we maintain some pointers :

e Fach edge of Star points to the adjacent triangle in A.

e Each triangle in A points to the adjacent edges of Star (at most three, pointers
star in the description of a node).

e Fach site on Star points to the edge of Star following the site.

Some elements of A are not represented in Star, but the whole set A can nevertheless
be traversed using Star and pointers to neighbors.

Star can be initialized by first choosing a vertex of a triangle in A. We then follow
the boundary of the star-shaped polygon using the neighborhood relations, and the
pointers star.

We know the current neighbors of each triangle of A. Each edge e of Star is an edge
of a triangle U of A and of a triangle V' that does not belong to A.

The current neighbor of U through e is V', but the reciprocal relation does
not always exist ; the neighbor pointer of V' through e may reach another
triangle W created a long time later.

If W must not be removed, this pointer must remain after the deletion
of p. So we do not want to systematically modify the current neighbors



triangles xz1p and zzap must be removed
z must be reinserted

triangles of A before the reinsertion of z

triangle remaining in A
% new triangles of A after the reinsertion of

an unhooked triangle

Figure 4: A reinsertion



of triangles not belonging to A. We need to put a special neighbor pointer
from V to U. Thus each triangle outside A, having an edge on the boundary
of A, has a special neighbor pointer to the adjacent triangle in A. It is easy
to see that two special neighbor pointers are enough : at most two edges
of a given triangle lie on the boundary of a star-shaped polygon, if it is
exterior to it. The special neighbor pointers store intermediate relations
between triangles.

Nevertheless, if W must be removed, then a new neighbor must be found
for V, and the current neighbor must be maintained identical to the special
one. When we update a special neighbor U of V, if the neighbor at creation
of V is removed, then U is also the neighbor at creation of V. Similarly, if
the current neighbor of V' is removed, or if it belongs to A, then it must be
updated to be U.

Everything is now set up to start the reinsertion. Each site in Structure Reinsert
is reinserted in the right order (the order used for first insertion).

Processing the unhooked triangles
Each element of Reinsert contains a site & to be reinserted, and the list of corresponding
unhooked triangles. To hang up such a triangle T" again, we only have to go to the
remaining parent of it, which must have an edge in Star, and then hang T up to
the appropriate special neighbor of this parent. There may also exist some removed
triangles created by = (Figure 5). Notice that this is not always true (Figure 6). If there
is no removed triangle, the unhooked triangle necessarily needs a stepfather, which is
also the neighbor at creation and the special neighbor, all these three triangles are set
to the special neighbor of the father.

Replacing the triangles to be removed by new ones
For each element n of Reinsert, we check if triangle zz1p (and zzop) exists. If zaip
and zazop do not exist in the triangulation, then nothing has to be done. Otherwise
we have to fill the gap of triangles incident at  between edges zz; and zzo. We must
look at Star in order to find the triangles that have to be created by the reinsertion of
z. There are two cases : there may exist no triangle of A in conflict with z, or several
such triangles.

First note that #; and z2 both belong to Star. Let U be the triangle of A adjacent
to the edge following 21 on Star (remember that Star is oriented counterclockwise and
zx1p clockwise). U serves to distinguish between the two cases above.

After the reinsertion of x, the edges zx; and zx, will be on the boundary of the
new set A of triangles in conflict with p. So, if there are some vertices on the current
boundary of A, between x; and z2, the triangles adjacent to the edges of this chain of
vertices must be in conflict with . U is such a particular triangle. Thus, if U is not in
conflict with z, iz is an edge on the boundary of A, and consequently of U, and the
first case occurs, otherwise the second case occurs.

10



triangles zz1p and zzyp must be removed
z must be reinserted

triangles of A before the reinsertion of z

an unhooked triangle which needs a new father

stepfather pointer

LD

special neighbor pointer

Figure 5: An unhooked triangle with some removed triangles
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z must be reinserted

LA
A
»
—

triangles in A before and after the reinsertion of z
unhooked triangle needing a new stepfather
father pointer

special neighbor pointer

Figure 6: An unhooked triangle in the case that there is no removed triangle

12



First case, see Figure 7 :
In this case, the only way to fill the gap is to replace the removed triangles zz1p and zxap
around z by only one new triangle zz122. The new triangle xx1x9 has U as stepfather
and the neighbor of U, which does not belong to A, as father. Details concerning other
neighbor pointers can be found in the following pseudo code procedure :

A triangles of A before and after reinsertion of z

/\ new triangle zz1 2

Figure 7: Reinsertion - removed triangles - First case

Reinsertion - removed triangles - First case

create triangle zzqx2,

with U as stepfather and the neighbor of U through z;z2 as father ;
update the neighbor through zi29 of U to be zzjx5 ;
find the neighbors at the creation of zzjzs, by looking at those of zz1p and zzap ;
update the special neighbor pointers of the neighbors of zzx-

and their neighbor at creation, and current neighbor, if necessary ;
throw xzx1p and zxzop away in “garbage collector” ;
add edges zx; and zx, in Star ;
update Star by letting zz; and zzs be incident to zzqzo ;
put two star pointers from zxixzs to the elements xx; and xzxs of Star ;
in Created, zxx4 is a triangle created by x

13



Second case, see Figures 8 and 9 :

We know that U is in conflict with . We must find all the triangles in A in conflict
with z. Those triangles may be fathers for the nodes that will be created by z. They
form a connected subset of A, so they will be found owing to neighbor pointers in the
following way :

Starting with U we visit the triangles in A incident at 1 in counterclockwise order
until we reach a triangle not in conflict with . Let V' denote the last such triangle in
conflict with z and let e denote the edge of V at which the visit stops. Let e = z12’.
We create triangle W/ = zxiz’ and start this process again at vertex z’ with V as
starting triangle. When vertex z2 is reached, all the new triangles have been created.
The iteration continues until vertex @ is reached in order to mark the triangles killed
by .

During the traversal, when a new triangle is created, we update the neighbor and
star pointers of its neighbors. Once this is achieved, it remains to compute all kinds
of neighborhood relations involving edges zx; and zxo. Particularly, as the current
neighbor of the just created triangle having edge zx1, we take the neighbor of the now
removed triangle za1p at its creation. The same holds for edge zz2. The pseudo code
procedure below formalizes these operations.

5

triangles zz1p and zzop must be removed
z must be reinserted

A triangles of A before the reinsertion of z

, 4. new triangles

Figure 8: Reinsertion - removed triangles - Second case

14
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/_ Y mnon removed triangles created by =
&9 triangl ; dz

J & triangles za1p and zz2p

«, mnew triangles created by
* the reinsertion of

&A before the reinsertion of z

Figure 9: A non trivial example for reinsertion

Reinsertion - removed triangles - Second case
V<U
s+ @
repeat
while the neighbor of V' sharing vertex s is in conflict with z
{ we turn around s counterclockwise }
V'« this neighbor ;
the killer of V' is =
endwhile ;
e « edge of V through which we stopped finding conflict ;
create W' with edge e and vertex z ;
W' is the son of V', and the stepson of the neighbor of V' through ¢ ;
the neighbor at creation of W' through e is its stepfather ;
if e is an edge of Star
update the element of e in Star by replacing V by W' ;
let the star pointer of W’ reach e ;
update the special neighbor of the neighbor of V' through e to be W’
and the ordinary neighbor if necessary

else
update the neighbor of the neighbor of V through e to be W'
endif ;
if s #£ a1
W' and W are neighbors and neighbors at creation through edge s
endif ;

15



if s=x
W1 — WI )
W « neighbor at creation of zz1p through zz; ;
W' and W are neighbors at creation through edge zz; ;
the ordinary neighbor through zz; of W7 is W ;
the special neighbor through zz; of W is Wy ;
the ordinary neighbor through zz; of W is W7 if necessary
endif ;
s «— the other vertex of ¢ ;
if s =ux9
Wy — W',
W « neighbor at creation of zzap through zxs ;
W' and W are neighbors at creation through edge zz5 ;
the ordinary neighbor through zzo of Wa is W ;
the special neighbor through zz9 of W is Ws ;
the ordinary neighbor through zzs of W is Ws if necessary
endif ;
W — W
{ W must be stored for future neighborhood relations }
until s = x5 ;
store for example W7 as created by = in Created ;
throw zz1p and zxop away in “garbage collector” ;
repeat
while the neighbor of V' sharing vertex s is in conflict with p
{ we turn around s counterclockwise }
V'« this neighbor ;
the killer of V' is z
endwhile ;
s «— the third vertex of V
until s = 1 ;
replace the polygonal chain of Star between z; and 2
by the edges x1x and xx2, associated with W; and W5 ;
the star pointers of Wy and W5 reach respectively zz; and zxs ;

4 Analysis

4.1 Randomized analysis of the insertion algorithm

This subsection aims at providing a randomized analysis of the space and time required
to build the Delaunay Tree. Randomization here only concerns the order in which the
inserted sites are introduced into the structure. Thus, if the current set of sites is a set
S of cardinality n, our results are expected values that correspond to averaging over
the n! possible permutations of the inserted objects, each equally likely to occur.

16



We first prove some probabilistic results that are purely combinatorial.

Probabilistic Lemma

We first introduce some additional notation and definitions. F(S) is the set of all the
triangles having sites of S as vertices. We define the width of a triangle of F(S) to be
the number of sites of S in conflict with it. F;(S) is the set of triangles of width j and
F<;(8) is the set of triangles of width at most j. Fo(S) is the Delaunay triangulation
of S.

We also define a bicycle as a pair of triangles sharing an edge. A site is said to be
in conflict with the bicycle, if it is in conflict with one of the triangles (but it is not one
of their vertices). We denote by G(S) the set of bicycles, and we derive the notations
Gj(S)and G<;(S) accordingly.

The first Lemma, due to Clarkson and Shor [9], bounds the numbers |F<;(S)| and
|G<j(S)]| of triangles and bicycles with width at most j defined by S. The proof of this
lemma uses the random sampling technique [9], (proofs are also given in [6, 4]).

Lemma 4.1 [Clarkson, Shor]

F<i(S) = 0(n(j+1)?)
16<;(8)] = 0(n(G+1)?%)

Expected storage

Lemma 4.2 If § has cardinality n, the expected size of the Delaunay Tree of S 1s
O(n).

Proof: The expected number of nodes 1(S), in the Delaunay Tree of S can be obtained
by summing, for all the triangles T" of F(S)the probability that T occurs as a node in
the Delaunay Tree. If 7 denotes the width of 7', then this probability is (3_1‘_ T (the 3
vertices of T' must be inserted before the j sites in conflict with T" and the order of the
other sites is not relevant). By Lemma 4.1,

_ 33'

= (|7:0 |+Z(|f<] ~ 1F<1(S)l) (333';)!)

= (Z |f<](8)|3(4+ TR 3)(3)|M)

O (Z ]—,,) = O(n)
j=1
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As each node has exactly two parents, the number of edges in the Delaunay tree is
bounded by the same quantity.
O

Expected time

Lemma 4.3 If S has cardinality n, the expected time for inserting the last site in the
Delaunay Tree is O(logn).

Proof : The main cost of insertion is the cost of locating the new site. The computing
time spent to locate the triangles in conflict with the last inserted site p is proportional
to the total number of bicycles in conflict with p. Actually, if a node S is visited, at
least one of its two parents, say T, is in conflict with p so the bicycle ST is in conflict
with p.

Let B be a bicycle of G;(S). B is in conflict with p if p is one of the j sites in
conflict with B and if the 4 objects defining B have been inserted before the j objects
in conflict with B. This occurs with the probability : 7]74(':(37_1__5,)'
6(S) of nodes visited during the last insertion is then obtained by summing, for all the
bicycles B of G(8), the above probability. Using Lemma 4.1, this yields :

. The expected number

Z|Q] =0 EZ? = O(logn),

+ ) n
from a calculation similar to the proof of Lemma 4.2 O

It is important to notice that this bound applies also if the point is only located in
the Voronoi diagram and not really inserted.

4.2 Randomized analysis of deleting a point

We assume that p is a random site in S, i.e. p is any of the preceedingly inserted sites,
with the same probability and independently from the insertion order. More precisely,
an event is now one of the n' permutations and one of the n sites. Each event occurs
with the same probability

'n'n‘

Lemma 4.4 The expected number of removed nodes is constant.

Proof : Since p is chosen independently from the insertion order, the expected
number of removed nodes is

Z Prob(p vertex of T') Prob(T exists in the Delaunay Tree)
T triangle

= — X expected number of vertices of the Delaunay Tree
n

= 0(1)
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Lemma 4.5 The expected number of unhooked nodes is constant.

Proof:
In fact the number of unhooked nodes is bounded by the number of edges disap-
pearing in the Delaunay tree, which is :

Z Prob(p vertex of T or S)

T,S adjacent triangles

X Prob(T'S is an edge of the Delaunay Tree)
= % x expected number of edges of the Delaunay Tree
= 0(1)
O

Lemma 4.6 The expected number of nodes created by the deletion of p is constant.

Proof : The number of created triangles during the deletion of p is

Z Prob(T appears during the deletion of p)
T triangle

A triangle T' of width j will appear iff p is one of the j sites in conflict with 7', and p
and the 3 vertices of T' are introduced before the j — 1 other sites in conflict with T,
and p is not inserted after the 3 vertices of T'. So the probability that T" appears is :

731G -1 3 3!
n (j+3)! n (j+ 3)!

Hence by virtue of the proof of Lemma 4.2, the expected number of triangles created
by the deletion of p is :

3
— Z Prob(T apears during the insertion phase) = O(1)
n

T

Lemma 4.7 The expected cost of a deletion is O(loglogn).

Proof : The expected number of triangles killed by p is constant using Lemma 4.4
(which also implies that the initialization of Star is achieved in constant time), and
the traversal that is done during the Search step visits a constant number of nodes by
Lemma 4.5. For each node, we must locate the creator of the node in Reinsert, which
can be done in O(loglogn) worst case deterministic time, by using a bounded ordered
dictionary [25]. The universe for this dictionary is the insertion age of the points, or
in other words the number of the sites. The required finiteness of the universe can be
circumvented using standard dynamization techniques, see for example [20, section5.2].
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To preserve the simplicity of the auxiliary data structures we can use a simple
balanced binary search tree [2]. In this way we achieve a complexity of O(logn) time.
During the reinsertion phase Star can be updated in time proportional to the number
of removed nodes.

The total cost of the work on unhooked triangles is constant, since we only have to
reach the neighbor of the parent of each of them, and by Lemma 4.5.

For the triangles deleted by the reinsertion of z, the cost is linear in the number
of triangles in conflict with both p and x, which is linear in the number of triangles
created by the reinsertion of . By Lemma 4.6, this expected cost is thus constant.

The expected whole cost is then less than O(loglogn). a

It is important to notice that the randomized hypothesis is preserved by a deletion.
Namely, consider now the permutation o of S\ {p} obtained by removing p from
the insertion order ; there are m permutations of & which give the same o, so the
probability that o occurs is n x % and o is really a random permutation of S\ {p}.
The randomization of the n — 1 currently present sites is actual and the deletion of p
does not affect the analysis of further insertions or deletions. Thus Lemmas 4.2, 4.3
and 4.7 yield the main theorem of this paper :

Theorem 4.8 The Delaunay triangulation (or the Voronoi diagram) of a set S of n
sites in the plane can be dynamically maintained in O(logn) expected time to insert
or locate a point and O(loglogn) expected time to delete a point. This result holds
provided that, at any time, the order of insertion on the sites remaining in S may be
each order with the same probability, and when a site is deleted, it may be any site with
the same probability.

It is possible to avoid the hypothesis that the random deleted site and the random
insertion permutation are independent. It is clear that the deletion of the first inserted
site is more expensive that the deletion of the last one, but we show in the sequel that
even the deletion of the first inserted site can be done with a good complexity. For this
other kind of analysis of deletions, the probability space is only the set of permutations
for the insertion, each equally likely to occur.

Lemma 4.9 The expected number of removed, unhooked and created nodes during the
deletion of the first inserted site is O(logn).

Proof : We here only give the proof for the removed nodes, the other quantities can
be obtained in the same way. A triangle T" of width j exists in the Delaunay tree and
is removed during the deletion of the first inserted site if the first site is a vertex of
T and if the two other vertices of T are inserted before the j sites in conflict with T.
This happens with probablhty ( ) By summing for all triangles T', the number of
nodes removed in the Delaunay Tree is :

Z 7Sy = Ollogm)
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O
The same result holds for the k'Dsite : if we do not consider the first site but the
site, the probability that a triangle is removed during the deletion of the Ethsite is
clearly less than %3—232'—),
Therefore, the proof of Lemma 4.7 can be modified in a straightforward manner to
obtain the following result :

kth

Theorem 4.10 The expected cost of deleting the k™'site is O(lognloglogn).

Thus, for any deletion sequence, the whole set of sites can be deleted in expected
time O(nlognloglogn), where the expectation is only on the insertion sequence.

5 Conclusion

We have shown that the Delaunay triangulation can be maintained in O(log n) expected
time per insertion and O(loglogn) per deletion and O(n) space (where n is the number
of sites at the time of the operation).

The analysis is randomized, i.e. the result holds provided that at any time the
order of insertion of the sites in the triangulation at that moment may be any possible
order with the same probability. And when a site is deleted, it may be any site in the
triangulation with the same probability. An important point is that our hypotheses are
on the insertion order only; there are no assumptions on the distribution of the sites.

This algorithm is practical and has been effectively coded (see Appendix A), the
numerical computations involved are simple; the only numerical calculous is to test if
a site lies inside or outside a circle. The data structures involved by the algorithm are
not too much complicated; besides the Delaunay Tree itself, we only need a balanced
binary search tree and a split and find structure.

Further investigations are to be done. In the same way as the insertion aspect of
the Delaunay Tree [6] was generalized to various geometric problems [4], the deletion
aspect can probably be generalized to other problems. The major difficulty seems to
be to find the analogous of structure Star to locate efficiently an element in the set A.
Even for the straightforward generalization to the three dimensional case, the problem
is unsolved.
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A Practical Results

The algorithm described in this paper has been effectively coded. This section presents
practical results. Figures 10, 12 and 14 illustrate the triangulations of a set of random
sites in a square, on an ellipse and on a parabola respectively (100 sites only to preserve
the possibility of visualisation). The sites are first inserted in a random order, and
afterwards they are all deleted in another random order. Figures 11, 13 and 15 show the
size of the Delaunay Tree in bold line, the size of the Delaunay triangulation in dashed
line, and in thin line, a measure of the complexity of the operation. For insertions, it is
the number of visited nodes, for deletions it is the number of unhooked triangles plus
the numbers of triangles created during this deletion plus the cost of each location in
structure Reinsert. The cost of deleting a site has a higher variance than the cost of
inserting a site ; it may be important if the site had been inserted at the beginning of
the construction, but this happens with a low probability.

Even in the case of sites lying on a parabola, which gives a bad behaviour for most
of the existing algorithms, our algorithm has a good behaviour in practice.

The Delaunay triangulation of 15000 sites has been computed in 35 seconds on a
Sun 4/75 and the deletion phase has been computed in 50 seconds.
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Figure 10: Delaunay triangulation of 100 random sites in a square
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Figure 11: Statistics on 15000 random sites in a square
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Figure 12: Delaunay triangulation of 100 random sites on an ellipse
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Figure 13: Statistics on 300 random sites on an ellipse
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Figure 14: Delaunay triangulation of 100 random sites on a parabola
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Figure 15: Statistics on 1000 random sites on a parabola
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