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Abstract— Applications are faced with several network-related connectivity, from every node to every other on the grid. NAT
problems on current grids: heterogeneous networks, firewd$, and firewalls introduce non-symmetry in the topology. Some
NAT, private IP addresses, non-routed networks, performae ,4es gre hidden and not visible from the Internet. This is
problems on WAN. Moreover, the requirements concerning . . .
communications are varied and the acceptable tradeoffs higy qwte ‘_“_‘“5“3' for people used to parallel_ Computlng V\(here It
depends on the applications. A solution to reach the flexity IS traditional to have an all-to-all communication charwvéh
regarding communication on grids is the use of a component- no restriction.
based communication framework. The users then compose thei Security — As WAN connections between sites cross the In-
?k\an pmt?c?_" stacks by taslse?bliglgj bui:jdigg blocks in the wat1y ternet, they are vulnerable to attackers. Thus, many agijuic
ba?eé'vigrhmmi\;ﬁgnafr;%yewgﬂ ﬁeggs a%g?;nc'gmﬁ?lm&o;gr‘] require authentlc_atlon of c_ommunlcanon peers and privacy
channel for its out-of-band communications required by dyramic ~Pased on encryption. The widespread solution to autheiutica
component assembly in a consistent way on multiple nodes.and encryption is the use of the Transport Security Layer
The meta-communication channel is useful for some “brokerd”  (TLS) [3], a successor of the Secure Sockets Layer (SSL).
tcommuni(;.ation”metThr?ds, t(t)o, and in Pa’gic”'a;] thos? r?esigefg Performance — Since most applications on grids expect
o coss Jreuals, The met-communication charme) 2 S high performance, performance i a crical aspect of métwo
frameworks: bottleneck for the performance, back-door from ~Communication. Different network have different perfore
the security point of view, and limited connectivity. properties. Even a given network may exhibit different perf

In this article, we present an architecture for a meta- mance results depending on the protocol used. For example,
communication channel that suffers from none of the afore- plain TCP can hardly exploit the bandwidth capacity of

mentioned limitations. It exhibits good properties regardng con- ; . .
nectivity, security and performance. Thus, the gain in flexpility WAN connections. One solution to improve TCP performance

brought by software components may be fully exploited withat 1" WANS is to use multiple TCP streams in parallel. The

trading anything against flexibility. Globus implementation of GridFTP [4] is probably the best-
known tool implementing this approach. Alternatively, WAN
. INTRODUCTION performance can be improved using data compression, as

The goal of grid computing is to aggregate the computirignplemented, e.qg., in the AdOC library [5].
power of multiple clusters of PCs and parallel machines In this paper, we will use two different metrics for evaluati
scattered throughout multiple sites. Undoubtly, the nektwoperformance; we will consider separately the link utiliaat
communications play a critical role to reach this purposperformance (characterized by the bandwidth and lateaay),
Communication management on grids is different from a I8ie connection establishment performance (charactetiyed
of other applications involving networking. The main ctara the connection establishment delay).
teristic of networks in grids is the heterogeneity. The rogkw The problems to overcome are very different and influ-
ing technologies are various, ranging from high-perforaganence each other, e.g. usually improving security degrades
networks between nodes of clusters (SAN) through wide arparformance, thus tradeoffs have to be made. However, the
networks (WAN) with a latency of multiple tenths or hundredapplications that may benefit from a deployment on grids are
of milliseconds and a random bandwidth. These multipleltevevaried with very different requirements regarding seguaitd
bring each their own issues, thus an application for grids ferformance from one application to another. There won't be
faced with all of them. We consider in particular the follogi any best tradeoff suitable for any application.
problems on modern grids: A communication framework for grids has to be able to
Connectivity — To protect their machines from intruderutilize a very large spectrum of networking technologies,
attacks, many site administrators have drastically @stli must be flexible enough to be adapted to the requirements of
the connectivity to the Internet. Many sites are using fira-arious applications, and must overcome the main problems
wall routers, non-routed private networks [1], or hide theiof communication on grids, namely connectivity, securityg a
machines viaNetwork Address TranslatiofNAT) [2]. As performance. One solution to reach such a flexibility in a
a consequence, plain TCP/IP is not sufficient to get a fulbmmunication framework is the use of a component-based



approach. The user is offered the ability to assemble itselfSuch a flexible assembled protocol stack based on “building
the building blocks he/she wants to get a custom serviddocks” has been implemented in particular drkernel [7],
For a good flexibility and adaptability, we will see that itGlobus XIO [6], Netlbis [8] and PadicoTM [9].
is welcome that the communication framework implemen§ Need for a Meta-communication Ch |
an overlay network for out-of-band communications, that we’ i unication Channe
call ameta-communication channdlhe meta-communication [0 this section we introduce the concept oheta-
channel is often the weakest link of a component-basé@Mmunication and its motivations. Formally, we dis-
communication framework. It may introduce security holedinguish two classes of network communicationsieta-
performance bottlenecks, or connectivity restrictions. communications andata communications.

This paper presents on-going work on a component-based Data communicationsare communications carrying data
approach for the meta-communication channel itself, ireord ~ from the upper levels —middleware or application—

to solve all the aforementioned limitations at the same time  Which are using the communication framework. These
communications are controlled through the API of the

communication framework.

Meta-communications are communications usddter-
nally by the communication framework or one of its
components. They are sometimes calketvice links
control channelor out-of-bandcommunications in some
other communication frameworks.

the next paragraphs we explain why the meta-
communications are welcome in a communication framework
for grids.
Controlling the assembly —As a result of the component-
baseness of a communication framework, various assembly
A. Motivation and Principles sche.mes of building bloqks may be selected to gdapt to the
requirement and networking resources. However, it intoegu
The most challenging part to manage communication @e problem of choosing the appropriate assembly and ensur-
grids is the heterogeneity of the resources and the varigiy that all peers (i.e. client and server) are using the same
of applications —and thus their requirements for a commgssembly. For example, if a server ugiscompression over
nication sub-system. The networks are ranged from hightain TCP and a client uses directly plain TCP, they are not
performance networks in cluster to wide-area networks bigkely to understand each other. At least two approaches are
tween sites. Not only their properties are different, bugtith possible to solve this problem:
protocol, communication methods and programming interfagtatic component stack Fhis is the approach used in Globus
are different. Moreover, the requirements for the commamicx|0 [6]. Client and server know in advance the protocol stack
tion sub-system depends on the application; the performang use. Once the server is bound to a protocol stack, clients
v.s. security tradeoff largely depends on the nature of thAust use the same protocol stack. This approach is simple
application and may not be hard-coded in a communicatignt suffers from a lack of flexibility; the servers must knaw i
framework. advance where the requests will come from. As a consequence,
Such a needed flexibility may hardly be reached by the usdat a given server, all clients have to use the same protocol
two-layer portability model based on an abstraction layet astack. However, the user may want to use a different protocol
drivers for each supported resource. Considering the tyarigtack for example for connection coming from nodes on the
of cases to deal with, on grids it would be highly welcomgeame cluster reachable through a high-performance network
to have communication methods lbesembledy the users and for connections that cross an insecure and slow WAN.
depending on the application and the kind of network arlynamically assembled component stackThis is the ap-
protocols involved. For example, a user may want to aggtoach used in PadicoTM [9] and Netlbis [8]. Both parties
compression or encryption on the fly to any communicaticagree on the fly on the protocol stack to use. Therefore a
method; another user may want no encryption at all to get tberver is not required to know in advance where the requests
best achievable performance with non-critical data. will come from, and different clients to the same server may
To reach such a flexibility, it has been proposed [6], [@ven use different protocol stacks. Tdiygnamically assembled
to manage communications with a freely and dynamicalomponent stacktrategy uses the following algorithm: when
assembled protocol stack made of several sinfpldding a client requests a new connection establishment, the cemmu
blocks Such a technique is nowadays commonly used in alication framework first selects the assembly scheme to use
fields of software development and is known under the naraecording to configuration rules and depending on the nodes
of software componenin the remaining of this paper, we will involved. Then the framework sends assembly requegb
call “component-based” a communication framework based time framework of the server node; this request asks therserve
freely assembled building blocks. node to create an instance of the selected protocol stack (on

The remaining of this paper is divided as follows: the sec-
ond section analyzes component-based communication -‘frame_
works for grids and their needs and requirements for a meta-
communication channel. Section Il explains our proposal f
managing such a meta-communication channel. Section IV
describes and evaluates our implementation of our proposal
the PadicoTM communication framework. Section V discuss?ﬁs
related work, and section VI draws conclusions and direstio
for further work.

II. COMPONENTBASED COMMUNICATION FRAMEWORKS



the server side). In the meantime, the client creates its owgsues typically encountered in a grid environment.
instance of the selected protocol stack. Finally, the tlises dynamically assemble component stack and to

the usual connection mechanisms on his stack, and is sure thas prokered communication methods. we needneta-
the server is already listening with the same protocol stack.,mmunication  channel which aIIows’ framework-to-

The main obstacle is that there must be a way of sendifge\ork and component-to-component communications.
the assembly requedb the framework on the server nodeWe define the meta-communication channel as a
even though the connection is not established yet. Thus W& unication channel that:

need a pre-existing framework-to-framework communicatio
channel to send meta-data. This is precisely the role of the®
meta-communication channel. node; o

We should notice that we have restricted our study to® existsheforeany data connection is attempted; o
the case of client-server connection establishment. Hewey * €XiStsimplicitly, i.e. it is created without any explicit
some other connection schemes are possible. For example, action from the user, as soon as the processes are started.
PadicoTM has the notion dircuit which is composed of a C. Requi s f Meta- ication Ch |
set of nodes (roughly similar to an MPI communicator). It is™ equirements for a Meta-communication Channe
possible to apply the same algorithm to a larger set of nodedn this section, we define and analyze the requirements
than two as in client—server, but we will only consider theecathat a meta-communication channel must fulfill to be used
of client—server in the remaining of this paper to avoid esgl in a communication framework for grids. Actually, the meta-
overcomplexification. communication channel is often designed with little card an
Brokered communication — Some communication methodsis usually the tveakest link of a communication framework.
need to exchange information prior to establishing connegdowever, the whole communication framework cannot have a
tions. Plain TCP is the best known example of this. Tbetter connectivity, security, and performance than itdame
establish a TCP connection on an ephemeral port, the peemmunication channel.
number has first to be transmitted from the server to thetclien Therefore, the meta-communication channel has the same
before the client can connect to this port. There are variotexjuirements as the data communication channels, namely:

allows communication from every node to every other

methods to solve this problem: connectivity, security, and performance.
« listen on a well-known (fixed) port instead of anConnectivity — Nodes not reachable through the meta-
ephemeral port; communication channel are not able to use dynamically as-
« use a third party that plays the role of directory (or “namsembled component stacks since there is no way to send an
service”); assembly request. Moreover, without a meta-communication

« send the port number through a meta-communicatiehannel, no brokered communication method can be used. As
channel, pre-existing before the data connection is a&-consequence, if a node is not reachable through plain TCP
tempted. (because of firewalls, NAT, etc.) and is not reachable thinaig

The first solution may not work in case the chosen port is bugpeta-communication channel, then it is not reachable fgr an
and does not supports multiple instances. The secondmolut@lata connection. Therefore, for a communication framework
supposes that all nodes are able to communicate with a thix@sed on dynamically assembled component stacks —the
party; this means that actually the third party establishies most flexible model—, the set of nodes reachable for data
indirect route for meta-communications between nodes. connection is a subset of the nodes reachable through ttee met

Other communication methods that plain TCP can benef@mmunication channel.

from a meta-communication channel. For example, in caseSacurity — Since the protocol stack is decided by clients,
server is behind a firewall that drops incoming packets bany intruder able to send meta-communication messages to a
not outgoing packets (common case), or behind a NAT [Bpde may send forged assembly requests. Therefore, such an
gateway, we establish connections in the outgoing way; thigruder may request unauthenticated and/or unencryed ¢

is the so-calledreverse connectiomethod. Clients send anections to a server. A world-accessible meta-commuiicati
request to the server so that it connects to them. Anoth@rannel is undoubtly a back-door through which an intruder
technique for crossing firewalls is TCP splicing (also ahllemay change the security policy used for its own connection
“simultaneous SYNbr “ simultaneous initiatiohin [10]): both  attempts. As a consequence, the security level of the whole
endpoints needs to exchange port numbers, and need to ssemmunication framework cannot be higher than the security
chronize themselves to succeedsimultaneousconnection. level of the meta-communication channel.

Both reverse connectioand TCP splicingneed to exchange Performance — The meta-communication channel is used
meta-data. The availability of a meta-communication clehnrfor assembly request and brokered communication methods
which allows component-to-component communicationd-facivhen a data connection is attempted. It means that the meta-
itates the use of plain TCP over dynamic ports and enablesmmunication channel is on the critical path for data conne
connection methods that wouldn’t be available without itu$ tion establishment. In other words, the data connecticabest
the meta-communication channel isaist especially for com- lishment performance is impacted by the meta-communicatio
munication methods designed to overcome the connectivithannel performance. Depending on the application, the dat



connection establishment delay may or may not be criti- Following this scheme, the sequence of initialization and
cal for overall performance. On the other side, the metdata communication establishment is as follows:
communication channel connection establishment onlyctsfe 1) start processes;

the process initialization time. 2) each process opens its bootstrap channel;
Each node has an initial basic connectivity to other nodes.
3) processes open meta-communication channel towards

) ] i other nodes, using the bootstrap channel for feta
In this section, we describe our approach for a meta- communications:

communication channel suitable for a communication frame-

work for grids. 4
As seen in the previous section, the meta-communication

channel itself has roughly the same requirements as data

communications: connectivity, security, and performarwe The intemals of the bootstrap channel, the meta-

propose thus to use a similar solu_tlon to a similar prObIen(?('Jmmunication channel, and various optimizations areildeta
indeed, following the study of section II-A, we propose thﬁ1 the following sections

idea that the meta-communication channel might be imple-
mented with dynamically assembled protocol stacks of sof- Bootstrap channel

ware components. The remaining of this section explaink suc The goal of the bootstrap channel is to reach a basic initial
an approach where the meta-communication channel itsglfi connectivity. This impliesresource discoveryand basic
reaches a good flexibility and fulfills its requirements thgb  messaging towards every known node. For scalability reason
a component-based architecture. we use a two-level hierarchical approach based on clusters o
A. Overall architecture: two-step bootstrap nodes. ) ,
Bootstrap channel architecture —The overall architecture

The main difficulty raised by the idea of a metays e pootstrap channel is depicted in figure 1.

communication channel following itself a component-based\ya define anodeas a process involved in the considered

a;]chltec;ture IS Lhat. |té{1eeds |ts_ own mﬁta'colmmun'cat'%plication; there may be several nodes per hosts. We define
channel —or rather: metecommunication channel. HOWever,, o\ ster as a set of nodes which are implicitly connected

the requirements for such a mé&eommunication channel arethrough an underlying native communication subsystem. A

_not as high as for the metg-commun|_cat|on channel SINCE bical cluster is for example a set of nodes connected with a
is used only at bootstrap time to build only the (primary,

" ) 'vendor-MPI on a parallel machine, or nodes connected throug
meta-communication channel. From now on, we will call thi

2 . the Madeleine [11] communication library. Usually, theiveat
metet-communication channel thigootstrap channel _intra-cluster communication subsystem is high-perforcean
Undoubtly, the bootstrap channel has the same ConneCt'VﬁWn-TCP, and unsecure but isolated from the outside.

and security requirements as the meta-communication aad da |, aach cluster, we distinguish a particular node that we

channels. However, the constraints on performance may b& the |eader It should be able to connect to the internet

relaxed. The performance of the bootstrap channel only iffz, piain TCP, and be able to communicate with every node
pacts the performance of the meta-communication CONMeCti e ¢|yster with the native communication subsystem of
estabhshment that t_akes?‘ P!a‘?e qt process start-up. Weseho[ﬂe cluster. A typical example of cluster leader choice & th
to neglect this one-time initialization delay. As a cons®Ee, font-end of the cluster.

the requirements and constraints for the bootstrap chamael A particular node is dedicated to the directory management.

I1l. AN APPROACH FOR AFLEXIBLE
META-COMMUNICATION CHANNEL

Each node has a meta-communication channel to other nodes.

) upon data connection establishment attempt, an assem-
bly request is sent to the other node through the meta-
communication channel.

« full connectivity (every node to every node); We call this node theendez-vousiode. The rendez-vous node

e Secure communications; should be visible from the internet —or at least from all the

« Uses no meta-communication channel (no rhetacluster leaders, in case of a private grid. Typically, theckez-
communication channel); vous node will be located on a gateway, outside of any firewall

« performance requirements are low. and with a public IP address. The rendez-vous node manages

With these hypothesis, we conclude that for the bootstrapdirectory of nodes comprised in the current session. More
channel,static component stadk mandatory since no meta-precisely, it manages a table of node entries; each entry is
communication is possible for a dynamically assembleckstacomposed of a node ID (actually an UUID [12]), and the ID
This is no problem since a “one size fits all” approachf the leader or a reference to the connection if the node is a
is possible at the bootstrap channel level: we can guardsader. The rendez-vous node listens for incoming conoresti
tee security with an authenticated/encrypted commumicatifrom the internet on a fixed port number, using a secure (e.g.
method; we can bring the full connectivity througbuting SSL/TLS [3]) communication method.
done by the communication framework on top of the encrypt&lscovery phase —The initial reference of the rendez-vous
transport. The performance of such a systematically roaeld node is supplied to every node. When a process starts, it
encrypted communication system is likely to be suboptimahitializes its bootstrap connections. A standard noden{no
but it fulfills our requirements for a bootstrap channel. leader) sends its ID to its leader. A leader node connects to



Firewall Firewal These properties fulfill the requirements for a bootstram-co
Blocks all incoming connections munication channel.

] C. Meta-communication channel
} @ The goal of the meta-communication channel is to provide
//LeaderB the framework and the components with fast and secure
: connections from every node to every other node. The meta-
communication channel is based on dynamically assembled
protocol stacks. It has at its disposal the bootstrap cHanne
The meta-communication may use the straightforward ap-
proach introduced in section IlI-A: just after bootstrapen
Fig. 1. The bootstrap channel uses a relayed protocol thraugndez-vous all-to-all connegtlops for the- meta-communication chdnne
nocie..The route from node A2 to B2 goes through Al, rendezvmde (R), However’ opt|m|zat|ons.are highly W?lcome to overcomg two
and B1. main drawbacks: opening? connections at the same time
(n being the number of nodes) is likely to be a superfluous
overload on the bootstrap channel —the rendez-vous node is a
the rendez-vous node with the secure communication methbdttleneck—, and describing all the protocol stacks fomgve
using the supplied bootstrap initial reference; it senddit node to every other node is a tedious job.
and the list of IDs of the nodes in its cluster. The rendezsvollazy connections —To solve the problem of the bootstrap
node registers the IDs and the route to reach every knoeimannel flood, reduce startup time, and save on resources
node. Then, it broadcasts the ID of new nodes to every alreaglgsted by unneeded connections, the meta-communication
known leader, so as every node knows the list of currentthannel uses lazy connection establishment. All nodes of
running nodes. In case of a broken connection between arleaithe session are known as a result of the resource discovery
and the rendez-vous node, it unregisters the given leadker ahase, but it is not necessary to immediately open meta-
all the nodes of its cluster, and broadcasts the informationcommunication connections to every known node. Therefore,
the other leaders. it is lighter to open meta-communications connectiams
The communication method used between the rendez-velggnand on the first message sent to a given node on the
node and the leaders may be configured. For example, asmigta-communication channel.
optimization one may want not to use authentication at dllefault configuration schemes —The assembly patterns
on a private grid. However, all leaders and the rendez-voused for protocol stacks are configured by the user as a set of
node must use the same configuration for a given session. Thkes defining which assembly pattern to use to reach which
initial reference of the rendez-vous node is given simjlass node. This is very powerful and may be used to describe
a configuration parameter. It is not expected to change vehe protocol stacks for any topology supported by the com-
often. munication framework. However, the targeted topology are
Messaging on bootstrap channel —Once the bootstrap not random, thus one can want to optimize the configuration
channel is connected (i.e. the nodes are connected to th¥Rcess for commonly encountered network topologiessti al
leader, and the leaders connected to the rendez-vous nog@yes the user’s time by reducing the configuration comiglexi
the messages on the bootstrap channelarted as depicted  Basically, a configuration can be described as a default
on example shown in figure 1. Since the topology of theonfiguration strategy, and a list of exceptions. The defaul
bootstrap channel is a tree rooted in the rendez-vous nodenfiguration is a sensible default scheme, for exammben
the routing algorithm is straightforward. To send a messag#irect TCP connectionfom every node to every other node
a node sends it to its cluster leader. If the final recipiennis (typically for small single-site, firewall-less, multiudter con-
the same cluster, then the leader sends the message direltgyrations);use native intra-clustecommunication method
else it forwards it to the rendez-vous node. Following itéor intra-cluster, establish direct connections betwesmérs,
routing table, the rendez-vous node sends the message toah@ route messages (max.: 3 hops). It can save a long distance
appropriate cluster leader, which finally forwards the ragss round-trip if the rendez-vous node is far from both leadess;
to its final recipient. The properties of such a bootstrapolea bootstrap channebs meta-communication channel —a last
are; resort option, but works everywhere. These default configu-
rations are a basis upon which more advanced configurations
are built in adding rules describing only exceptions.

[

e ||
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Cluster A

Cluster B

N
'
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Rendez-vous node

« full connectivity, from every node to every other node;

« as secure as the chosen underlying transport layer;

« low performance, due to routing and the bottleneck in
the rendez-vous node. However, every route is no longer
than 4 hops; In this section, we describe our implementation of our

o Static protocol stack, does not require a metaneta-communication channel model in the PadicoTM [9]
communication channel. communication framework for grids.

IV. IMPLEMENTATION AND EVALUATION



A. The PadicoTM communication framework C. Meta-communication channels in PadicoTM

PadicoTM [9] is a component-based communication frame-In PadicoTM, the concept alusteris guided by Madeleine.
work for grids. PadicoTM is designed to be as flexible abhe rendez-vous node is a dedicated process that can teistart
possible. It supports a wide range of networks, from higlen any accessible host. Three schemes are available for the
performance networks to wide area networks. Moreover, séwotstrap channel:

eral middleware systems —MPI, various CORBA implemen- | 1o de7.vous node on an internet-visible host, connections
tations, Java RMI, SOAP implementations, HLA, ICE, DSM o |eaders to rendez-vous node through TLS over TCP.

systems, JXTA— have been ported on top of PadicoTM  1pjs closely follows the model described in section I1I-B.
thanks to its flexible personality layer that enables a sessnl | andez-vous node on the machine of the user who

integration of existing code. launches processes, connections from leaders to rendez-
PadicoTM is based on a three-layer approach [13]: the \4ys node through SSH tunnels. The advantage is that it

lowest layer does multiplexing and arbitration between-con  4ges not require an Internet-visible host and works even

current accesses to a given network, and between accesses;t some leaders have no access to the public Internet.

to different networks (e.g. TCP/Ethernet and Myrinet) oa th | (endez-vous node on some random machine, connections

same machine; the middle layer is the abstraction layegas through plain TCP. This avoids unnecessary TLS certifi-

on dynamically assembled components; the higher layer, or 5teg mangling when deploying on a private network.

ersonality layer, adapts the API to the expectations ofia .
P y'ay P P Ph ?otstrap connections from cluster nodes to cluster leader

cations. The meta-communication channel is needed onl 1% ) ) .
y e done through Madeleine. The implementation of the meta-

the abstraction layer, where the dynamic component asgemp o i . !
takes place 4 y P ¥ communication channel is quite straightforward followithg
' model described in section IlI-C.
B. Communication methods implemented )
. o . D. Evaluation
Various communication methods have been implemented in

PadicoTM. Each communication method is provided in its W& have evaluated our component-based approach of meta-
own component and may be freely used in any assembly gHmmunication channel on various grid configurations.
supplying communication to any middleware system (MPConnectivity analysis. We deployed PadicoTM on multiple
CORBA, etc.). The supported communication methods aresites of Grid’5000 [15] and some sites outside Grid’5000.
Plain TCP — This is the usual vanilla TCP connection, withGrid’5000 as a whole is a private network without routing
access to some configuration parameters such as window sigeiards the outside Internet (private IP address withouf)NA
Madeleine — We use the Madeleine [11] communicatiorexcept one gateway per site allowed to connect to the outside
library for access to high-performance networks in clsteMost sites outside Grid’5000 are themselves protected by
Supported networks are: Myrinet (through MX, GM or BIP)stateful firewalls.

SCI, Quadrics QsNet, VIA. In all cases, we were able to establish a bootstrap channel
Shmem —A shared memory communication component ofrom every node to every other node and thus reach a full
fers low-latency high-bandwidth inter-process commutiice. connectivity for the meta-communication channel and data
on SMP hosts. links. When there are nodes inside a private network without
TCP derivatives for WAN — A large set of communication NAT and nodes outside, there is no choice but to use proxies or
methods derived from TCP are implemented to overcome cdiSH tunnels for the bootstrap channel. This is made possible
nectivity and performance problems specific to WAN. Thedsy the fact that our bootstrap channel uses a configurable
methods areTCP splicing (aka simultaneous connect) for component assembly (even though isiatic for the bootstrap
crossing firewalls with no performance drape-way connec- channel). We should notice that getting even basic coruigcti
tion to always establish connections in the same direction, @@ such a topology is not possible for most communication
cross firewalls when only one side is firewalled; SOCKS [14fameworks, even component-based ones such as Netlbis [8].
proxy, connection througtsSH tunnetsparallel streamsto Security analysis. Both the bootstrap and the meta-
improve TCP performance, as implemented in GridFTP [4]communication channels are built as component stacks for
Data filters — Some data filters are proposed. These filtesghich the default is either TLS or a private intra-clustet-ne
may be composed atop any other communication method. ™erk. Our approach introduces no world-accessible unsecur
implemented filters in PadicoTM are: compression —LZOI[CP server, unless explicitly asked by a user willing to ¢rad
BZIP2, and AdOC [5] (adaptive ZIP)—, and Gnu TLS forsecurity against performance in a controlled environment.
authentication/encryption. Performance analysis. We have measured the quantita-
Last resort — A last resort communication method is protive impact of our approach for a component-based meta-
posed. It performs tunneling through the meta-commurdocaticommunication channel. The performance of the meta-
channel. The performance is likely to be low, but this soluti communication channel impacts the data connection eskabli
works in any case where a meta-communication channel iment. Table | shows typical connection establishment perfo
established. mance.



Latency | Establishment delay Establishment delay Establishment delay
(direct) (with basic (comp.-based
meta-comm. ch.) meta-comm. ch.)
Myrinet 10us 30us 400ms 50us
TCP/Ethernet| 100us 300us 400ms 500us
TCP/WAN 100 ms 300 ms 700ms 500 ms
TABLE |

TYPICAL LATENCY AND CONNECTION ESTABLISHMENT DELAY ON VARIOUS NETWORKS
(The presented figures aceders of magnitude

The connection establishment delay on a dynamibe connectivity problems. However, it does not solve all
component-based software with a basic meta-communicatigmmoblems caused by firewalls and introduce a performance
channel is bounded by the performance of the metpenalty because of relaying. GridMPI [18] is another imple-
communication channel. If the performance of the metaentation of MPI designed from scratch for grids. It solves
communication channel is poor, e.g. caused by relayisgme connectivity problems but supports only vendor-MPI
through a WAN, then connection establishment is slow evenddmmunications, plain TCP, and routing on top of these. None
the remote machine is theoretically reachable throughiyri of these MPI implementations is as flexible as PadicoTM with
In contrast, our proposed architecture (rightmost columdynamic protocol stack and brokered communication methods
gets performance results close to direct connection (delgplicing, reverse connections, etc.).
~ +60%). This is made possible by the use of an appropriate Globus XIO [6] is becoming de factostandard for commu-
communication method by the meta-communication chanmgtation on grids. Its main concept is the driver stack which
itself. We can see that our approach greatly reduces tkean assembly of building blocks very similar to software
connection establishment delay and makes the overheadcomponents. However, istaticdriver stack approach, with no
using a dynamically assembled protocol stack acceptable. meta-communication channel, defeats most of the purpose of

Regardingscalability, it should be noted that the rendezsoftware components in communication frameworks. In parti
vous node looks like a bottleneck. However, provided thfar, & server must know in advance the driver stack thatslie
no node uses thikast resortcommunication method for data,Wi” use, which limits the f|8XIbI|Ity of the communication
very little communication goes through the rendez-vousenodramework.
Moreover, only cluster leaders are connected to the rendezNetlbis [8] is another component-based communication
vous node. framework for grids. It features dynamically assembled-pro
In conclusion, our proposed architecture for a met%’_ml stacks and broke_red communication methods. Actually
communication channel enables connectivity in cases Whé oy advances in Netlbis are our own Work [19]. Our present
most communication frameworks cannot even get basic cd’KQrk transposes these concepis in PadicoTM and goes further
nectivity, and gets better performance than other met‘?ﬂth a tvv_o-s;ep bootstrap for bet.ter performance of the meta
communication-channel based approaches where it can c&r%mm“”'ca“o? channel and a_hlerarchlcal b(_)otstrap °“"?‘””e
pare, without compromising security. Fmally,_PrOJect JXTA [20] is an alfcernlatlve to solving
connectivity problems in WAN with application-level reiag
V. RELATED WORK building an overlay network. This is very similar to our

Many researchers are working on communication manad¥otstrap channel. However, JXTA is targeted towards peer-
ment for grids. Most of the works rely on the differencd0-peer and very volatile nodes rather than grid computing.
between intra-cluster high-performance communicatiod aMill presumably not be suitable for high-performance commu
inter-cluster TCP communication, but only a few actuallgsis nication [21].

a component-based architecture for a flexibility pushethéur
than the binary intra-/inter-cluster approach.

A widely used grid programming model is MPI. The most Applications are faced with connectivity and security prob
popular implementation for grids is MPICH-G2 [16], an MPlems in current grids. Moreover, the requirements conogrni
implementation over Globus. However, WAN communicationsommunications and the acceptable tradeoffs highly depend
methods in MPICH-G2 are rudimentary; it does not crosm the applications. A solution to reach the flexibility redjag
firewalls nor NAT. The only communication methods thatommunication on grids is the use of a component-based
MPICH-G2 is able to utilize are vendor-MPI for intra-clustecommunication framework. The users are then completely
communication and plain TCP for inter-cluster communicdree to configure and assemble the building block in the way
tion. PACX-MPI [17] is an implementation of MPI that hasthey want. However, we have seen that a truly flexible and
been designed from scratch for grids. For each site, PACynamic component-based communication framework needs
MPI uses a dedicated gateway node for relaying messagemeta-communication channel for its out-of-band commu-
across the WAN. This static configuration solves some afcations required by consistency and dynamic adaptabilit

VI. CONCLUSION AND FUTURE WORK



The meta-communication channel is useful for some “br@2] P. Leach, M. Mealling, and R. Salz, “A UUID URN Namespace
kered” communication methods, in particular those designe

to cross firewalls. The meta-communication channel haswoftﬁ

been the “weakest link” of component-based communication
frameworks: bottleneck for the performance, back-doomfro
the security point of view, and limiting connectivity to resl

reachable by plain TCP.

[14]

We proposed in this article an architecture for a meta-

communication channel that suffers from none of the aforgs;
mentioned limitations. It exhibits good properties regagd [16]

connectivity, security and performance. Thus, the gaingr-fl
ibility brought by software components may be fully expbait

without trading anything against flexibility. The proposad

chitecture has been successfully implemented in the Paiico
communication framework which is available [22] as open

source software.
The following steps in our work are in multiple directions:

[17]

[18]
[19]

The first direction is quite short term and consists in adding
support for more communication methods, and in particular

for the ubiquitous Globus Security Infrastructure (GSI3][2

The second direction consists in investigating precisaly t

scalability of our approach for thousands of nodes, and our , B
21] E. Halepovic and R. Deters, “JXTA performance study,JEEE Pacific

envisaged solution with dederation of rendez-vous nodes!

Finally, fault-tolerancewhich was not taken very much into

account in our present study, will be investigated for vargé
scale experiments.
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(2]

(3]
(4]

(5]

(6]
(7]

(8]

El

[10]

[11]

REFERENCES

Y. Rekhter, B. Moskowitz, D. Karrenberg, G. J. de GroaidéE. Lear,
“Address Allocation for Private Internets,” IETF,” Requésr comments
1918, Feb. 1996, http://www.ietf.org/rfc/rfc1918.txt.

K. Egevang and P. Francis, “The IP Network Address Tratos|(NAT),”
IETF,” Request for comments 1631, May 1994, http://www.aet/rfc/
rfc1631.txt.

T. Dierks and C. Allen, “The TLS Protocol Version 1.0,"TE,” Request
for comments 2246, Jan. 1999, http://www.ietf.org/ric2246.txt.

W. Allcock, J. Bester, J. Bresnahan, A. Chervenak, L. inigyp S. Meder,
and S. Tuecke, “GridFTP Protocol Specification,” GGF GriéRNork-
ing Group Document, 2002.

E. Jeannot, B. Knutsson, and M. Bjorkman, “Adaptive @aliData
Compression,” inl1th International Symposium on High-Performance
Distributed Computing (HPDC11) Edinburgh, Scotland: IEEE Com-
puter Society, July 2002, pp. 379-388.

J. Bresnahan, “The eXtensible Input Output library féve tGlobus
Toolkit (tm),” http://www-unix.globus.org/developeitf.

N. C. Hutchinson and L. L. Peterson, “The x-kernel: An tatecture
for implementing network protocols|EEE Transactions on Software
Engineering vol. 17, no. 1, pp. 64-76, 1991.

0. Aumage, R. Hofman, and H. Bal, “Netibis: An efficientdadynamic
communication system for heterogeneous gridsPiac. of the Cluster
Computing and Grid 2005 Conference (CCGrid 2Q05Cardiff, UK:
ACM/IEEE, May 2005, 8 pages.

A. Denis, C. Pérez, and T. Priol, “PadicoTM: An open intgipn
framework for communication middleware and runtimes;uture
Generation Computer Systemsol. 19, no. 4, pp. 575-585, May
2003. [Online]. Available: http://www.irisa.fr/parisiBlio/Papers/Denis/
DenPerPri03FGCS.pdf

J. Postel, “Transmission Control Protocol,” IETF,” dReest for com-
ments 793, Sept. 1981, http://www.ietf.org/rfc/rfcO788.

O. Aumage, L. Bougé, A. Denis, L. Eyraud, J.-F. Méhaut,M&rcier,
R. Namyst, and L. Prylli, “A portable and efficient commurioa
library for high-performance cluster computingCluster Computing
vol. 5, no. 1, pp. 43-54, January 2002.

[20]

[22]
[23] I. Foster, C. Kesselman, G. Tsudik, and S. Tuecke, “Ausgc archi-

3]

IETF,” Internet-Draft, Dec. 2004, http://www.ietf.orgternet-drafts/
draft-mealling-uuid-urn-05.txt.

A. Denis, C. Pérez, and T. Priol, “Network communicasoin grid
computing: At a crossroads between parallel and distributerlds,”
in 18th International Parallel and Distributed Processingngyosium
(IPDPS2004) Santa Fe, New Mexico: IEEE Computer Society, Apr.
2004, p. 95a.

M. Leech, M. Ganis, Y. Lee, R. Kuris, D. Koblas, and L. 8sn“SOCKS
Protocol Version 5, IETF,” Request for comments 1928, MES96,
http://www.ietf.org/rfc/rfc1928.txt.

“The grid’5000 project,” http://mww.grid5000.fr/.

N. Karonis, B. Toonen, and |. Foster, “MPICH-G2: A gmrdabled
implementation of the message passing interfadevirnal of Parallel
and Distributed Computing (JPDCYol. 63, no. 5, pp. 551-563, May
2003.

E. Gabriel, M. Resch, and R. Rihle, “Implementing MPittwiOpti-
mized Algorithms for Metacomputing,” ilMessage Passing Interface
Developers and Users Conference (MPID@Ylanta, Mar. 1999, pp.
31-41.

“GridMPI,” http://www.gridmpi.org/.

A. Denis, O. Aumage, R. Hofman, K. Verstoep, T. Kielmarand
H. Bal, “Wide-area communication for grids: An integratemlusion to
connectivity, performance and security problems,Piroc. of the Thir-
teenth IEEE International Symposium on High-Performancstrbuted
Computing (HPDC’13) Honolulu, Hawaii: IEEE, June 2004.

L. Gong, “Project JXTA: A technology overview,” Sun Misystems,
Palo Alto, USA, Tech. Rep., Oct. 2002, http://www.jxtafumgject/
www/docs/TechOverview.pdf.

Rim Conference on Communications, Computers and SignakBsing
Victoria, B.C., Canada: IEEE Computer Society, Aug. 2003.
“The PadicoTM web site,” http://runtime.futurs.iarfr/PadicoTM/.

tecture for computational grids,” iBsth ACM Conference on Computer
and Communications Security Conferent698, pp. 83-92.



