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Abstrat: We present basi notions of Gold's learnability in the limit paradigm, �rst pre-sented in 1967, a formalization of the ognitive proess by whih a native speaker gets tograsp the underlying grammar of his/her own native language by being exposed to wellformed sentenes generated by that grammar. Then we present Lambek grammars, a for-malism issued from ategorial grammars whih, although not as expressive as needed fora full formalization of natural languages, is partiularly suited to easily implement a nat-ural interfae between syntax and semantis. In hte last part of this work, we present alearnability result for Rigid Lambek grammars from strutured examples.Key-words: Formal Learning Theory, mahine learning, Lambek alulus, omputationallinguistis, formal grammars



Une étude sur l'apprenabilitédes Grammaires de Lambek RigidesRésumé : On présente les notions basiques du paradigme d'apprenabilité à la limite pourune lasse de grammaires formelles de�ni par Gold en 1967, omme possible formalisationdu proessus ognitif qui permet l'apprentissage d'une langue naturelle à partir d'exemplesd'énonés bien formés. Ensuite, nous presentons les grammaires de Lambek, un formalismeissu des grammaires atégorielles que, bien que enore insu�sant à rendre ompte de nombrede phenomenes linguistiques, a des qualités intéréssantes par rapport à l'interfae syntaxe-sémantique. En�n, nous présentons un résultat d'apprenabilité pour les grammaires deLambek Rigides dans le modèle d'apprentissage de Gold à partir d'exemples struturés.Mots-lés : Théorie formelle de l'apprentissage, apprentissage automatique, alul deLambek, linguistique omputationnelle, grammaires formelles



Learnability for Rigid Lambek Grammars 31 IntrodutionHow omes it that human beings, whose ontats with the world are brief andpersonal and limited, are nevertheless able to know as muh as they do know?Sir Bertrand Russell (itato da Noam Chomsky in [Cho75℄).Formal Learning Theory was �rst de�ned in an artile by E. M. Gold in 1967 (see [Gol67℄)as a �rst e�ort to provide a rigurous formalization of grammatial inferene, that is theproess by whih a learner, presented with a ertain given subset of well-formed sentenes ofa given language, gets to infer the grammar that generates it. The typial example of suha proess is given by a hild whi gets to master, in a ompletely spontaneous way and onthe basis of the relatively small amount of information provided by sentenes uttered in itsultural environment, the higly omplex and subtle rules of her mother tongue, to the pointthat she an utter orret and original sentenes before her third year of life. In [OWdJM97℄suh a formal framework is used in the broder ontext of the mathematial formalization ofany kind of indutive reasoning. In this ase the learner is �the sientist� who, on the basisof �nite amount of empirial evidenes provided by natural phenomena, formulates sienti�hypotheses would ould intensionally aunt for them.After an initial skeptiism about the grammars that ould be atually learnt in Gold'sparadigm (a skeptiism shared and in a way enouraged by Gold himself, who proves the non-learnability in its model of the four lasses of grammars of Chomsky's hierarhy), reentlythere has been a renewal of interest toward this omputational model of learning. One ofthe most reent results is Shinohara's (see [Shi90℄), who proves that as soon as we boundthe number of rules in a ontext-sensitive grammar, it beomes learnable in Gold's paradigm.Lambek Grammars have reently known a renewed interest as a mathematial tool forthe desription of ertain linguistis phenomena, after having being long negleted aftertheir �rst de�nition in [Lam58℄. Van Benthem was among the �rst who stressed the singu-lar orrespondene between Montague Semantis (see [Mon97℄) and the notion of strutureassoiated to a sentene of a Lambek grammar. In partiular, a reent work by Hans-JorgTiede (see [Tie99℄) has made learer the notion of struture of a sentene in a Lambek gram-mar, in ontrast with a previsous de�nition given by Buszkowski (see [Bus86℄). In doingso, he gets to prove a meaningful result about Lambek Grammars, that is that the lass oftree languages generated by Lambek grammars stritly ontains the lass of tree languagesgenerated by ontext-free grammars.Setion 2 introdues the basi notions of Learning Theory by Gold and provides a shortreview of most important known fat and results about it. Setion 3 is a short introdutionfo Lambek Grammars: we give their de�nition and we present the features whih make themattrative from a omputational linguistis point of view. Setion 4 brie�y presents the lassof rigid Lambek Grammars, whih is the objet of our lerning algorithm, along with somebasi properties and open questions. In Setion 5 we present a learning algorithm for rigidRR n° 5964



4 BonatoLambek grammars from a strutured input: the algorithm takes as its input a �nite set ofwhat has been de�ned in hapter 3 as proof tree strutures. It is proved onvergene for thealgorithm and so the lernability for the lass of rigid Lambek grammars.

INRIA



Learnability for Rigid Lambek Grammars 52 Grammatial Inferene2.1 Child's First Language AquisitionOne of the most hallenging goals for modern ognitive sienes is providing a sound theoryaounting for the proess by whih any human being gets to master the highly omplexand artiulated grammatial struture of her mother tongue in a relatively small amount oftime. Between the age of 3 and 5 we witness in hildren a linguisti explosion, at the endof whih we an say that the hild masters all the grammatial rules of her mother tongue,and subsequent learning is not but lexion aquisition. Moreover, ognitive psyhologistsagree (see [OGL95℄) in stating that the learning proess is almost ompletely based onpositive evidene provided by the ultural environment wherein the hild is grown up: thatis, orret statements belonging to her mother tongue. Negative evidene (any informationor feedbak given to the hild to identify not-well-formed sentenes), is almost ompletelyabsent and, in any ase, doesn't seem to play any signi�ant role in the proess of learning(see [Pin94℄). Simply stated, the hild aquires a language due to the exposition to orretsentenes oming from her linguisti environment and not to the negative feedbak she getswhen she utters a wrong sentene.Providing a formal framework wherein to insribe suh an astounding ability to extrathighly artiulated knowledge (i.e. the grammar of a human language) from a relatively smallamount of �raw� data (i.e. the statements of the language the hild is exposed to duringher early hildhood) was one of the major fores that led to the the de�nition of a formallearning theory as the one we are going to desribe in the following setions.2.2 Gold's ModelThe proess of a hild's �rst language aquisition an be seen as an instane of the moregeneral problem of grammatial inferene. In partiular we will restrit our attention tothe proess of inferene from positive data only. Simply stated, it's the proess by whih alearner an aquire the whole grammatial struture of a formal language on the basis ofwell-formed sentenes belonging to the target language.In 1967 Gold de�ned (see [Gol67℄) the formal model for the proess of grammatialinferene from positive data that will be adopted in the present work. In Gold's model,grammatial inferene is oneived as an in�nite proess during whih a learner is presentedwith an in�nite stream of sentenes s0, s1, . . . , sn . . ., belonging to language whih has to belearnt, one sentene at a time. Eah time the learner is presented with a new sentene si,she formulates a new hypothesis Gi on the nature of the underlying grammar that ouldgenerate the language the sentenes she has seen so far belong to: sine she is exposed toan in�nite number of sentenes, she will onjeture an in�nite number of (not neessarilydi�erent) grammars G0, G1, . . . , Gn . . ..
RR n° 5964



6 Bonato
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GTwo basi assumptions are made about the stream of sentenes she is presented with:(i) only grammatial sentenes (i.e. belonging to the target language) appear in the stream,oherently with our ommitment to the proess of grammar indution from positive dataonly; (ii) every possible sentene of the language must appear in the stream (whih must betherefore an enumeration of the elements of the language).The learning proess is onsidered suessful when, from a given point onward, the gram-mar onjetured by the learner doesn't hange anymore and it oinides with the grammarthat atually generates the target language. It is important to stress the fat that onean never know at any �nite stage whether the learning has been suessful or not due tothe in�nite nature of the learning proess itself: at eah �nite stage, no one an preditwhether next sentene will hange or not the urrent hypothesis. The goal of the theorylies in devising a suessful strategy for making guesses, that is, one whih an be proved toonverge to the orret grammar after a �nite (but unknown) amount of time (or positiveevidene, whih is the same in our model). Gold alled this riterion of suessful learningidenti�ation in the limit.Aording to this riterion, a lass of grammars is said to be learnable when, for anylanguage generated by a grammar belonging to the lass, and for any enumeration of itssentenes, there is a learner that suessfully identi�es the orret grammar that generatesthe language. A good deal of urrent researh on formal learning theory is devoted toidentifying non-trivial lasses of languages whih are learnable in Gold's model or usefulriterions to dedue (un)learnability for a lass of languages on the basis of some struturalproperty of the language.As it will be made lear in the following setions, aepting this riterion for suessfullearning means that we are not interested in when the learning has taken plae: in fat there'sno e�etive way to deide if it has or not at any �nite stage. Our aim is to devise e�etiveproedures suh that, if applied to the in�nite input stream of sentenes, are guaranteed toonverge to the grammar we are looking for, if it exists.3 Basi NotionsWe present here a short review of (Formal) Learning Theory as desribed in [Kan98℄, whenewe take the prinipal de�nitions and notation onventions.
INRIA



Learnability for Rigid Lambek Grammars 73.1 Grammar SystemsThe �st step in the formalization of the learning proess is the formal de�nition of boththe �ultural environment� wherein this proess takes plae and the �positive evidenes� thelearner is exposed to. To do this, we introdue the notion of grammar system.De�nition 3.1 (Grammar System) A grammar system is a triple 〈Ω,S,L〉, where� Ω is a ertain reursive set of �nitary objets on whih mehanial omputations anbe arried out;� S is a ertain reursive subset of Σ∗, where Σ is a given �nite alphabet;� L is a funtion that maps elements of Ω to subsets of S, i.e. L : Ω → ℘(S).We an think of Ω as the �hypothesis spae�, whene the learner takes her grammatialonjetures, aording to the positive examples she has been exposed to up to a ertain �nitestage of the learning proess. Elements of Ω are alled grammars.Positive examples presented to the learner belong to the set S (often we simply have
S = Σ∗); its elements are alled sentenes, while its subsets are alled languages. As it willbe made lear in the following setions, the nature of elements in S strongly in�uenes theproess of learning: intuitively, we an guess that the more information they bear, the easierthe learning proess is, if it is possible at all.The funtion L maps eah grammar G belonging to Ω into a subset of S whih is desig-nated as the language generated by G. That's why we often refer to L as the naming funtion.The question of whether s ∈ L(G) holds between any s ∈ S and G ∈ Ω is addressed to asthe universal membership problem.Example 3.2 Let Σ be any �nite alphabet and let DFA be the set of deterministi �niteautomata whose input alphabet is Σ. For every M ∈ DFA, let L(M) be the set of stringsover Σ aepted by M . Then 〈DFA,Σ∗,L〉 is a grammar system.Example 3.3 Let Σ be any �nite alphabet and let RegExpr be the set of regular expressionsover Σ. For every r ∈ RegExpr, let L(r) be the regular language represented by r. Then
〈RegExpr,Σ∗,L〉 is a grammar system.Example 3.4 (Angluin, 1980) Let Σ any �nite alphabet, and let V ar be a ountably in-�nite set of variables, disjoint from Σ. A pattern over Σ is any element of (Σ ∪ V ar)+: let
Pat be the set of patterns over Σ. For every p ∈ Pat, let L(p) be the set of strings thatan be obtained from p by uniformly replaing eah variable x ourring in p by some string
w ∈ Σ+. The triple 〈Pat,Σ+,L〉 is a grammar system.
RR n° 5964
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Figure 1: Grammatial Inferene3.2 Learning Funtions, Convergene, LearnabilityOne formally de�ned both the set of possible �guesses� the learner an make and the setof the positive examples she is exposed to, we need a formal notion for the mehanism bywhih the learner formulates hypotheses, on the basis �nite sets of well-formed sentenes ofa given language, about the grammar that generates them.De�nition 3.5 (Learning Funtion) Let 〈Ω,S,L〉 be a grammar system. A learningfuntion is a partial funtion that maps �nite sets of sentenes to grammars,
ϕ :

⋃

k≥1

Sk ⇀ Ωwhere Sk denotes the set of k-ary sequenes of sentenes.A learning funtion an be seen as a formal model of the ognitive proess by whih a learneronjetures that a given �nite set of sentenes belongs to the language generated by a ertaingrammar. Sine it's partial, possibly the learner annot infer any grammar from the streamof sentenes she has seen so far.Aording to the informal model outlined in setion 2.2, in a suessful learning proess,we require the guesses made by the learner to remain the same from a ertain point onwardin the in�nite proess of learning. That is to say, there must be a �nite stage (even if weINRIA



Learnability for Rigid Lambek Grammars 9don't know whih one) after whih the grammar inferred on the basis of all the positiveexamples the learner has seen so far is always the same. This informal idea an be madepreise by introduing the notion of onvergene for a learning funtion:De�nition 3.6 (Convergene) Let 〈Ω,S,L〉 be a grammar system, ϕ a learning funtion,
〈si〉i∈N = 〈s0, s1, . . .〉an in�nite sequene of sentenes belonging to S, and let
Gi = ϕ(〈s0, . . . , si〉)for any i ∈ N suh that ϕ is de�ned on the �nite sequene 〈s0, . . . , si〉. ϕ is said to onvergeto G on 〈si〉i∈N if there exists n ∈ N suh that, for eah i ≥ n, Gi is de�ned and Gi = G(equivalently, if Gi = G for all but �nitely many i ∈ N).As we've already pointed out, one an never say exatly if and when onvergene of alearning funtion to a ertain grammar has taken plae: this is due to the in�nite nature ofthe proess by whih a learner gets to learn a given language in Gold's model. At any �nitestage of the learning proess there's no way to know whether the next sentene the learnerwill see auses the urrent hypothesis to hange or not.We will say that a lass of grammars is learnable when for eah language generatedby its grammars there exists a learning funtion whih onverges to the orret underlyinggrammar on the basis of any enumeration of the sentenes of the language. Formally:De�nition 3.7 (Learning G) Let 〈Ω,S,L〉 be a grammar system, and G ⊆ Ω a given setof grammars. The learning funtion ϕ is said to learn G if the following ondition holds:� for every language L ∈ L(G) = {L(G) | G ∈ G},� and for every in�nite sequene 〈si〉i∈N that enumerates L (i.e., {si | i ∈ N} = L)there exists a G ∈ G suh that L(G) = L, suh that ϕ onverges to G on 〈si〉i∈N.So we will say that a given learning funtion onverges to a single grammar, but that itlearns a lass of grammars. The learning for a single grammar, indeed, ould be triviallyimplemented by a learning funtion that, for any given sequene of sentenes as input, alwaysreturns that grammar.De�nition 3.8 (Learnability of a Class of Grammars) A lass G of grammars is alledlearnable if and only if there exists a learning funtion that learns G. It is alled e�etivelylearnable if and only if there is a omputable learning funtion that learns G.Obviously e�etive learnability implies learnability.

RR n° 5964



10 BonatoExample 3.9 Let 〈Ω,S,L〉 be any grammar system and let G = {G0, G1, G2} ⊆ Ω andsuppose there are elements w1, w2 ∈ S suh that w1 ∈ L(G1) − L(G0) and w2 ∈ L(G2) −
(L(G1) ∪ L(G0)). Then it's easy to verify that the following learning funtion learns G:

ϕ(〈s0, . . . , si〉) =







G2 if w2 ∈ {s0, . . . , si},
G1 if w1 ∈ {s0, . . . , si} and w2 6∈ {s0, . . . , si},
G0 otherwise.Example 3.10 Let's onsider the grammar system 〈CFG,Σ∗,L〉 of ontext-free grammarsover the alphabet Σ. Let G be the sublass of CFG onsisting of grammars whose rules areall of the form

S → w,where w ∈ Σ∗. We an easily see that L(G) is exatly the lass of �nite languages over Σ.Let's de�ne the learning funtion ϕ as
ϕ(〈s0, . . . , si〉) = 〈Σ, {S}, S, P 〉,where
P = {S → s0, . . . , S → si}.Then ϕ learns G.3.3 Strutural Conditions for (Un)LearnabilityOne of the �rst important results in learnability theory presented in [Gol67℄ was a su�ientondition to dedue the unlearnability of a lass G of grammars on the basis of some formalproperties of the lass of languages L = L(G) (see theorem 3.14). We present here somestrutural onditions su�ient to dedue (un)learnability for a lass of grammars. Suhresults are useful to get a deeper understanding to the general problem of learnability for alass of grammars.3.3.1 Existene of a Limit PointLet's de�ne the notion of limit point for a lass of languages:De�nition 3.11 (Limit Point) A lass L of languages has a limit point if there exists anin�nite sequene 〈Ln〉n∈N of languages in L suh that
L0 ⊂ L1 ⊂ · · · ⊂ Ln ⊂ · · ·and there exists another language L ∈ L suh that

L =
⋃

n∈N

LnThe language L is alled limit point of L.
INRIA



Learnability for Rigid Lambek Grammars 11
L0 L1 L2 Ln

L

Figure 2: A limit point for a lass of languages.Lemma 3.12 (Blum and Blum's loking sequene lemma, 1975)Suppose that a learning funtion ϕ onverges on every in�nite sequene that enumerates alanguage L. Then there is a �nite sequene 〈w0, . . . , wl〉 (alled a loking sequene for ϕand L) with the following properties:(i) {w0, . . . , wl} ⊆ L,(ii) for every �nite sequene 〈v0, . . . , vm〉, if {v0, . . . , vm} ⊆ L, then ϕ(〈w0, . . . , wl〉) =
ϕ(〈w0, . . . , wl, v0, . . . , vm〉).Intuitively enough, the previous lemma (see [BB75℄) states that if a learning funtion on-verges, then there must exist a �nite subsequene of input sentenes that �loks� the guessmade by the learner on the grammar the learning funtion onverges to: that is to say,the learning funtion returns always the same grammar for any input stream of sentenesontaining that �nite sequene.The loking sequene lemma proves one of the �rst unlearnability riterions in Gold'slearnability framework:Theorem 3.13 If L(G) has a limit point, then G is not learnable.An easy onsequene of the previous theorem is the followingTheorem 3.14 (Gold, 1967) For any grammar system, a lass G of grammars is notlearnable if L(G) ontains all �nite languages and at least one in�nite language.Proof sketh. Let L1 ⊂ L2 ⊂ . . . be a sequene of �nite languages and let L∞ =

⋃∞
i=1 Li.Suppose there were a learning funtion ϕ that learns the lass {L | L is �nite}∪{L∞}. Then

ϕ must identify any �nite language in a �nite amount of time. But then we an build anin�nite sequene of sentenes that fores ϕ to make an in�nite number of mistakes: we �rstpresent ϕ with enough examples from L1 to make it guess L1; then with enough examplesfrom L2 to make it guess L2, and so on. Note that all our examples belong to L∞.RR n° 5964



12 Bonato3.3.2 (In)Finite ElastiityAs we've seen in the previous setion, the existene of a limit point for a lass of languagesimplies the existene of an �in�nite asending hain� of languages like the one desribed bythe following, weaker ondition:De�nition 3.15 (In�nite Elastiity) A lass L of languages is said to have in�nite elas-tiity if there exists an in�nite sequene 〈sn〉n∈N of sentenes and an in�nite sequene
〈Ln〉n∈N of languages suh that for every n ∈ N,

sn /∈ Ln,and
{s0, . . . , sn} ⊆ Ln+1.The following de�nition, although trivial, identi�es an extremely useful riterion to deduelearnability for a lass of grammars:De�nition 3.16 (Finite Elastiity) A lass L of languages is said to have �nite elastiityif it doesn't have in�nite elastiity.Dana Angluin proposed in [Ang80℄ a haraterization of the notion of learnability ina �restritive setting� whih is of paramount importane in formal learning theory. Suhrestritions are about the membership problem and the reursive enumerability for the lassof grammars whose learnability is at issue. Let 〈Ω,S,L〉 be a grammar system and G ⊆ Ωa lass of grammars, let's de�ne:Condition 3.17 There is an algorithm that, given s ∈ S and G ∈ G, determines whether

s ∈ L(G).Condition 3.18 G is a reursively enumerable lass of grammars.Condition 3.17 is usually referred to as deidability for the universal membership problem,and ondition 3.18 as the reursive enumerability ondition. Suh restritions are not unusualin onrete situations where learnability is at issue, so they don't signi�antly a�et theusefulness of the following haraterization of the notion learnability under suh restritiveonditions.Theorem 3.19 (Angluin 1980) Let 〈Ω,S,L〉 be a grammar system for whih both on-ditions 3.17 and 3.18 hold, and let G be a reursively enumerable subset of Ω. Then G islearnable if and only if there exists a omputable partial funtion ψ : Ω × N ⇀ S suh that:(i) for all n ∈ N, ψ(G,n) is de�ned if and only if G ∈ G and L(G) 6= ∅;(ii) for all G ∈ G, TG = {ψ(G,n) | n ∈ N} is a �nite subset of L(G);(iii) for all G,G′ ∈ G, if TG ⊆ L(G′), then L(G′) 6⊂ L(G). INRIA



Learnability for Rigid Lambek Grammars 13Note: From this point onward, unless otherwise stated, we will restrit our attention tolasses of grammars that ful�ll both ondition 3.17 and ondition 3.18.Angluin's theorem introdues the notion of TG as the tell-tale set for a given language.Learnability in the restrited environment is haraterized by the existene of a mehanism(the funtion ψ) to enumerate all the sentenes belonging to suh a �nite subset of the targetlanguage. Even more, a tell-tale set for a given grammar G is suh that if it is inluded inthe language generated by another grammar G′, then� either L(G) is inluded in L(G′),� or L(G′) ontains other sentenes as well as those belonging to L(G).Otherwise stated, it is never the ase that TG ⊆ L(G′) ⊆ L(G). The point of the tell-talesubset is that one the strings of that subset have appeared among the sample strings, weneed not fear overgeneralization in guessing a grammar G. This is beause the true answer,even if it is not L(G), annot be a proper subset of L(G). This means that a learner whohas seen only the sentenes belonging to the tell-tale set for a given grammar G, is justi�edin onjeturing G as the underlying grammar, sine doing so never results in overshootingor inonsisteny.
L( )G

TG
L( )G´

L( ´´)GFigure 3: A tell-tale set for L(G).As a onsequene of Angluin's theorem, Wright proved in [Wri89℄ the followingTheorem 3.20 (Wright, 1989) Let 〈Ω,S,L〉 and G be as in theorem 3.19. If L(G) has�nite elastiity, then G is learnable.In suh a restrited framework, therefore, the task of proving learnability for a ertain lassof grammars an be redued to the usually simpler task of proving its �nite elastiity.RR n° 5964



14 BonatoDue to Wright's theorem we an establish the following useful impliations
L(G) has �nite elastiity †

⇒ G is learnable
L(G) has a limit point ⇒ G is unlearnable

G is unlearnable †
⇒ L(G) has in�nite elastiityThe impliations indiated by †

⇒ depend on the deidability of universal membership andreursive enumerability of the lass of grammars at issue, as de�ned in onditions 3.17 and3.18.3.3.3 Kanazawa's TheoremThe following theorem (see [Kan98℄), whih is a generalization of a previous theorem byWright, provides a su�ient ondition for a lass of grammars to have �nite elastiity, andtherefore to be learnable. A relation R ⊆ Σ∗ × Υ∗ is said to be �nite-valued if and only iffor every s ∈ Σ∗, the set {u ∈ Υ∗ | sRu} is �nite.Theorem 3.21 Let M be a lass of languages over Υ that has �nite elastiity, and let
R ⊆ Σ∗ × Υ∗ be a �nite-valued relation. Then L = {R−1[M ] | M ∈ M} also has �niteelastiity.This theorem is a powerful tool to prove �nite elastiity (and therefore learnability) forlasses of grammars. One we prove the �nite elastiity for a ertain lass of grammarsin the �straight� way, we an get a proof for �nite elastiity of other lasses of grammars,due to the relatively loose requirements of the theorem. All we have to do is to devise a�smart� �nite-valued relation between the �rst lass and a new lass of grammars suh thatthe anti-image of the latter under this relation is the lass for whih we want to prove �niteelastiity.
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Figure 4: Kanazawa's theorem.
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Learnability for Rigid Lambek Grammars 153.4 Constraints on Learning FuntionsIn the de�nition of learnability nothing is said about the behaviour of learning funtionsapart from onvergene to a orret grammar. Further onstraints an be imposed: one anhoose a ertain learning strategy. Intuitively, a strategy refers to a poliy, or preferene,for hoosing hypotheses. Formally, a strategy an be analyzed as merely piking a subset ofpossible learning funtions. Strategies an be grouped by numerous properties. We hooseto group them by restritiveness, de�ned as follows:De�nition 3.22 (Restritiveness) If a strategy onstrains the lass of learnable languagesit is said to be restritive.For example, strategies are grouped as omputational onstraints (omputability, timeomplexity), onstraints on potential onjetures (onsisteny), onstraints on the relationbetween onjetures (onservatism), et. Sine the lasses we will be disussing are all lassesof reursive languages, �restritive� will be taken to mean �restritive for lasses of reursivelanguages�.3.4.1 Non-restritive ConstraintsThe proof of theorem 3.19 implies that in a grammar system where universal membershipis deidable, a reursively enumerable lass of grammars is learnable if and only if there is aomputable learning funtion that learns it order-independently, prudently, and is responsiveand onsistent on this lass.De�nition 3.23 (Order-independent Learning) A learning funtion ϕ learns G order-independently if for all L ∈ L(G), there exists G ∈ G suh that L(G) = L and for all in�nitesequenes 〈si〉i∈N that enumerate L, ϕ onverges on 〈si〉i∈N to G.Intuitively this seems a reasonable strategy. There does not seem to be an a priori reasonwhy either the order of presentation should in�uene the �nal hoie of hypothesis. On theother hand, it has already been proved (see [JORS99℄) that in any grammar system, a lassof grammars is learnable if and only if there is a omputable learning funtion that learnsit order-independently.De�nition 3.24 (Exat Learning) A learning funtion ϕ learns G exatly if for all G′suh that ϕ learns G′, L(G′) ⊆ L(G).In other words, the learning funtion will not hypothesize grammars that are outside itslass. This is not really a onstraint on learning funtions, but on the relation between alass of languages and a learning funtion. For every learning funtion there exists a lassthat it learns exatly. The reason for this onstraint is the idea that hildren only learnlanguages that have at least a ertain minimal expressiveness. If we want to model languagelearning, we want learning funtions to learn a hosen lass exatly. There seems to beempirial support for this idea. Some of it omes from studies of hildren raised in pidgindialets, some from studies of sensory deprived hildren (see [Pin94℄).RR n° 5964



16 BonatoDe�nition 3.25 (Prudent Learning) A learning funtion ϕ learns G prudently if ϕ learns
G and range(ϕ) ⊆ G.Note that prudent learning implies exat learning. This redues to the ondition that alearning funtion should only produe a hypothesis if the learning funtion an bak up itshypotheses, i.e. if the hypothesis is on�rmed by the input, the learning funtion is able toidentify the language.De�nition 3.26 (Responsive Learning) A learning funtion ϕ is responsive on G if forany L ∈ L(G) and for any �nite sequene 〈s0, . . . , si〉 of elements of L ({〈s0, . . . , si〉} ⊆ L),
ϕ(〈s0, . . . , si〉) is de�ned.This onstraint an be regarded as the omplement of prudent learning: if all sentenesfound in the input are in a language in the lass of languages learned, the learning funtionshould always produe a hypothesis.De�nition 3.27 (Consistent Learning) A learning funtion ϕ is onsistent on G if forany L ∈ L(G) and for any �nite sequene 〈s0, . . . , si〉 of elements of L, either ϕ(〈s0, . . . , si〉)is unde�ned or {s0, . . . , si} ⊆ L(ϕ(〈s0, . . . , si〉)).The idea behind this onstraint is that all the data given should be explained by the hosenhypothesis. It should be self-evident that this is a desirable property. Indeed, one wouldalmost expet it to be part of the de�nition of learning. However, learning funtions thatare not onsistent are not neessarily trivial. If, for example, the input is noisy, it would notbe unreasonable for a learning funtion to ignore ertain data beause it onsiders them asunreliable. Also, it is a well known fat that hildren do not learn languages onsistently.3.4.2 Restritive ConstraintsDe�nition 3.28 (Set-Drivenness) A learning funtion ϕ learns G set-driven if ϕ(〈s0, . . . , si〉)is determined by {s0, . . . , si} or, more preisely, if the following holds: whenever {s0, . . . , si} =
{u0, . . . , uj}, ϕ(〈s0, . . . , si〉) is de�ned if and only if ϕ(〈u0, . . . , uj〉) is de�ned, and if theyare de�ned, they are equal.It is easy to see that set-drivenness implies order-independene. Set-driven learning ould bevery loosely desribed as order-independent learning with the addition of ignoring �doubles�in the input. It is obvious that this is a nie property for a learning funtion to have:one would not expet the hoie of hypothesis to be in�uened by repeated presentation ofthe same data. The assumption here is that the order of presentation and the number ofrepetitions are essentially arbitrary, i.e. they arry no information that is of any use to thelearning funtion. One an devise situations where this is not the ase.De�nition 3.29 (Conservative Learning) A learning funtion ϕ is onservative if forany �nite sequene 〈s0, . . . , si〉 of sentenes and for any sentene si+1, whenever ϕ(〈s0, . . . , si〉)is de�ned and si+1 ∈ L(ϕ(〈s0, . . . , si〉)), ϕ(〈s0, . . . , si, si+1〉) is also de�ned and ϕ(〈s0, . . . , si〉) =
ϕ(〈s0, . . . , si, si+1〉). INRIA



Learnability for Rigid Lambek Grammars 17At �rst glane onservatism may seem a desirable property. Why hange your hypothesisif there is no diret need for it? One ould imagine ases, however, where it would notbe unreasonable for a learning funtion to hange its mind, even though the new data �tsin the urrent hypothesis. Suh a funtion ould for example make reasonable but �wild�guesses whih it ould later retrat. The funtion ould �note� after a while that the inputsover only a proper subset of its onjetured language. While suh behaviour will sometimesresult in temporarily overshooting, suh a funtion ould still be guaranteed to onverge tothe orret hypothesis in the limit.It is a ommon assumption in ognitive siene that human ognitive proesses an besimulated by omputer. This would lead one to believe that hildren's learning funtionsare omputable. The orresponding strategy is the set of all partial and total reursivefuntions. Sine this is only a subset of all possible funtions, the omputability strategy isa non trivial hypothesis, but not neessarily a restritive one.The omputability onstraint interats with onsisteny (see [Ful88℄):Proposition 3.30 There is a olletion of languages that is identi�able by a omputablelearning funtion but by no onsistent, omputable learning funtion.The omputability onstraint also interats with onservative learning (see [Ang80℄):Proposition 3.31 (Angluin, 1980) There is a olletion of languages that is identi�ableby a omputable learning funtion but by no onservative, omputable learning funtion.De�nition 3.32 (Monotoniity) The learning funtion ϕ is monotone inreasing if for all�nite sequenes 〈s0, . . . , sn〉 and 〈s0, . . . , sn+m〉, whenever ϕ(〈s0, . . . , sn〉) and ϕ(〈s0, . . . , sn+m〉)are de�ned,
L(ϕ(〈s0, . . . , sn〉)) ⊆ L(ϕ(〈s0, . . . , sn+m〉)).When a learning funtion that is monotone inreasing hanges its hypothesis, the languageassoiated with the previous hypothesis will be (properly) inluded in the language assoi-ated with the new hypothesis. There seems to be little or no empirial support for suh aonstraint.De�nition 3.33 (Inrementality, Kanazawa 1998) The learning funtion ϕ is inre-mental if there exists a omputable funtion ψ suh that
ϕ(〈s0, . . . , sn+1〉) ≃ ψ(ϕ(〈s0, . . . , sn〉), sn+1).An inremental learning funtion does not need to store previous data. All it needs is urrentinput, sn, and its previous hypothesis. A generalized form of this onstraint, alled memorylimitation, limits aess for a learning funtion to only n previous elements of the inputsequene. This seems reasonable from an empirial point of view; it seems improbable thathildren (unonsiously) store all utteranes they enounter.
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18 BonatoNote that, on an in�nite sequene enumerating language L in L(G), a onservative learn-ing funtion ϕ learning G never outputs any grammar that generates a proper superset of L.Let ϕ be a onservative and omputable learning funtion that is responsive and onsis-tent on G, and learns G prudently. Then, whenever {s0, . . . , sn} ⊆ L for some L ∈ L(G),
L(ϕ(〈s0, . . . , sn〉)) must be a minimal element of the set {L ∈ L(G) | {s0, . . . , sn} ⊆ L}. Thisimplies the following ondition:Condition 3.34 There is a omputable partial funtion ψ that takes any �nite set D ofsentenes and maps it to a grammar ψ(D) ∈ G suh that L(ψ(D)) is a minimal element of
{L ∈ L(G) | D ⊆ L} whenever the latter set is non-empty.De�nition 3.35 Let ψ a omputable funtion satisfying ondition 3.34. De�ne a learningfuntion ϕ as follows

ϕ(〈s0〉) ≃ ψ({s0}),

ϕ(〈s0, . . . , si + 1〉) ≃

{
ϕ(〈s0, . . . , si〉) if si+1 ∈ L(ϕ(〈s0, . . . , si〉)),

ψ({s0, . . . , si+1}) otherwise.Under ertain onditions the funtion just de�ned is guaranteed to learn G, one suh ase iswhere L(G has �nite elastiity.Proposition 3.36 Let G be a lass of grammars suh that L(G) has �nite elastiity, and aomputable funtion ψ satisfying ondition 3.34 exists. Then the learning funtion ϕ de�nedin de�nition 3.35 learns G.4 Is Learning Theory Powerful Enough?4.1 First Negative ResultsOne of the main and apparently disouraging onsequenes of the theorem 3.14 proved byGold in the original artile wherein he laid the foundations of Formal Learning Theory wasthat none of the four lasses of Chomsky's Hierarhy is learnable under the riterion ofidenti�ation in the limit. Suh a �rst negative result has been taken for a long time asa proof that identifying languages from positive data aording to his identi�ation in thelimit riterion was too hard a task. Gold himself looks quite pessimisti about the future ofthe theory he has just de�ned along its main diretions:However, the results presented in the last setion show that only the most triviallass of languages onsidered is learnable... [Gol67℄
INRIA



Learnability for Rigid Lambek Grammars 194.2 Angluin's ResultsThe �rst example of non-trivial lass of learnable grammars was disovered by Dana Angluin(see [Ang80℄). If Pat is de�ned like in example 3.4, we an prove that the lass of allpattern languages has �nite elastiity and, therefore, it is learnable. Furthermore, suh alearnable lass of grammars was also the �rst example of an interesting lass of grammarsthat ross-uts Chomsky Hierarhy, therefore showing that Chomsky's is not but one ofmany meaningful possible lassi�ations for formal grammars.4.3 Shinohara's ResultsInitial pessimism about e�etive usefulness of Gold's notion of identi�ation in the limit wasde�nitely abandoned after an impressive result by Shinohara who proves (see [Shi90℄), thatk-rigid ontext sensitive grammars (ontext-sensitive grammars over a �nite alphabet Σ withat most k rules), have �nite elastiity for any k. Sine the universal membership problemfor ontext-sensitive grammars is deidable, that lass of grammars is learnable. This is apartiular ase of his more general result about �nite elastiity for what he alls monotoniformal system.4.4 Kanazawa's ResultsMakoto Kanazawa in [Kan98℄ makes another deisive step toward bridging the existinggap between Formal Learning Theory and omputational linguistis. Indeed, he gets someimportant results on the learnability for some non-trivial sublasses of Classial CategorialGrammars (also known as AB Grammars). Analogously to what is done in [Shi90℄ he provesthat as soon as we bound the maximum number of types a lassial ategorial grammarassigns to a word, we get sublasses whih an be e�etively learnable: in partiular, heproves e�etive learnability for the lass of k-valued Classial Categorial Grammars, bothfrom strutures and from strings.In the �rst ase, eah string of the language the learner is presented to omes withadditional information about the underlying struture indued by the grammar formalismthat generates the language. The availability of suh additional information for eah stringis somewhat in ontrast with Gold's model of learning and gives rise to weaker results.On the other hand, psyhologial plausibility of the proess is preserved by the fat thatsuh an underlying struture an be seen as some kind of semanti information that ouldbe available to the hild learning the language from the very early stages of her ognitivedevelopment.4.5 Our ResultsThe present work pushes Kanazawa's results a little further in the diretion of proving thee�etive learnability for more and more powerful and expressive lasses of formal languages.In partiular, we will be able to prove learnability for the lass of Rigid Lambek Grammars
RR n° 5964



20 Bonato(see hapter 9) and to show an e�etive algorithm to learn them on the basis of a struturedinput. Muh is left to be done along this diretion of researh, sine even a formal theoryfor Rigid Lambek Grammars is still under-developed. However, our results on�rm oneagain that initial pessimism toward this paradigm of learning was largely unjusti�ed, andthat even quite a omplex and linguistially motivated formalism like Lambek Grammarsan be learnt aording to it.
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Learnability for Rigid Lambek Grammars 215 Lambek GrammarsIn 1958 Joahim Lambek proposed (see [Lam58℄) to extend the formalism of Classial Cate-gorial Grammars (sometimes referred to also as Basi Categorial Grammars or BCGs) by adedutive system to derive type-hange rules. A BCG is basially as a �nite relation betweenthe �nite set of symbols of the alphabet (usually referred to as words) and a �nite set oftypes. Combinatory properties of eah word are ompletely determined by the shape of itstypes, whih an be ombined aording to a small set of rules, �xed one and for all BCGs.Lambek's proposal marked the irruption of logis into grammars: Lambek grammars omewith a whole dedutive system that allows the type of a symbol to be replaed with a weakertype.It was �rst realized by van Benthem (in [vB87℄) that the proofs of these type hangespriniples arry important information about their semanti interpretation, following theCurry-Howard isomorphism. Thus, the notion of a proof theoretial grammar was proposedthat replaes formal grammars (see [Cho56℄) with dedutive systems and that inludes asystemati semantis for natural languages based on the relationship between proof theoryand type theory. Thus, rather than onsidering grammatial ategories as unanalyzed prim-itives, they are taken to be formulas onstruted from atoms and onnetives, and ratherthan de�ning grammars with respet to rewrite rules, grammars are de�ned by the rules ofinferene governing the onnetives used in the syntati ategories.Due to the renewed interest in ategorial grammars in the �eld of omputational lin-guistis, Lambek (Categorial) Grammars (LCGs) are urrently onsidered as a promisingformalism. They enjoy the relative simpliity of a tightly onstrained formalism as that forBCGs, together with the linguistially attrative feature of full lexialization.Besides, although Pentus proved (in [Pen97℄) that Lambek grammars generate exatlyontext-free (string) languages, in [Tie99℄ it has been shown that their strong generativeapaity is greater than that of ontext-free grammars. These features make them an in-teresting subjet for our inquiry about their properties with respet to Gold's LearnabilityTheory.5.1 Classial Categorial GrammarsThe main idea whih lies behind the theory of Categorial Grammars is to oneive a grammarinstead as a set of rules whih generate any string of the language, as a system whih assignsto eah symbol of the alphabet a set of types whih an be ombined aording to a smallset of rules, �xed for the whole lass of Classial Categorial Grammars.A ontext-free grammar á la Chomsky is made of a set of rules that generate all the stringsof a given language in a �top-down� fashion, starting from an initial symbol whih identi�esall the well-formed strings. On the ontrary, a ategorial grammar aepts a sequene ofsymbols of the alphabet as a well-formed string if and only if a sequene of types assigned tothem redues (in a �bottom-up� fashion) aording to a �xed set of rules, to a distinguishedtype whih designates well-formed strings.
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22 BonatoDe�nition 5.1 (Classial Categorial Grammar)A Classial Categorial Grammar (heneforth CCG) is a quadruple 〈Σ, P r, F, s〉, suh that� Σ is a �nite set (the terminal symbols or voabulary),� Pr is a �nite set (the non-terminal symbols or atomi ategories),� F is a funtion from Σ to �nite subsets of Tp, where Tp is the smallest set suh that:1. Pr ⊆ Tp2. if A,B ∈ Tp, then (A/B), (A\B) ∈ TpIf F (a) = {A1, . . . , An} we usually write G : a 7→ A1, . . . , An.� s ∈ Pr is the distinguished atomi ategoryIn a CCG, ombinatory properties are uniquely determined by their struture. Thereare only two modes of type ombination: so-alled (aording to the notation introduedin [Lam58℄ and almost universally adopted) Bakward Appliation:
A,A\B ⇒ Band Forward Appliation:
B/A,A⇒ B.A non-empty sequene of types A1, . . . , An is said to derive a type B, that is

A1, . . . , An ⇒ B,if repeated appliations of the rules of Bakward and Forward appliation to the sequene
A1, . . . , An results in B.In order to de�ne the language generated by a CCG we have to establish a riterion toidentify a string belonging to that language. That's what is done by the followingDe�nition 5.2 The binary relation

⇒⊆ Tp∗ × Tp∗is de�ned as follows. Let A,B ∈ Tp, let α, β ∈ Tp∗,
α A A\B β ⇒ α B β

α B/A A β ⇒ α B βThe language generated by a CCG G is the set
{a1 · · · an ∈ Σ∗ | for 1 ≤ i ≤ n, ∃Ai, G : ai 7→ Ai, and A1 . . . An

∗
⇒ s}where ∗

⇒ is the re�exive, transitive losure of ⇒. INRIA



Learnability for Rigid Lambek Grammars 23Informally, we an say that a string of symbols belongs to the language generated by a CCGif there exists a derivation of the distinguished ategory s out of at least one sequene oftypes assigned by the grammar to the symbols of the string.Example 5.3 The following grammar generates the language {anbn | n > 0}:
a : s/B,

b : B, s\BHere is a derivation for a3b3:
s/B s/B s/B B s\B s\B ⇒ s/B s/B s s\B s\B ⇒

s/B s/B B s\B ⇒ s/B s s\B ⇒

s/B B ⇒ sWeak generative apaity of CCGs was haraterized by Gaifman (see [BH64℄):Theorem 5.4 (Gaifman, 1964) The set of languages generated by CCGs oinides withthe set of ontext-free languages.From the proof of Gaifman's theorem, we immediately obtain the following normal formtheorem:Theorem 5.5 (Gaifman normal form) Every ategorial grammar is equivalent to a at-egorial grammar whih assigns only ategories of the form
A,A/B, (A/B)/C.Example 5.6 A CCG equivalent to that in example 5.3 in Gaifman normal form is thefollowing
a : s/B, (s/B)/s

b : Band here is a derivation for a3b3:
(s/B)/B

(s/B)/s

s/B B

s

s/B B

s

s/B B

sIn the previous example we make use for the �rst time of a �natural dedution� notationfor derivations, that in the present work will substitute the umbersome notation used inexample 5.3.RR n° 5964



24 Bonato5.2 Extensions of Classial Categorial GrammarsAs stated in the previous setion, CCG formalism omes with only two redution rules whihyield smaller types out of larger ones. Montague's work on semantis (see [Mon97℄) led tothe de�nition of two further �type-raising� rules, by whih it is possible to onstrut newsyntati ategories out of atomi ones. We an extend the de�nition of CCGs as presentedin the previous setion by adding to the former de�nition two new type hange rules:
αBβ ⇒ α(A/B)\Aβ

αBβ ⇒ αA/(B\A)βOther type-hange rules that were proposed are the omposition:
A/B B/C

A/C

C\B B\A

C\Aand the Geah Rules:
A/B

(A/C)/(B/C)

B\A

(C\B)\(C\A)We an extend the formalism of CCG by adding to de�nition 5.2 any type hange rulewe need to formalize spei� phenomena in natural language. Suh a rule-based approahwas adopted by Steedman (see [Ste93℄) who enrihes lassial ategorial grammar formalismwith a �nite number of type-hanges rules. On the other hand, as it will be made lear inthe following setion, Lambek's approah is a dedutive one: he de�nes a alulus in whihtype hanges rules spring out as a onsequene of the operations performed on the types.One ould ask why we should follow the dedutive rather than the rule-based approah.To begin with, as proved in [Zie89℄, Lambek Calulus is not �nitely axiomatizable, thatis to say that adding a �nite number of type-hange rules to the formalism of CCG oneannot derive all the type hange rules provable in the Lambek Calulus. Moreover, the twoapproahes are very di�erent under a theoretial viewpoint.From a linguisti perspetive, Steedman pointed out that there is no reason why weshould stik to a dedutive approah instead of to a rule based one: he underlines theimportane of introduing ad ho rules to formalize spei� linguisti phenomena. Whyshould we subordinate the use of spei� type hange rules to their derivability in somealulus?One of the most ompelling reasons to do so is given by Moortgat (see [Moo97℄) whostresses the systematiity of the relation between syntax and semantis provided in a de-dutive framework. Also, Lambek Calulus enjoys an important property: it is sound andomplete with respet to free semigroup model, i.e. an interpretation with respet to formallanguages . That is to say, rules that are not deduible in Lambek Calulus are not sound,and so they an be onsidered as linguistially implausible.
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Learnability for Rigid Lambek Grammars 255.3 (Assoiative) Lambek CalulusCategorial grammars an be analyzed from a proof theoretial perspetive by observing thelose onnetion between the �slashes� of a ategorial grammar and impliation in intuition-isti logis. The rule that allows us to infer that if w is of type A/B and v is of type B, thenwv is of type A, behaves like the modus ponens rule of inferene in logi. On the basis of thissimilarity Lambek proposed an arhiteture for ategorial grammars based on two levels:� a syntati alulus, i.e. a dedutive system in whih statement of the form
A1, . . . , An ⊢ B,to be read �from the types A1, . . . , An we an infer type B� an be proved;� a ategorial grammar as presented in de�nition 5.1, wherein the relation ⇒ is hangedto allow any type hange rule that ould be dedued at the previous level.In doing so, instead of adding a �nite number of type hange rules to our grammar, everytype hange rule that an be derived in the Lambek Calulus is added to the ategorialgrammar.The following formalizations for Lambek Calulus are presented aording, respetively,to the formalism of sequent alulus and to the formalism of natural dedution. Note that inthe present work we will use the expression Lambek Calulus to refer to produt-free LambekCalulus: indeed we will never make use of the produt `·' (whih orresponds to the tensorof linear logi).De�nition 5.7 The sequent alulus formalization of the Lambek alulus ontains the ax-iom [ID℄ and the rules of inferene [/R℄, [/L℄, [\R℄, [\L℄, and [Cut℄:

[ID]
A ⊢ A

Γ, A ⊢ B
[/R]

Γ ⊢ B/A

Γ ⊢ A ∆, B,Π ⊢ C
[/L]

∆, B/A,Γ,Π ⊢ C

A,Γ ⊢ B
[\R]

Γ ⊢ A\B

Γ ⊢ A ∆, B,Π ⊢ C
[\L]

∆,Γ, A\B,Π ⊢ C

∆ ⊢ B Γ, B,Π ⊢ A
[Cut]

Γ,∆,Π ⊢ ANote: in [/R] and [\R] there is a side ondition stipulating that Γ 6= ∅.The side ondition imposed for [/R] and [\R] rules formalizes the fat that in LambekCalulus one is not allowed to anel all the premises from the left-hand side of a derivation.Otherwise stated, in Lambek Calulus there are no dedutions of the form
⊢ A.RR n° 5964



26 BonatoCoherently with our interpretation of Lambek Calulus as a dedutive system to derivethe type of a sequene of symbols of the alphabet out of the types of eah symbol, suh aderivation makes no sense, sine it would mean assigning a type to an empty sequene ofwords.De�nition 5.8 The natural dedution formalization of the Lambek Calulus is de�ned asfollows:
A [ID]

·
·
·
·

A/B

·
·
·
·
B

[/E]
A

·
·
·
·
B

·
·
·
·

B\A
[\E]

A

[B]
·
·
·
·
A

[/I]
A/B

[B]
·
·
·
·
A

[\I]
B\ANote: in [/I℄ and [\I℄ rules the anelled assumption is always, respetively, the rightmostand the leftmost unanelled assumption, and there must be at least another unanelledhypothesis.Both formalisms have advantages and disadvantages. However, due to the lose onne-tion between natural dedution proofs and λ-terms and beause the tree-like struture ofdedutions resembles derivations trees of grammars, the natural dedution version will bethe primary objet of study in the present work.For later purposes we introdue here the notion of derivation in Lambek alulus thatwill be useful later for the de�nition of the struture of a sentene in a Lambek grammar.A derivation of B from A1, . . . , An is a ertain kind of unary-binary branhing tree thatenodes a proof of A1, . . . , An ⊢ B. Eah node of a derivation is labeled with a type, andeah internal node has an additional label whih, for Lambek grammars, is either /E, \E, /I,or \I and that indiates whih Lambek alulus rule is used at eah step of a derivation. Foreah ourrene of an introdution rule there must be a orresponding previously unmarkedleaf type A whih must be marked as [A] (that orresponds to �disharging� an assumptionin natural dedution).
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Learnability for Rigid Lambek Grammars 27The set of derivations is indutively de�ned as follows:De�nition 5.9 Let A,B ∈ Tp and Γ,∆ ∈ Tp+,� A (the tree onsisting of a single node labeled by A) is a derivation of A from A.� "Bakslash elimination". If
A

G

D1

is a derivation of A from Γ and
A\B

D

D2

is a derivation of A\B from ∆, then
A

G

D1

A\B

D

D2

B

\Eis a derivation of B from Γ,∆.
RR n° 5964



28 Bonato� "Bakslash introdution". If
B

A, G

D1

is a derivation of B from {A,Γ}, then
B

[A], G

D1

\I

A\Bis a derivation of A\B from Γ. The leaf labeled by [A℄ is alled a disharged leaf.
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Learnability for Rigid Lambek Grammars 29� "Slash elimination". If
B/A

G

D1

is a derivation of B/A from Γ and
A

D

D2

is a derivation of A from ∆, then
A

D

D2

B/A

G

D1

B

/Eis a derivation of B from Γ, ∆.
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30 Bonato� "Slash introdution". If
B

G, A

D1

is a derivation of B from {Γ, A} then
/I

B/A

B

G, [A]

D1

is a derivation of B/A from Γ. The leaf labeled by [A℄ is alled a disharged leaf.Example 5.10 The following example is a derivation of x from y/(x\y) (whih proves oneof the two type-raising rules in Lambek Calulus):
[x\y]

\E

x

y

/I

y/(x\y)5.4 Non-assoiative Lambek CalulusLambek Calulus, as de�ned in the previous setion, is impliitly assoiative. In order touse Lambek alulus to desribe some linguisti phenomena we have to forbid assoiativ-ity and so the hierarhial embedding of hypotheses is respeted. Another linguistiallyattrative feature of non-assoiative Lambek alulus is that it provides useful logial toINRIA



Learnability for Rigid Lambek Grammars 31support semantis, but at the same time it prohibits transitivity, that sometimes leads toovergeneration.De�nition 5.11 The natural dedution formalization of the non-assoiative Lambek Calu-lus (SND) has the following axioms and rules of inferene, presented in the sequent format:
[ID]

A ⊢ A

Γ ⊢ A/B ∆ ⊢ B
[/E]

(Γ,∆) ⊢ A

Γ ⊢ B ∆ ⊢ B\A
[\E]

(Γ,∆) ⊢ A

(Γ, B) ⊢ A
[/I]

Γ ⊢ A/B

(B,Γ) ⊢ A
[\I]

Γ ⊢ B\ANote: in [/I] and [\I] there is a side ondition stipulating that Γ 6= ∅.5.5 Normalization and Normal FormsAs one an easily see, in Lambek Calulus there are in�nitely many proofs for any dedution
A1, . . . , An ⊢ B. Sine, as it will be extensively explained in setion 6, proofs in LambekCalulus play a deisive role in de�ning the notion of struture for a sentene generatedby a Lambek grammar, suh an arbitrary proliferation of proofs for dedutions is quiteundesirable.The following de�nition introdues a useful relation between proofs in Lambek Calulusthat formalizes our idea of a �minimal� proof for any dedution. It provides two normaliza-tion shemes that an be applied to a derivation to produe a �simpler� derivation of thesame result.De�nition 5.12 The relation >1 between proofs in the natural dedution formalization ofLambek Calulus is de�ned in the following way:

·
·
·
·
A

[A]
·
·
·
·
B

[\I]
A\B

[\E]
B

>1

·
·
·
·
A
·
·
·
·
B

[A]
·
·
·
·
B

[/I]
B/A

·
·
·
·
A

[/E]
B

>1

·
·
·
·
A
·
·
·
·
B

[B]

·
·
·
·

B\A
[\E]

A
[\I]

B\A

>1

·
·
·
·

B\A

·
·
·
·

A/B [B]
[/E]

A
[/I]

A/B

>1

·
·
·
·

A/BThe symbol ≥ stands for re�exive and transitive losure of >1. Relation >1 is usually de�nedas β-η-onversion, while ≥ as β-η-redution.RR n° 5964



32 BonatoThe relation ≥ satis�es the following properties (see [Wan93℄, [Roo91℄):Theorem 5.13 (Wansing, 1993) The relation ≥ is on�uent (in the Churh-Rosser mean-ing), i.e. if δ1 ≥ δ2 and δ1 ≥ δ3, then there exists a δ4 suh that δ2 ≥ δ4 and δ3 ≥ δ4.Theorem 5.14 (Roorda, 1991) The relation ≥ is both weakly and strongly normalizing,that is, every proof an be redued in normal form and every redution terminates after atmost a �nite number of steps.De�nition 5.15 (β-η-normal form) A proof tree for the Lambek Calulus is said to be in
β-η-normal form is none of its subtrees is of the form

[B]
·
·
·
·
A

[/I]
A/B B

[/E]
A

B

[B]
·
·
·
·
A

[\I]
B\A

[\E]
A

A/B [B]
[/E]

A
[/I]

A/B

[B] B\A
[\E]

A
[\I]

B\A5.6 Basi Fats about Lambek CalulusLet's summarize here some meaningful properties for Lambek alulus, whih is:� intuitionisti: only one formula is allowed on the right-hand side of a dedution. Thismeans there is neither involutive negation, nor disjuntion;� linear: so-alled strutural rules of logis are not allowed: two equal hypotheses an'tbe onsidered as only one, and on the other hand we are not allowed to �dupliate�hypotheses at will. Lambek alulus is what we all a resoure-aware logis, whereinhypotheses must be onsidered as onsumable resoures;� non-ommutative: hypotheses don't ommute among them, that is, the impliit oper-ator � ·� in this alulus is not ommutative. This is what makes possible the existeneof the two �impliations� (/ and \), the �rst one onsuming its right argument, theseond one its left argument.Sine Lambek proved a ut-elimination theorem for his alulus (see [Lam58℄), amongthe many onsequenes of the normalization theorems there are the subformula property,that is:
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Learnability for Rigid Lambek Grammars 33Proposition 5.16 Every formula that ours in a normal form natural dedution proof ofut-free sequent alulus proof is either a subformula of the (unanelled) assumptions or ofthe onlusion;and deidability for Lambek alulus:Proposition 5.17 Derivability in the Lambek Calulus is deidable.In fat, given a sequent to prove in Lambek alulus, ut-elimination property authorizes usto look for a ut-free proof. But if the sequent omes from the appliation of a rule otherthat ut, this an't but be made in a �nite number of di�erent ways, and in any ase wehave to prove one or two smaller (i.e. with less symbols) sequents. This is enough to provedeidability for Lambek alulus.Theorem 5.14 states that any proof has a normal form and theorem 5.13 that this nor-mal form is unique. This doesn't mean that there is a unique normal form proof for anydedution. The following theorem by van Benthem sheds light on this point:Theorem 5.18 (van Benthem) For any sequent
A1, . . . , An ⊢ Bthere are only �nitely many di�erent normal form proofs in the Lambek Calulus.This is quite an unsatisfatory result: we still have a one-to-many orrespondene be-tween a sequent and its normal proofs. This leads to what is generally known as the problemof spurious ambiguities for Lambek grammars.5.7 Lambek GrammarsA Lambek grammar extends the traditional notion of ategorial grammars as presented insetion 5.1 by a whole dedutive system in the following way:� a lexion assigns to eah word wi a �nite set of types

F (wi) = {t1i , . . . , t
ki

i } ⊂ ℘(Tp);� the language generated by this fully lexialized grammar is the set of all the sequenes
w1 · · ·wn of words of the lexion suh that for eah wi there exists a type ti ∈ F (wi)suh that

t1, . . . , tn ⊢ sis provable in Lambek alulus.Formally:
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34 BonatoDe�nition 5.19 (Lambek grammar) A Lambek grammar is a triple G = 〈Σ, s, F 〉, suhthat� Σ is a �nite set (the voabulary),� s is the distinguished ategory (a propositional variable),� F : Σ → ℘(Tp) is a funtion whih maps eah symbol of the alphabet into the set if itstypes. If F (a) = {A1, . . . , An} we write G : a 7→ A1, . . . , An.For w ∈ Σ∗, w = a1 · · · an, we say that G aepts w if there is a proof in Lambek alulus of
A1, . . . , An ⊢ swith G : ai 7→ Ai for eah i.The language generated by a Lambek grammar G is

L(G) = {a1 · · · an ∈ Σ∗ | for 1 ≤ i ≤ n, ∃Ai, G : ai 7→ Ai and A1, . . . , An ⊢ s}.Example 5.20 Let Σ = {Mary, ooked, the, beans} be our alphabet and s our distin-guished ategory. Let's take F suh that
Mary : np

cooked : (np\s)/np

the : np/n

beans : nThen Mary ooked the beans belongs to the language generated by this grammar, beause inLambek alulus we an prove:
np, (np\s)/np, np/n, n ⊢ s
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Learnability for Rigid Lambek Grammars 35Weak generative apaity for assoiative Lambek grammars was haraterized (see [Pen97℄)by the following elebrated theorem, one of the �nest and most reent ahievements in this�eld:Theorem 5.21 (Pentus, 1997) The languages generated by assoiative Lambek grammarsare exatly the ontext-free languages.Analogously, for non-assoiative Lambek grammars Buszkowski proved (see [Bus86℄):Theorem 5.22 (Buszkowski, 1986) The languages generated by non-assoiative Lambekgrammars are exatly the ontext-free languages.6 Proofs as Grammatial StruturesIn this setion we will introdue the notion of struture for a sentene generated by a Lambekgrammar. On the basis of a reent work by Hans-Joerg Tiede (see [Tie99℄) who proved someimportant theorems about the tree language of proof trees in Lambek alulus, we will adoptas the underlying struture of a sentene in a Lambek grammar a proof of its well-formednessin Lambek alulus. We will see in setion 9 how this hoie a�ets the proess of learninga rigid Lambek grammar on the basis of strutured positive data.6.1 (Partial) Parse Trees for Lambek GrammarsJust as a derivation enodes a proof of A1, . . . , An ⊢ B, the notion of parse tree introduedby the following de�nition enodes a proof of a1 · · · an ∈ L(G) where G is a Lambek grammarand a1, . . . , an are symbols of its alphabet.De�nition 6.1 Let G = 〈Σ, s, F 〉 be a Lambek grammar, then� if D is a derivation of B from A1, . . . , An, and a1, . . . , an are symbols of alphabet Σsuh that G : ai 7→ Ai for 1 ≤ i ≤ n, the result of attahing a1, . . . , an, from left toright in this order, to the undisharged leaf nodes of D is a partial parse tree of G.
D

B

A1 An

a1 an...

� A parse tree of G is a partial parse tree of G whose root node is labeled by the distin-guished ategory s.RR n° 5964



36 BonatoIf a1 · · · an is the string of symbols attahed to the leaf nodes of a partial parse tree P ,
a1 · · ·an is said to be the yield of P . If a parse tree P of G yields a1 · · ·an, then P is alleda parse of a1 · · · an in G.Example 6.2 Let Σ = {he,him, likes} be our alphabet and let G a Lambek grammar suhthat

G : likes 7→ (np\s)/np,

he 7→ s/(np\s),

him 7→ (s/np)\s.Then the following is a parse for he likes him:
/E

/E

\E

/I

(np\s)/np

np\s

[np]
likes

s/(np\s)

s

he

s/np (s/np)\s
him

s6.2 Tree Languages and AutomataIn order to fully appreiate the peuliarity of Lambek grammars with respet to their stronggenerative apaity, we reall here some basi de�nitions about the notion of tree languageas presented in [Tie99℄.De�nition 6.3 (Trees and tree languages) A tree is a term over a �nite signature Σontaining funtion and onstant symbols. The set of n-ary funtion symbols in Σ will bedenoted by Σn. The set of all terms over Σ will be denoted by TΣ; a subset of TΣ is alled atree language or a forest.
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Learnability for Rigid Lambek Grammars 37De�nition 6.4 (Yield of a tree) The yield of a tree t is de�ned by
yield(c) = c, for c ∈ Σ0

yield(f(t1, . . . , tn)) = yield(t1), . . . , yield(tn), for f ∈ Σn, n > 0Thus, the yield of a tree is the string of symbols ourring as its leaves.De�nition 6.5 (Root of a tree) The root of a tree t is de�ned by
root(c) = c, for c ∈ Σ0

root(f(t1, . . . , tn)) = f, for f ∈ Σn, n > 0.In the following subsetions three inreasingly more powerful lasses of tree languagesare presented: loal, regular and ontext-free tree languages. Note that even if the namesfor these lasses of tree languages are the same as those for lasses of string languages, theirmeaning is very di�erent.6.2.1 Loal Tree LanguagesWe an think of a loal tree language as a tree language whose membership problem an bedeided by just looking at some very simple (loal) properties of trees. A formalization ofsuh an intuitive notion is given by the following de�nitions:De�nition 6.6 (Fork of a tree) The fork of a tree t is de�ned by
fork(c) = ∅, for c ∈ Σ0

fork(f(t1, . . . , tn)) = {〈f, root(t1), . . . , root(tn)〉} ∪
n⋃

i=1

fork(ti)De�nition 6.7 (Fork of a tree language) For a tree language L, we de�ne
fork(L) =

⋃

t∈L

fork(t)Note that, sine Σ is �nite, fork(TΣ) is always �nite.De�nition 6.8 (Loal tree language) A tree language L ⊆ TΣ is loal if there are sets
R ⊆ Σ and E ⊆ fork(TΣ), suh that, for all t ∈ TΣ, t ∈ L i� root(t) ∈ R and fork(t) ⊆ E.Thather (see [Tha67℄) haraterized the relation between loal tree languages and thederivation trees of ontext-free string grammars by the followingTheorem 6.9 (Thather, 1967) S is the set of derivation trees of some ontext-free stringgrammar i� S is loal.
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38 Bonato6.2.2 Regular Tree LanguagesAmong many di�erent equivalent de�nitions for regular tree languages, we follow Tiede'sapproah in hoosing the following one, based on �nite tree automata.De�nition 6.10 (Finite tree automaton) A �nite tree automaton is a quadruple 〈Σ, Q, q0,∆〉,suh that� Σ is a �nite signature,� Q is a �nite set of unary states,� q0 ∈ Q is the start state,� ∆ is a �nite set of transition rules of the following type:
q(c) → c for c ∈ Σ0

q(f(v1, . . . , vn)) → f(q1(v1), . . . , qn(vn)) for f ∈ Σn, q, q1, . . . , qn ∈ QWe an think of a �nite tree automaton as a devie whih sans non-deterministially a treefrom root to frontier. It aepts a tree if it sueeds in reading the whole tree, it rejets itotherwise.In order to de�ne the notion of tree language aepted by a regular tree automaton weneed to de�ne the transition relation for �nite tree automata.De�nition 6.11 A ontext is a term over Σ ∪ {x} ontaining the zero-ary term x exatlyone.De�nition 6.12 Let M = 〈Σ, Q, q0,∆〉 be a �nite tree automaton, the derivation relation
⇒M⊆ TQ∪Σ × TQ∪Σis de�ned by t⇒M t′ if for some ontext s and some t1, . . . , tn ∈ TΣ, there is a rule in ∆

q(f(v1, . . . , vn)) → f(q1(v1), . . . , qn(vn))and
t = s[x 7→ q(f(t1, . . . , tn))]

t′ = s[x 7→ f(q1(t1), . . . , qn(tn))].If we use ⇒∗
M to denote the re�exive, transitive losure of ⇒M , we say that a �nite au-tomaton M aepts a term t ∈ TΣ if q0(t) ⇒∗

M t. The tree language aepted by a �nite treeautomaton M is
{t ∈ TΣ | q0(t) ⇒

∗
M t}.
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Learnability for Rigid Lambek Grammars 39De�nition 6.13 (Regular tree language) A tree language is regular if it is aepted bya �nite tree automaton.The following theorem (see [Koz97℄) de�nes the relation between loal and regular treelanguages:Theorem 6.14 Every loal tree language is regular.while the following (see [GS84℄) establishes a relation between regular tree languages andontext-free string languages:Theorem 6.15 The yield of any regular tree language is a ontext-free string language.6.2.3 Context-free Tree LanguagesThe �nal step in the de�nition of more and more powerful tree language lasses is madepossible by introduing the notion of pushdown tree automaton. Again, we stik to Tiede'sapproah in hoosing Guesserian's useful de�nition (see [Gue83℄):De�nition 6.16 (Pushdown tree automaton) A pushdown tree automaton is a system
〈Σ,Γ, Q, q0, Z0,∆〉, suh that� Σ is a �nite signature (the input signature),� Γ is a �nite signature (the pushdown signature; we assume Σ ∩ Γ = ∅),� Q is a �nite set of binary states,� q0 ∈ Q is the start state,� Z0 ∈ Γ is the initial stak symbol,� ∆ is a �nite set of rules of the form

q(f(v1, . . . , vn), E(x1, . . . , xm)) → f(q1(v1, γ1), . . . , qn(vn, γn)),

q(v,E(x1, . . . , xm)) → q′(v, γ′),

q(c) → cwith� q, q′, q1, . . . , qn ∈ Q,� c ∈ Σ0,� f ∈ Σn, n > 0,� E ∈ Γm,� γ′, γ1, . . . , γn ∈ TΓ∪{x1,...,xm}.
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40 BonatoThe transition relation for pushdown tree automata ⇒ an be de�ned straightforwardlyas a generalization of de�nition 6.12. A term t is aepted by a pushdown automaton if
q0(t, Z0) ⇒

∗ t, where ⇒∗ is the re�exive, transitive losure of ⇒.De�nition 6.17 (Context-free tree language) The language aepted by a pushdowntree automaton is alled a ontext-free tree language.The relationship between regular and ontext-free tree languages is exempli�ed by the fol-lowing proposition:Proposition 6.18 The intersetion of a regular and a ontext-free tree language is ontext-free.We know that the yield of a regular tree language is a ontext-free string language: there isa similar onnetion between the lass of ontext-free tree languages and the lass of indexedlanguages, as stated by the followingProposition 6.19 The yield of any ontext-free tree language is an indexed string language.Indexed languages have been proposed as an upper bound of the omplexity of natural lan-guages, after it was shown that ertain phenomena in natural languages annot be desribedwith ontext-free grammars (see [Gaz88℄).6.3 Proof Trees as Strutures for Lambek GrammarsIn [Tie99℄ Hans-Joerg Tiede proposes, in ontrast with a previous approah by Buszkowski,to take as the struture underlying a sentene generated by a Lambek grammar, one of thein�nite proof trees of the dedution A1, . . . , An ⊢ s, where A1, . . . , An is a sequene of typesassigned by the grammar to eah symbol, and s is the distinguished atomi ategory.Following Tiede's approah, we give the followingDe�nition 6.20 (Proof tree) A proof tree for a Lambek grammar is a term over thesignature Σ = {[/E], [\E], [/I], [\I], [ID]} where� [ID] is the 0-ary funtion symbol,� [/E] and [\E] are the binary funtion symbols,� [/I] and [\I] are the unary funtion symbols.The terms over this signature represent proof trees that neither have information about theformulas for whih they are a proof, nor about the strings that are generated by a gram-mar using this proof. These terms represent proofs unambiguously, sine the assumptiondisharged by an introdution rule is univoally determined by the position of the orre-sponding [/I] or [\I] funtion symbol in the proof tree.
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Learnability for Rigid Lambek Grammars 41Example 6.21 The term t = [\I]([/E]([ID], [ID])) is an example of well-formed term overthis signature. There's no need for additional information about the disharged assumptionsine, as we an see from the tree-like representation of the term, the disharged assumptionis unambiguously identi�ed.
[ID] ID

/E

\IThe following terms are examples of not well-formed proof trees for the tree languagegenerated by any Lambek grammar:� [\E](x, [/I](y)). Sine the major premise of the \E funtion symbol is something witha (. . .)\(. . .) shape, there's no way to redut that term by a \E rule;� [/E[([\I](x), y). Analogous to the previous situation;� [\I]([\E](x, [ID])) if the term x does not ontain at least two unanelled assumptions;� [/I]([/E]([ID], x)), if the term x does not ontain at least two unanelled assumptions.By taking a proof tree as the struture of a sentenes generated by Lambek grammars,Tiede proved some important results about their strong generative apaity, that is, theset of the strutures assigned by a grammar to the sentenes it generates. Sine stronggenerative apaity an provide a formal notion of the linguisti onept of struture of asentene, this result justi�es the urrent interest toward Lambek Grammars as a promisingmathematial tool for linguisti purposes.Theorem 6.22 (Tiede, 1999) The set of well-formed proof trees of the Lambek Calulusis not regular.Theorem 6.23 (Tiede, 1999) The set of proof trees of the Lambek Calulus is a ontext-free tree language.These two theorems show that the language of proof trees is properly a ontext-free treelanguage.In partiular, these theorems show that Lambek grammars are more powerful, with re-spet to strong generative apaity, than ontext-free grammars, whose struture languageRR n° 5964



42 Bonatois a loal tree language as shown in theorem 6.9.We an easily introdue the notion of normal form proof tree by simply extending thenotion of normal form proof as presented in de�nition 5.15. We an say that for normalform trees, in addition to the rules that prohibit terms of the form
[\E](x, [/I](y)),

[/E]([\I](x), y),we have rules that prohibit terms of the form
[\E](x, [\I](y))

[/E]([/I](x), y)and terms of the form
[/I]([/E](x, [ID]))

[\I]([\E]([ID], y))whih orrespond to β-redexes and η-redexes, respetively, as one an easily see from de�-nition 5.15.We an easily extend to the formalism of proof trees the �redution rules� we've seen insetion 5.5 to get a normal form proof tree out of a non-normal one.
t1

t1

t2

t2

\E

®

\I

[  ]

[  ]

t2

t2
t1

t1

/E

/I

® [  ]

[  ]

,
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Learnability for Rigid Lambek Grammars 43
t

t

/E

/I

®[  ]

t
t

\E

\I

®[  ] ,

As a orollary of theorem 6.22, Tiede proves thatTheorem 6.24 (Tiede, 1999) The set of normal form proof trees of the Lambek Calulusis not regular,whih, together withTheorem 6.25 The set of normal form proofs of the Lambek Calulus is a ontext-free treelanguageshows that the tree language of normal form proof trees of Lambek Calulus is properly aontext-free tree language.6.4 Proof-tree StruturesGiven a Lambek grammar G, a proof-tree struture over its alphabet Σ is a unary-binarybranhing tree whose leaf nodes are labeled by either [ID] (these are alled "disharged leafnodes") or symbols of Σ and whose internal nodes are labeled by either \E, /E, \I, or /I.The set of proof-tree strutures over Σ is denoted ΣP . Often we will simply say `struture'to mean proof-tree struture. A set of proof-tree strutures over Σ is alled a struturelanguage over Σ.Example 6.26 The following is an example of a proof-tree struture for the sentene helikes him seen in example 6.2:
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44 Bonato

/E

/E

[ID]likes

/E

he

/I him

Let G be a Lambek grammar, and let P be a partial parse tree of G. The result ofstripping P of its type labels is a proof-tree struture, that is alled the proof-tree strutureof P . If T is the struture of a parse tree P , we say that P is a parse of T .We say that a Lambek grammar G generates a struture T if and only if for some parsetree P of G, T is the struture of P . The set of strutures generated by G is alled the(proof-tree) struture language of G and is denoted PL(G). In order to distinguish L(G),the language of G, from PL(G), its struture language, we often all the former the stringlanguage of G.The yield of a proof-tree struture T is the string of symbols a1, . . . , an labeling theundisharged leaf nodes of T , from left to right in this order. The yield of T is denoted
yield(T ). Note that L(G) = {yield(T ) | T ∈ PL(G)}.6.5 Deidable and Undeidable Problems aboutLambek GrammarsSine, as stated in by theorem 5.17, Lambek alulus is deidable, the universal membershipproblem �s ∈ L(G)� is deidable for any sentene s and any Lambek grammar G.On the other hand, the questions �L(G1) = L(G2)� and �L(G1) ⊆ L(G2)� for arbitraryLambek grammars G1 and G2 are undeidable, beause the same questions are undeidablefor ontext-free grammars and there exists an e�etive proedure for onverting a ontext-free grammar G′ to a Lambek grammar G suh that L(G′) = L(G).Given a proof-tree struture t the question �t ∈ PL(G)� is deidable. In fat, as shownby Tiede in 6.23, every proof tree language of a Lambek Grammar is a ontext-free treelanguage; and that problem is deidable for ontext-free tree languages (you just have torun the pushdown tree automata on t).
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Learnability for Rigid Lambek Grammars 45Unfortunately, the question �PL(G1) ⊆ PL(G2)� has been proved deidable only for
G1, G2 non-assoiative Lambek grammars. Whether it is deidable or not for (assoiative)Lambek grammars is still an open question and the subjet of ative researh in this �eld.6.6 SubstitutionsIn this setion we introdue the notion of a Lambek grammar being a substitution instaneof another. Besides, we de�ne a notion of size of a Lambek grammar that will be deisivein our proof of learnability for Rigid Lambek Grammars presented in setion 9.4.First of all, let's de�ne what we mean when we say that a Lambek grammar is subset ofanother one:De�nition 6.27 Let G1, G2 be Lambek grammars; we say that G1 ⊆ G2 if and only if forany a ∈ Σ suh that G1 : a 7→ A we have also G2 : a 7→ A.Example 6.28 Let {Francesca, loves,Paolo} ⊆ Σ and let

G1 : Francesca 7→ np

loves 7→ np\s

G2 : Francesca 7→ np

loves 7→ np\s, np\(s/np)

Paolo 7→ npObviously, G1 ⊆ G2De�nition 6.29 A substitution is a funtion σ : V ar → Tp that maps variables to types.We an extend it to a funtion from types to types by setting
σ(t) = t

σ(A/B) = σ(A)/σ(B)

σ(A\B) = σ(A)\σ(B)for all A,B ∈ Tp.We use the notation {x1 7→ A1, . . . , xn 7→ An} to denote the substitution σ suh that
σ(x1) = A1, . . . , σ(xn) = An and σ(y) = y for all other variables y.Example 6.30 Let σ = {x 7→ x\y, y 7→ s, z 7→ s/(s/x)}. Then

σ((s/x)\y) = (s/(x\y))\tand
σ(((s/x)\y)/(x/z)) = ((s/(x\y))\s)/((x\y)/(s/(s/x))).RR n° 5964



46 BonatoThe following de�nition introdue the notion of a Lambek grammar being a substitutioninstane of another:De�nition 6.31 Let G = 〈Σ, s, F 〉 be a Lambek grammar, and σ a substitution. Then σ[G]denotes the grammar obtained by applying σ in the type assignment of G, that is:
σ[G] = 〈Σ, s, σ · F 〉

σ[G] is alled a substitution instane of G.It easy to prove also for Lambek grammars this straightforward but important fat thatwas �rst proved for CCGs in [BP90℄Proposition 6.32 If σ[G1] ⊆ G2, then the set of proof-tree strutures generated by G1 is asubset of the set of proof-tree strutures generated by G2, that is PL(G1) ⊆ PL(G2).Proof. Suppose σ[G1] ⊆ G2. Let T ∈ PL(G1) and let P be a parse of T in G1. Let σ[P ]the result of replaing eah type label A of P by σ(A). Then it is easy to see that σ[P ] is aparse of T in G2. Therefore, T ∈ PL(G2).Corollary 6.33 If σ[G1] ⊆ G2, then L(G1) ⊆ L(G2).Proof. Immediate from the previous proposition and the remark at the end of setion 6.4.A substitution that is a one-to-one funtion from V ar to V ar is alled a variable renam-ing. If σ is a variable renaming, then G and σ[G] are alled alphabeti variants. Obviouslygrammars that are alphabeti variants have exatly the same shape and are idential for allpurposes. Therefore, grammars that are alphabeti variants are treated as idential.Proposition 6.34 Suppose σ1[G1] = G2 and σ2[G2] = G1. Then G1 and G2 are alphabetivariants and thus are equal.Proof. For eah symbol c ∈ Σ, σ1 and σ2 provide a one-to-one orrespondene between
{A | G1 : c 7→ A} and {A | G2 : c 7→ A}. Indeed, if it didn't and, say, {σ1(A) | G1 : c 7→
A} ⊂ {A | G2 : c 7→ A}, then σ2[G2] = σ2[σ1[G1]] ouldn't be equal to G1, and likewisefor σ2. Then, it is easy to see that σ1 ↑ V ar(G1) is a one-to-one funtion from V ar(G1)onto V ar(G2), and σ2 ↑ V ar(G2) = (σ1 ↑ V ar(G1))

−1. One an extend σ1 ↑ V ar(G1) to avariable renaming σ. Then σ[G1] = σ1[G1] = G2.6.7 Grammars in Redued FormDe�nition 6.35 A substitution σ is said to be faithful to a grammar G if the followingondition holds:for all c ∈ dom(G), if G1 : c 7→ A, G1 : c 7→ B, and A 6= B, then σ(A) 6= σ(B). INRIA



Learnability for Rigid Lambek Grammars 47Example 6.36 Let G be the following grammar
G : Francesca 7→ x,

dances 7→ x\s, y

well 7→ y\(x\s).Let
σ1 = {y 7→ x},

σ2 = {y 7→ x\s}.Then σ1 is faithful to G, while σ2 is not.De�nition 6.37 Let ⊑ be a binary relation on grammars suh that G1 ⊑ G2 if and only ifthere exists a substitution σ with the following properties:� σ is faithful to G1;� σ[G1] ⊆ G2.From the de�nition above and proposition 6.34 it's immediate to prove the following:Proposition 6.38 ⊑ is re�exive, transitive and antisymmetri.De�nition 6.39 For any grammar G, de�ne the size of G, size(G), as follows:
size(G) =

∑

c∈Σ

∑

G:c 7→A

|A|,where, for eah type A, |A| is the number of symbol ourrenes in A.Lemma 6.40 If G1 ⊑ G2, then size(G1) ≤ size(G2),Proof. For any type A and any substitution σ, |A| ≤ |σ(A)|. Then the lemma is immediatefrom the de�nition of ⊑.Corollary 6.41 For any grammar G, the set {G′ | G′ ⊑ G} is �nite.Proof. By lemma 6.40, {G′ | G′ ⊑ G} ⊆ {G′ | size(G′) ≤ size(G)}. The latter set must be �-nite, beause for any n ∈ N, there are only �nitely many grammarsG suh that size(G) = n.If we write G1 ⊏ G2 to mean G1 ⊑ G2 and G1 6= G2, we haveCorollary 6.42 ⊏ is well-founded.De�nition 6.43 A grammar G is said to be in redued form if there is no G′ suh that
G′

⊏ G and PL(G) = PL(G′).
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48 Bonato7 Lambek Grammars as a Linguisti Tool7.1 Lambek Grammars and SyntaxAs expliitly stated in the original paper wherein Lambek laid the foundations of the LambekCalulus, his aim was[...℄ to obtain an e�etive rule (or algorithm) for distinguishing sentenes fromnonsentenes, whih works not only for the formal languages of interest to themathematial logiian, but also for natural languages suh as English, or at leastfor fragments of suh languages. ( [Lam58℄)That's why, even if Lambek grammars an be simply onsidered as interesting mathe-matial objets, it will be useful to underline here some properties that make them also aninteresting tool to formalize some phenomena in natural languages.The importane of Lambek's approah to grammatial reasoning lies in the developmentof a uniform dedutive aount of the omposition of form and meaning in natural language:formal grammar is presented as a logi, that is a system to reason about strutured linguististrutures.The basi idea underlying the notion of Categorial Grammar on whih Lambek basedhis approah is that a grammar is a formal devie to assign to eah word (a symbol ofthe alphabet of the grammar) or expression (an ordered sequene of words) one or moresyntati types that desribe their funtion. Types an be onsidered as a formalization ofthe linguisti notion of parts of speeh.CCGs assign to eah symbol a �xed set of types, and provide two omposition rules toderive the type of a sequene of words out of the types of its omponents. Suh a ��xedtypes� approah leads to some di�ulties: to formalize some linguisti phenomena we shouldadd further rules to the two elimination rules de�ned for CCGs as desribed in setion 5.2.In the following subsetions we present some examples where the dedutive approah ofLambek grammars leads to more an elegant and onsistent formalization of suh linguistiphenomena.In the following subsetions we take s as the primitive type of well-formed sentenes inour language and np as the primitive type for noun phrases (suh as John, Mary, he).7.1.1 Transitive verbsTransitive verbs require a name both on their left and right hand sides, as it is apparentfrom the well-formedness of the following sentenes.
npJohn (

(np\s)/nplikes npMary)
(

npJohnnp\(s/np)likes )
npMary

INRIA



Learnability for Rigid Lambek Grammars 49Both parenthesizations lead to a derivation of s as type of the whole expression. This wouldmean that in an CCG we should assign to any transitive verb at least two distint types:
(np\s)/np and np\(s/np).On the ontrary, in a Lambek grammar, sine we an prove both

(np\s)/np ⊢ np\(s/np)and
np\(s/np) ⊢ (np\s)/npwe an simply assign to a transitive verb the type np\s/np without any further parenthe-sizations.7.1.2 PronounsIf we try to assign a proper type to the personal pronoun he we notie that its type is suhthat the following sentenes are well-formed:he np\sworks,he np\s/nplikes npJaneWe have two hoies: either we give he the same type as a name (that is, np) or we give itthe type s/(np\s). In the �rst ase there is a problem: expressions like Jane likes he areonsidered as well-formed sentenes. So, we assign to he the type s/(np\s).Analogously, sine the personal pronoun him makes the following sentenes well-formed:

npJanenp\s/nplikes him
npJane np\sworks s\s/npfor him,we assign to him the type (s/np)\s (and not type np, sine expressions like him likes Johnwould be well-formed).Sine a pronoun is, aording to its own de�nition, something that �stands for a noun�,we wish that in our grammar eah ourrene of a pronoun ould be replaed by a name(while the onverse is not always true): but this means that any name (say, John, of type

np) should also be assigned the type of he and him, that is, respetively, type s/(np\s) andtype (s/np)\s. In other words, we need something that aounts for a type-raising. Butsine in Lambek Calulus we an prove
np ⊢ s/(np\s)

np ⊢ (s/np)\sfor any np and s, a Lambek grammar provides a very natural formalization of the relationshipbetween names and pronouns: while a name an always be substituted to a pronoun in aRR n° 5964



50 Bonatosentene (and the type-raising derivation guarantees that a name an always �behave like�a pronoun if we need it to), the onverse is not true (the onverse of the type-raising proofdoesn't hold in Lambek Calulus). The proof of the �rst dedution is reported in example5.10 as a derivation in a Lambek grammar.7.1.3 AdverbsIf we look for the proper type for adverbs like here we an onsider the well-formed senteneJohn works here. We an hoose between two possible parenthesizations here, that is:
(

npJohn np\sworks ) here
npJohn (

np\sworks here)The �rst one suggests for here the type s\s, while the seond one the type (np\s)\(np\s).The good news is that, while in a CCG we should assign eah adverb at least two di�erenttypes, in a Lambek grammar we an prove that
s\s ⊢ (np\s)\(np\s)that is to say, in Lambek grammars any adverbial expression of type s\s has also type

(np\s)\(np\s). More generally, we an show that in Lambek Calulus
x\y ⊢ (z\x)\(y\x)

x/y ⊢ (x/z)/(y/z).7.1.4 Hypothetial reasoningIn the following example, sentenes s, noun phrases np, ommon nouns n, and propositionsphrases pp are taken to be �omplete expressions�, whereas the verb danes, the determinerthe and the preposition with are ategorized as inomplete with respet to these ompletephrases.
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Learnability for Rigid Lambek Grammars 51Example 7.1 Here is the derivation for the sentene Franesa danes with the boy.
/E

np/n n

/E

/E

\E

the boy

nppp/np
with

pp((np/s)/pp
dances

np\snp
Francesca

sThis is an example of grammatial reasoning where, on the basis of the types we assignedto eah word, we infer the well-formedness of a sequene of words. On the other hand wean assume a di�erent perspetive: knowing that a sentene is well-formed, what an besaid about the type of its omponents? In the words of Lambek: �Given the informationabout the ategorization of a omposite struture, what onlusions ould be draw aboutthe ategorization of its parts?� ( [Lam58℄). That's where the following inferene patternsome into play: from Γ, B ⊢ A, infer Γ ⊢ A/B,from B,Γ ⊢ A, infer Γ ⊢ B\Awhih gives a linguisti interpretation of the role of the �introdution� rules. That's what isdone in the following derivation whih allows us to infer that the expression the boy Franesadanes with is of type np:
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52 Bonato
/E

/E

\E

/I

/E

/E

pp/np [np]

pp((np\s)/pp

np\snp

s

s/np(n\n)/(s/np)

n\nn

\E
nnp/n

np

with

dances

Francesca

whom

boy

the

Sine the relative pronoun whom (of type (n\n)/(s/np)) wants to enter into ompositionon its right with the relative lause body, we'd like to assign type s/np to the latter. Inorder to show that Franesa danes with is indeed of type s/np, we make a hypothetialassumption and suppose to have a �ghost word� of type np on its right. It's easy to derivethe ategory s for the sentene Franesa danes with np. By withdrawing the hypothetial
np assumption, we onlude that Franesa danes with has type s/np.We an say that the anelled hypothesis is the analogous of a �trae� à la Chomskymoving whom before Franesa.7.1.5 TransitivityIn the framework of CCGs a di�ulty arises when we try to show the well-formedness of

s/(np\s)he np\s/nplikes (s/np)\shimso some authors proposed to introdue two new rules, whih are often referred to as `tran-sitivity rules':
(x/y)(y/z) → x/z,

(x\y)(y\z) → x\z
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Learnability for Rigid Lambek Grammars 53It's easy to show that suh rules are derivable in Lambek Calulus, as we an easily see fromthe following proof tree:
/E

y/z [z]

yx/y

/E

x

I/

x/z7.2 Lambek Grammars and Montague SemantisFrom a linguisti point of view, one of the main reasons of interest in Lambek grammars liesin the natural interfae that proof-tree strutures provide for Montague-like semantis. Justlike Curry-Howard isomorphism shows that simply typed λ-terms an be seen as proofs inintuitionisti logis, and vie-versa, syntatial analysis of a sentene in a Lambek grammaris a proof in Lambek alulus, whih is naturally embedded into intuitionisti logis. Indeed,if we read B/A and A\B like the intuitionisti impliation A → B, every rule in Lambekalulus is a rule of intuitionisti logis.In order to fully appreiate this relation between syntax and semantis whih is par-tiularly strong for Lambek grammars, we de�ne a morphism between syntati types andsemanti types: the latter are formulas of a minimal logis (where the only allowed onnetoris→, that is, intuitionisti impliation) built on the two types e (entity) and t (truth values).(Syntati type)* = Semanti type
s∗ = t (a sentene is a proposition)
sn∗ = e (a nominal sintagma denotes an entity)
n∗ = e→ t (a noun is a subset of entities)

(A\B)∗ = (B/A)∗ = A∗ → B∗ extends (_)∗ to every types.The lexion assoiates also to every word w a λ-term τk for every syntati type tk ∈
L(w), suh that the type of τk is preisely t∗k, the semanti type orresponding to that synta-ti type. We introdue some onstants for representing logial operations of quanti�ation,
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54 Bonatoonjuntion et: Constant Type
∃ (e→ t) → t
∀ (e→ t) → t
∧ t→ (t→ t)
∨ t→ (t→ t)
⊃ t→ (t→ t)Let the following be given:� a syntatial analysis of w1 . . . wn in Lambek alulus, that is to say, a derivation Dof t1, . . . , tn ⊢ s and� the semantis for every word w1, . . . , wn, that is to say, λ-terms τi : t∗i ,then we get the semantis of the sentene by simply applying the following algorithm:� Substitute in D every syntati type with its orresponding semanti image; sineintuitionisti logis is an extension of Lambek alulus, we get a derivation D∗ intointuitionisti logi of t∗1, . . . , t∗n ⊢ t = s∗;� this derivation in intuitionisti logi due to Curry-Howard isomorphism an be seen asa simply typed λ-term D∗

λ, ontaining a free variable xi of type t∗i for every word wi;� in D∗
λ replae eah variable xi with λ-term τi, equally typed with t∗i ;� redue the λ-term resulting at the end of the previous step, and we get the semantirepresentation of the analyzed sentene.Let's onsider the following example (taken from [Ret96℄):word Syntati type tSemanti type t∗Semanti representation: a λ-term of type t∗some (s/(sn\s))/n

(e→ t) → ((e→ t) → t)
λP : e→ t λQ : e→ t(∃(λx : e(∧(Px)(Qx))))sentenes n
e→ t
λx : e(sentene x)talkabout sn\(s/sn)
e→ (e→ t)
λx : e λy : e((talkabout x)y)themselves ((sn\s)/sn)\(sn\s)
(e→ (e → t)) → (e→ t)
λP : e→ (e→ t)λx : e((Px)x) INRIA



Learnability for Rigid Lambek Grammars 55First of all, we'll prove that Some sentenes talk about themselves is a well formed-sentene, that is, it belongs to the language generated by the lexion at issue. This meansbuilding a natural dedution of:
(s/(sn\s))/n, n, sn\(s/sn), ((sn\s)/sn)\(sn\s) ⊢ s.If we indiate with S,N, T,M the left-hand side of syntati types we get

S ⊢ (s/(sn\s))/n N ⊢ n
[/E]

S,N ⊢ s/(sn\s)

T ⊢ (sn\s)/sn M ⊢ ((sn\s)/sn)\(sn\s)
[\E]

T,M ⊢ sn\s
[\E]

S,N, T,M ⊢ sBy applying the isomorphism between syntati and semanti types, we get the followingintuitionisti proof, where S∗, N∗, T ∗,M∗ are the abbreviations for semanti types assoiatedto S,N, T,M :
S∗ ⊢ (e→ t) → (e→ t) → t N∗ ⊢ e→ t

[→ E]
S∗, N∗ ⊢ (e→ t) → t

T ∗ ⊢ e→ e→ t M∗ ⊢ (e→ e→ t) → e→ t
[→ E]

T ∗,M∗ ⊢ e→ t
[→ E]

S∗, N∗, T ∗,M∗ ⊢ tThe λ-term oding this proof is simply ((sn)(tm)) of type t, where s, n, t,m are variablesof types respetively S∗, N∗, T ∗,M∗.By replaing these variables with λ-terms of the same types assoiated by the lexion tothe words, we get the following λ-term of type t:
((λP λQ (∃ (λx(∧(P x)(Q x)))))(λx (sentene x)))

((λP λx ((P x)x))(λx λy ((talkabout x)y)))

↓ β

(λQ (∃(λx(∧(sentene x)(Q x)))))(λx((talkabout x)x))
↓ β

(∃(λx(∧(sentene x)((talkabout x)x))))If we reall that the x in this last term is of type e, the latter redued term representsthe following formula in prediate alulus:
∃x : e(sentene (x) ∧ talkabout(x, x))whih is the semanti representation of the previously analyzed sentene.
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56 Bonato8 Rigid Lambek GrammarsIn the present setion we introdue the notion of rigid Lambek grammar (often referredto as RLG), whose learnability properties will be the subjet of our inquiry in setion 9.Basi notions and results presented here are almost trivial extensions of what has alreadybeen done for rigid CCGs (see [Kan98℄), sine a spei� a spei� theory for rigid Lambekgrammars is still missing.8.1 Rigid and k-Valued Lambek GrammarsA rigid Lambek grammar is a triple G = 〈Σ, s, F 〉, where Σ and s are de�ned like in de�nition5.19, while F : Σ ⇀ Tp is a partial funtion that assigns to eah symbol of the alphabet atmost one type. We an easily generalize the notion of rigid Lambek grammar to the notionof k-valued Lambek grammar by a funtion F that assigns to eah symbol of the alphabetat most k types. Formally, F : Σ ⇀
⋃k

i=1 Tp
k.Let an alphabet Σ be given. We all Grigid the lass of rigid Lambek grammars over Σ,and Gk−valued the lass of k-valued Lambek grammars over Σ.Let's de�ne two lasses of proof-tree strutures:

PLrigid = {PL(G) | G ∈ Grigid},

PLk−valued = {PL(G) | G ∈ Gk−valued}.Members of PLrigid are alled rigid (proof-tree) struture languages, and members of PLk−valuedare alled k-valued (proof-tree) struture languages.Let's de�ne two lasses of strings:
Lrigid = {L(G) | G ∈ Grigid},

Lk−valued = {L(G) | G ∈ Gk−valued}.Members of Lrigid are alled rigid (string) languages, and members of Lk−valued are alledk-valued (string) languages.Example 8.1 Let {well,Francesca,dances} ⊆ Σ and let G1, G2 be the following Lambekgrammars:
G1 : Francesca 7→ x,

dances 7→ x\s, y,

well 7→ y\(x\s),

G2 : Francesca 7→ x,

dances 7→ x\s,

well 7→ (x\s)\(x\s). INRIA



Learnability for Rigid Lambek Grammars 57Then G2 is a rigid grammar, while G1 is not. G1 is a 2-valued grammar.De�nition 8.2 Any type A an be written uniquely in the following form:
(. . . ((p|A1)|A2)| . . .)|Anwhere B|C stands for either B/C or C\B and p ∈ Pr. For 0 ≤ i ≤ n, we all the subtype

(. . . (p|A1)| . . .)|Ai of A a head subtype of A. p is the head of A and is denoted head(A).
Ai's are alled argument subtypes of A. The number n is alled the arity of A.The following propositions are almost trivial extensions to rigid Lambek grammars ofanalogous results proved by Kanazawa for CCGs in [Kan98℄. However, they deserve someattention sine they an provide a �rst super�ial insight about properties of RLGs.First of all we prove a hierarhy theorem about strong generative apaity of k-valuedLambek grammars.Proposition 8.3 Let a ∈ Σ. For eah i ≥ 1, let Ti be the following proof-tree struture:

a a

a

/E

/E

}
.    .    .

i times

Then for eah k ≥ 1,
{T1, . . . , Tk} ∈ PLk+1−valued − PLk−valued.Thus, for eah k ∈ N, PLk−valued ⊂ PLk+1−valued.Proof. (See [Kan98℄) Let Gk be the following k+1-valued grammar:

Gk : a 7→ x,

s/x,

(s/x)/x,...
(. . . ((s/ x)/x)/ . . .)/x

︸ ︷︷ ︸

k times

.Then one an easily verify that {T1, . . . , Tk} ⊂ PL(Gk).RR n° 5964



58 BonatoLet G be a grammar suh that {T1, . . . , Tk} ⊂ PL(G): we will show that G is at leastk+1-valued.Let Pi be a parse of Ti in G for 1 ≤ i ≤ k. Then the leftmost leaf of Pi is the ultimatefuntor of Pi, and if we all Ai the type labeling it, we an easily verify that the its aritymust be exatly i. Thus, i 6= j implies Ai 6= Aj .We show that there is at least one type B suh that G : a 7→ B and B 6∈ {A1, . . . , Ak}.Sine the relation �is an argument subtype of� is well-founded, there is at least one i suhthat the argument subtypes of Ai are not in {A1, . . . , Ak}. But in order to produe Pi, anyargument subtype of Ai must be a type assigned to a by G. Therefore G must be at leastk+1-valued.The proof of proposition 8.3 showsCorollary 8.4 There is no Lambek grammar G suh that PL(G) = ΣP .Lemma 8.5 Let G be a rigid Lambek grammar. Then for eah proof-tree struture T, thereis at most one partial parse tree P suh that T is the struture of P.Proof. By indution on the onstrution of T .Indution basis. T = c ∈ Σ. Any partial parse tree P whose struture is T is a height 0tree whose only node is labeled by the symbol c and a type A suh that G : c 7→ A. Sine
G is rigid, there is at most one suh type A. Then P , if it exists, is unique.Indution step. There are 4 ases to onsider:1. T is the following proof-tree struture:

T1 T2

\EThen any partial parse tree of G whose struture is T has the form where P1 and P2

A

P1

A\B

P2

B

\Eare partial parse trees of G whose strutures are T1 and T2, respetively. By indutionINRIA



Learnability for Rigid Lambek Grammars 59hypothesis, P1 and P2 are unique. This means that the type label B is also uniquelydetermined, so P is also unique.2. Exatly like Case 1, with /E in plae of \E.3. T is the following proof-tree struture:
T1

\IThen any partial parse tree of G whose struture is T has the form where P1 is a
B

[A], G

P1

\I

A\Bpartial parse tree of G whose struture is T1. By indution hypothesis, P1 is unique.This means the the type label A\B is uniquely determined, so P is also unique.4. Exatly like Case 3, with /I in plae of \I.Corollary 8.6 If G is a rigid Lambek grammar, eah proof-tree struture T ∈ PL(G) has aunique parse.Note that last orollary doesn't state that if G is rigid, then eah string s ∈ L(G) has aunique parse: in general for eah sentene there are in�nitely many proof trees, as extensivelyshown in setion 6.Lemma 8.7 Let G be a rigid Lambek grammar. Then for eah inomplete proof-tree stru-ture T, there is at most one inomplete parse tree P of G suh that T is the struture of
P.Proof. See [Kan98℄ trivially extended to Lambek grammars.
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60 Bonato8.2 Most General Uni�ers and ⊔ OperatorUni�ation plays a ruial role in automated theorem proving in lassial �rst-order logi andits extensions (see, for example, [Fit96℄ for an exposition of its use in �rst-order logi). Sinetypes are just a speial kind of terms, the notion of uni�ation applies straightforwardly totypes.De�nition 8.8 Let A and B be types. A substitution σ is a uni�er of A and B if σ(A) =
σ(B). A uni�er σ is a most general uni�er of A and B, if for any other uni�er τ of A and
B, there exists a substitution η, suh that τ = σ ◦ η, i.e. τ(C) = η(σ(C)), for C = A or
C = B.A substitution σ is said to unify a set A of types if for all A1, A2 ∈ A, σ(A1) = σ(A2). Wesay that σ uni�es a family of sets of types, if σ uni�es eah set in the family.A most general uni�er is unique up to `renaming of variables'.Example 8.9 Let A onsist of the following sets:

A1 = {x1/x2, x3/x4},

A2 = {x5\(x3\t},

A3 = {x1\t, x5}.Then the most general uni�er of A is:
σ = {x3 7→ x1, x4 7→ x2, x5 7→ x1\t}.There are many di�erent e�ient algorithms for uni�ation, whih deide whether a �niteset of types has a uni�er and, if it does, ompute a most general uni�er for it. For illustrationpurposes, we present here a non-deterministi version of an uni�ation algorithm.Our algorithm uses the notion of disagreement pair. The easiest way to de�ne disagree-ment pair is to onsider the types to be tree-like:De�nition 8.10 Let A and B be two types. A disagreement pair for A and B is a pair ofsubterms of A and B, A′, B′, suh that A′ 6= B′ and the path from the root of A to the rootof A′ is equal to the path from the root of B to the root of B′.The following, non-deterministi version of the uni�ation algorithm is taken from [Fit96℄:Unifiation Algorithm.� input: two types A and B;� output: a most general uni�er σ of A,B, if it exists, or a orret statement that Aand B are not uni�able.
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Learnability for Rigid Lambek Grammars 61Let σ := ǫWhile σ(A) 6= σ(B) dobeginhoose a disagreement pair A′, B′ for σ(A), σ(B);if neither A′ nor B′ is a variable, then FAIL;let x be whihever of A′, B′ is a variable (if both are, hoose one)and let C be the other one of A′, B′if x ours in C, then FAIL;let σ := σ ◦ {x 7→ C};endThe previous algorithm present one of many e�ient algorithms for uni�ation, so wethe following is a well-de�ned notion:De�nition 8.11 We de�ne a omputable partial funtion mgu that maps a �nite family Aof �nite sets of types to a most general uni�er mgu(A), if A is uni�able.The set Grigid of all rigid Lambek grammars is partially ordered by ⊑.De�nition 8.12 Let G ⊆ Grigid, and let G ∈ G.Then G is alled an upper bound of G iffor every G′ ∈ G, G′ ⊑ G.We introdue here a new operator among rigid grammars that will be used to prove aninteresting property for our learning algorithm at the end of the �fth hapter.De�nition 8.13 Let G1 and G2 be rigid Lambek grammars. We an assume that G1 and
G2 have no ommon variables (if they do, we an always hoose a suitable alphabeti variantof one of them suh that V ar(G1) ∩ V ar(G2) = ∅). Let

A = {{A | G1 ∪G2 : c 7→ A} | c ∈ dom(G1 ∪G2)}and let
σ = mgu(A).Note that G1 ∪G2 is a 2-valued grammar. Then we de�ne G1 ⊔G2 as follows:

G1 ⊔G2 = σ[G1 ∪G2].If A is not uni�able, then G1 ⊔G2 is unde�ned.Example 8.14 Let G1 and G2 be the following rigid Lambek grammars:
G1 : a 7→ s/x,

b 7→ x,

G2 : b 7→ y\s,

c 7→ y.RR n° 5964



62 BonatoThen
G1 ⊔G2 : a 7→ s/(y\s),

b 7→ y\s,

c 7→ y.Obviously, from de�nition 8.13, we haveLemma 8.15 If G1 ⊔G2 exists, then G1 ⊑ G1 ⊔G2 and G2 ⊑ G1 ⊔G2.Proposition 8.16 (Kanazawa, 1998) Let G1, G2 ∈ Grigid. If {G1, G2} has un upperbound, then G1 ⊔G2 exists and it's the least upper bound of {G1, G2}.Proof. (See [Kan98℄).
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Learnability for Rigid Lambek Grammars 639 Learning Rigid Lambek Grammars from StruturesIn the present hapter we will explore a model of learning for Rigid Lambek Grammarsbased on positive strutured data. In addition to the standard model where sentenes arepresented to the learner as �at sequenes of words, in this somewhat enrihed model, stringsome with additional information about their �deep struture�. Following the approahskethed in setion 6, largely indebted with Tiede's study on proof trees in Lambek alulusas grammatial strutures for Lambek grammars (see [Tie99℄), in our model eah senteneomes to the learner with a struture in the form of a proof tree struture as extensivelydesribed in setion 6.Formally, given a �nite alphabet Σ, we will present a learning algorithm for the grammarsystem 〈Grigid,Σ
P ,PL〉: that is to say, samples to whih the learner is exposed to are proof-tree strutures over the alphabet Σ, and guesses are made about the set of rigid Lambekgrammars that an generate suh a set of strutures.We follow the advie of Kanazawa (see [Kan98℄) who underlines how suh an approah,whih turns out to be quite logially independent from an approah based on �at strings ofwords, seems to make the task of learning easier but doesn't trivialize it. If, on one hand,in the proess of learning from strutures the learner is provided with more information, onthe other hand the riterion for suessful learning is striter. It is not su�ient that thestring language of G ontains exatly the yields of the strutures in the input sequene, thelearning funtion is required to onverge to a grammar G that generates all the grammatialstrutures whih appear in the input sequene. We ould say that the learning funtionmust onverge to a grammar that is both weakly and strongly equivalent to the grammarthat generated the input samples.Clearly, from a psyholinguisti point of view, both learning from �at strings and fromproof tree strutures are quite unrealisti models of �rst language aquisition by humanbeings. In the �rst ase, experimental evidenes (see [Pin94℄) show that hildren an'taquire a language simply by passively listening to �at strings of words. First of all, we anthink that prosody (or puntuation, in written text) an provide �strutural� information tothe hildren on the syntati braketing of the sentenes she is exposed to (although theydo not always oinide) and it is known that prosody is needed to learn a language for ahild. Furthermore, another interesting evidene of the fat that a hild needs somethingmore to learn her mother tongue is given by the fat that no hildren an improve theirgrammatial skills during the early stages of their language aquisition proess by wathingTV: it seems very likely they need �riher data� than simple sentenes uttered by an adult.Some researhers (see [Tel99℄) hypothesize this additional information omes to the hildrenas the semanti ontent of the �rst sentenes she is exposed to, whose she ould have a �rst,primitive grasp through �rst sensory-motor experienes.On the other hand, it is also highly unlikely that a hild an have aess to somethinglike a proof tree struture of the sentene she is exposed to. Our belief is that a good formalmodel for the proess of learning should rely on something �halfway� between �at strings ofwords and highly strutured and omplete information oming from the proof tree strutureof the sentene. However, sine, as we've already seen in setion 7.2, proof tree struturesRR n° 5964



64 Bonatoprovide a very natural support for a Montague-like semantis, we think that our modelfor learning a rigid Lambek grammar from strutured data represents a �rst, simple butmeaningful approximation of a more plausible model of learning.In any ase, even though in most of real-world appliations only unstrutured data areavailable, we are often interested not only in the sentenes that a grammar derives, butalso in derivation strings that grammar assigns to sentenes. That is, we generally want agrammar that makes strutural sense.9.1 Grammatial Inferene as Uni�ationWe set our inquiry over the learnability for rigid Lambek grammars in the more generallogial framework of the Theory of Uni�ation. We will stik to the approah desribedin [Ni99℄ based on the attempt to redue the proess of inferring a ategorial grammarto the problem of unifying a set of terms. This approah establishes a fruitful onnetionbetween Indutive Logi Programming tehniques and the �eld of Grammatial Inferene, aonnetion that has already been proved suessful in devising e�ient algorithms to inferk-valued CCGs from positive strutured data (see [Kan98℄). Our aim is to exploit as muh aspossible what has already been done in this diretion by exploring the possibility of adaptingexisting algorithms for CCGs to rigid Lambek grammars.9.2 Argument Nodes and Typing AlgorithmOur learning algorithm is based on a proess of labeling for the nodes of a set of proof treestrutures. We introdue here the notion of argument node for a normal form proof tree. Wewill be a bit sloppy in de�ning suh a notion, and sometimes we will use the same notationto indiate a node and the type it's labeled by, when this doesn't engender onfusion, andmuh will be left to the graphial� interpretation of trees and their nodes. However, we analways think of a node as a De Bruijn-like objet (see [dB72℄) without substantially a�etingthe meaning of what will be proved.De�nition 9.1 Let P be a normal form partial parse tree. Let's de�ne indutively the set
Arg(P) of argument nodes of P. There are three ases to onsider:� P is a single node labeled by a type x, whih is the only member of Arg(P).� P looks like one of the following

G G

P1 P1

D D

P2 P2

\E /E

B B

,
A A\B B/A A
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Learnability for Rigid Lambek Grammars 65then in the �rst ase
Arg(P) = {Root(P)} ∪Arg(P1) ∪Arg(P2) − {Root(P2)},and in the seond ase
Arg(P) = {Root(P)} ∪Arg(P1) ∪Arg(P2) − {Root(P1)}.� P looks like one of the following

G, [A]

P1

B B

[A], G

P1

\I /I

A\B B/A

,

then Arg(P) = Arg(P1).The following proposition justi�es our interest for argument nodes for a normal formproof tree struture:Proposition 9.2 Let t be a well formed normal form proof tree struture. If eah argumentnode is labeled, then any other node in t an be labeled with one and only one type.Proof. We prove that, one argument nodes are labeled, any other node an be labeled, byproviding a typing algorithm; uniqueness of typing follows from the rules applied.By indution on the height h of t:Indution Basis. There are two ases to onsider:1. h = 0. Trivially, by de�nition 9.1, t is a single argument node, the result of theappliation of a single axiom rule [ID] and by de�nition it's already typed.2. h = 1. Then t must be the result of a single appliation of a [/E] or [\E] rule. Byhypothesis and de�nition 9.1, its two argument nodes are labeled with, say, x1 and x2,and the remaining node must be labeled aording to one of the following rules:
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\E \E /E /E

x2 x2 x2 x2

x1 x1
x1 x1

x \x2 1

® ®

x /x1 2

,

Indution Step. Let t be a normal form proof tree struture of height h > 1. There are3 ases to onsider:1. t ≡ \E(t1, t2). Sine, by hypothesis, eah node in Arg(t) = {Root(t)} ∪ Arg(t1) ∪
Arg(t2) − {Root(t2)}, is labeled, then also Root(t) is labeled with, say, x2. For thesame reason, any node of Arg(t1) is labeled, too, and so, by indution hypothesis, t1is fully (and uniquely) labeled. In partiular its root is labeled with, say, x1. Sine tis well formed, t2 annot be the result of the appliation of a [/I] rule, and sine t isnormal, t2 annot be the result of the appliation of a [\I] rule, so its root node is anargument node of its, too. By hypothesis, eah node in Arg(t2) − {Root(t2)} has atype, so we an apply the following rule:

x1

t1
t1

x \x1 2

t2
t2

x2x2

\E\E

®x1

and t2 has all of its argument nodes (uniquely) labeled. So, by indution hypothesis,its fully and uniquely labeled, and so is t.2. t ≡ /E(t1, t2). Analogous to ase 1.3. t ≡ \I(t1) or t ≡ /I(t1). By de�nition, Arg(t) = Arg(t1), then by hypothesis, any ar-gument node in t1 is labeled. Then, by indution hypothesis, t1 is fully (and uniquely)labeled, and sine t is well-formed, there must be at least two undisharged leaves in
t1. So t an be fully labeled aording, respetively, to the following rules:
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Learnability for Rigid Lambek Grammars 67
\I\I

x \x2 1

x1x1

t1t1

x2
[x ]2

®

... ... ... ...

/I/I

x /x1 2

x1x1

t1t1

x2 [x ]2

®,

where x2 labels, respetively, the leftmost and the rightmost undisharged leaf.The proof of the previous proposition has impliitly de�ned an algorithm for labeling inthe most general way the nodes of a normal form proof tree struture.De�nition 9.3 A prinipal parse of a proof tree struture t is a partial parse tree T of t,suh that for any other partial parse tree T ′ of t, there exists a substitution σ suh that, ifa node of t is labeled by type A in T , it's labeled by σ(A) in T ′.From the proof of proposition 9.2 it's easy to devise an algorithm to get a prinipal parsefor any well formed normal form proof tree struture.Prinipal Parse Algorithm� Input: a well formed normal form proof tree struture t;� Output: a prinipal parse T of t in a Lambek grammar G.Step 1. Label with distint variables eah argument node in t;Step 2. Compute the types for the remaining nodes aording to the rules desribed inthe proof of proposition 9.2.Obviously, this algorithm always terminates. If T is the resulting parse, we an easilyprove it's prinipal. If T ′ is another parse for t, let's de�ne a substitution σ in the followingway: for eah variable x ∈ V ar(G), �nd the (unique, for onstrution) node in T labeledby x, and let σ(x) be the type labeling the same node in T ′. By indution on A ∈ Tp(G)(where Tp(G) is the set of all subtypes appearing in a Lambek Grammar G), we prove thatif A labels a node of T , σ(A) labels the orresponding node of T ′.Indution Basis. If A ∈ V ar, this holds by de�nition.Indution Step. Let A = B\C labels a node of T . Then the relevant part of T mustlook like one of the following ases:RR n° 5964



68 Bonato� First ase:
B B\C

C

\E

By indution hypothesis, the orresponding part of T ′ looks like:
s(B)

s(C)

\E

A´

Then A′ = σ(B)\σ(C) = σ(B\C) = σ(A).� Seond ase:
[B]

C

B\C

\IBy indution hypothesis, the orresponding part of T ′ looks like:
[ (B)]s

s(C)

A´
\IThen A′ = σ(B)\σ(C) = σ(B\C) = σ(A). INRIA



Learnability for Rigid Lambek Grammars 69The ase A = C/B is entirely similar, thus ompleting the indution.It follows that if a node of T is labeled by A, then the orresponding node of T ′ is labeledby σ(A). That is to say, with a small abuse of notation, T ′ = σ(T ).9.3 RLG AlgorithmOur algorithm (alled RLG from Rigid Lambek Grammar) takes as its input a �nite set Dof proof tree strutures over a �nite alphabet Σ and returns a rigid Lambek grammar G overthe same alphabet whose struture language ontains (properly) D, if it exists; a orretstatement that there's no suh a rigid Lambek grammar otherwise.Our algorithm is based on the type algorithm desribed in setion 9.2 and on the uni�-ation algorithm desribed in setion 8.2.RLG Algorithm.� input: a �nite set D of proof tree strutures.� output: a rigid Lambek grammar G suh that D ⊂ PL(G), if there is one.We illustrate the algorithm using the following example:
\E

/I

\E

a girl

\E

/E /E

\E

loves

him

passionately

[  ]

a girl

/E

loves /E

John,D={
{
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70 BonatoStep 1. Normalize all the proof tree strutures in D, if they are not normal, aordingto the rules desribed in setion 6.3.Step 2. Assign a type to eah node of the struture in D as follows:1. Assign s to eah root node.2. Assign distint variables to the argument nodes.
/I

\E

a

girl

\E

/E
/E

\E

loves

him

passionately

[ ]x5

a
girl

/E

loves

/E

John
,

s

s

x1

x3

x4

x8

x6

x7
x2

\E

3. Compute types for the remaining nodes aording to the rules desribed in proposition9.2.
/I

\E

a girl

\E

/E /E

\E

loves

him

passionately

[ ]x5 a girl

/E

loves /E

John
,

s

s

x1

x3

x4

x8

x6

x7

x2

\E

x /x3 4

x \x3 2

(x \x )/x3 2 5

x /x2 5
(x /x )\x2 5 1

x \s1

x \s6

x /x7 8

(x \s)/x6 7
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Learnability for Rigid Lambek Grammars 71Step 3. Collet the types assigned to the leaf nodes into a grammar GF (D) alled thegeneral form indued by D. In general, GF (D) : c 7→ A if and only if the previous stepassigns A to a leaf node labeled by symbol c.
GF (D) : passionately 7→ x1\s

him 7→ (x2/x5)\x1

a 7→ x3/x4, x7/x8

girl 7→ x4, x8

loves 7→ (x3\x2)/x5, (x6\s)/x7

John 7→ x6Step 4. Unify the types assigned to the same symbol. Let A = {{A | GF (D) : c 7→
A} | c ∈ dom(GF (D))}, and ompute σ = mgu(A). The algorithm fails if uni�ation fails.

σ = {x7 7→ x3, x8 7→ x4, x6 7→ x3, x2 7→ s, x5 7→ x3}Step 5. Let RLG(D) = σ[GF (D)].
RLG(D) : passionately 7→ x1\s

him 7→ (s/x3)\x1

a 7→ x3/x4

girl 7→ x4

loves 7→ (x3\s)/x3

John 7→ x3Our algorithm is based on the �prinipal parse algorithm� desribed in the previoussetion, whih has been proved to be orret and terminate, and the uni�ation algorithmdesribed in setion 8.2. The result is, intuitively, the most general rigid Lambek Grammarwhih an generate all the proof tree strutures appearing in the input sequene.9.4 Properties of RLGIn the present setion we prove some properties of the RLG algorithm that will be helpfulto study its behaviour in the limit.The following lemma is almost trivial but it will play an important role in the onvergeneproof for the RLG algorithm. It simply states that the tree language of the grammar inferredjust after the labeling of the strutures properly ontains the sample strutures.Lemma 9.4 Let D be the input set of proof tree strutures for the RLG algorithm. Thenthe set of the proof tree strutures generated by the `general form' grammar ontains properly
D. That is, D ⊂ PL(GF (D)).RR n° 5964



72 BonatoProof. Let D = {T1, . . . , Tn}. The labeling of the nodes of the strutures in D that preedesthe onstrution of GF (D) in fat forms a parse tree Pi of GF (D) for eah struture Ti in
D. This shows D ⊆ PL(GF (D)). The proper inlusion follows trivially from the fat that
D is by hypothesis a �nite set, while PL(G), the set of proof tree strutures generated by aLambek grammar G, is always in�nite.Lemma 9.5 Eah variable x ∈ V ar(GF (D)) labels a unique node in a unique parse treeof D.Proof. Obviously, by onstrution, if x ∈ V ar(GF (D)), then there must be an i ∈ N suhthat x labels one of the nodes of a parse tree Pi. Sine, by onstrution, for eah i 6= jthe sets of variables that label Pi are disjoint, x appears in one and only one Pi. Besides,sine variables are assigned only during the �rst phase of the type-assignment proess of ouralgorithm, again by onstrution eah variable labels only one node in the dedution tree.The following lemma makes expliit the relation between the grammar inferred just afterthe labeling of the strutures in the algorithm RLG, and the struture language of the rigidgrammar we are trying to infer.Lemma 9.6 Let D be a �nite set of proof tree strutures. Then, for any Lambek grammar
G, the following are equivalent:(i) D ⊆ PL(G)(ii) There is a substitution σ suh that σ[GF (D)] ⊆ G.Proof. (ii)⇒(i). Suppose there is a substitution σ suh that σ[GF (D)] ⊆ G. Then, fromproposition 6.32, we have that PL(GF (D)) ⊆ PL(G). This, together with lemma 9.4 proves(i). (i) ⇒(ii). Let D = {T1, . . . , Tn} and let Pi be GF (D)'s parse of Ti for 1 ≤ i ≤ n.Assume D ⊆ PL(G). Then G has a parse Qi of eah Ti. De�ne a substitution σ as follows:for eah variable x ∈ V ar(GF (D)), �nd a (unique, due to lemma 9.5) Pi that ontains a(unique, again due to lemma 9.5) node labeled by x, and let σ(x) be the type labeling theorresponding node of Qi. We show thatif A labels a node of some Pi, then σ(A) labels the orresponding node of Qi.Proof. By indution onA ∈ Tp(GF (D)) = {T | T is a subtype of someB ∈ range(GF (D))}):Indution basis. If A ∈ V ar, this holds by de�nition. If A = t, then any node labeled by
A in {P1, . . . ,Pn} is the root node of some Pi. Sine Qi is a parse tree of G, the root nodeof Qi must be labeled by t.Indution step. Let A = B\C labels a node of Pi. Then the relevant part of Pi mustlook like one of the two following ases: INRIA



Learnability for Rigid Lambek Grammars 73� First ase
B B\C

C

\E

tBy indution hypothesis, the orresponding part of Qi looks like:
s(B)

s(C)

\E

t

A´

Then A′ = σ(B)\σ(C) = σ(B\C) = σ(A).� Seond ase
t

[B]

C

B\C

\I
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74 BonatoBy indution hypothesis, the orresponding part of Qi looks like:
t

[ (B)]s

s(C)

A´
\I

Then again A′ = σ(B)\σ(C) = σ(B\C) = σ(A).The ase A = C/B is entirely similar, thus ompleting the indution. It follows that if
GF (D) : c 7→ A, then G : c 7→ σ(A). Therefore, σ[GF (D)] ⊆ G.The following proposition establishes an �if and only if� relation between the inlusionof our set of positive samples D in a tree language generated by a rigid grammar G and thesuessful termination of the RLG algorithm when it has D as its input set. Even more,we have that the rigid grammar inferred by the algorithm is not �larger� than the rigidgrammar G.Proposition 9.7 Let D be a �nite set of proof tree strutures. Then, for any rigid grammar
G, the following are equivalent:(i) D ⊆ PL(G);(ii) RLG(D) exists and RLG(D) ⊑ G (equivalently, there is a substitution τ suh that

τ [RLG(D)] ⊆ G).Proof. (ii) ⇒ (i) follows from lemma 9.6 and the fat that RLG(D) is a substitution instaneof GF (D).(i) ⇒ (ii). Assume that G is a rigid grammar suh that D ⊆ PL(G). By lemma 9.6 thereis a substitution σ suh that σ[GF (D)] ⊆ G. Sine G is a rigid grammar, σ[GF (D)] is also arigid grammar. Then σ uni�es the family A = {{A | GF (D) : c 7→ A} | c ∈ dom(GF (D))}.This means that RLG(D) exists and RLG(D) = σ0[GF (D)], where σ0 = mgu(A). Thenthere is a substitution τ suh that σ = τ ◦ σ0. Therefore, τ [RLG(D)] = τ [σ0[GF (D)]] =
(τ ◦ σ0)[GF (D)] = σ[GF (D)]. By assumption, σ[GF (D)] ⊆ G, so τ [RLG(D)] ⊆ G.Corollary 9.8 Let D1 and D2 be two �nite sets of proof tree strutures suh that D1 ⊆ D2.If RLG(D2) exists, RLG(D1) also exists and RLG(D1) ⊑ RLG(D2) and PL(RLG(D1)) ⊆
PL(RLG(D2)). INRIA



Learnability for Rigid Lambek Grammars 75Proof. Immediate from proposition 9.7, noting that if D1 ⊆ D2, then {G ∈ Grigid | D1 ⊆
PL(G)} ⊇ {G ∈ Grigid | D2 ⊆ PL(G)}.De�nition 9.9 Let ϕRLG be the learning funtion for the grammar system 〈Grigid,Σ

P ,PL〉de�ned as follows:1
ϕRLG(〈T0, . . . , Tn〉) ≃ RLG({T0, . . . , Tn}).Thanks to previous propositions and lemmas we are able to prove the onvergene forthe RLG algorithm:Theorem 9.10 ϕRLG learns Grigid from strutures.Proof. We prove that ϕRLG learns the lass of rigid Lambek grammars from proof treestrutures.Let G be any rigid Lambek grammar and let 〈Ti〉i∈N be an in�nite sequene enumerating

PL(G). For eah i ∈ N, {T0, . . . , Ti} ⊆ PL(G), so by proposition 9.7 ϕRLG(〈T0, . . . , Ti〉) =
RLG({T0, . . . , Ti}) is de�ned and

ϕRLG(〈T0, . . . , Ti〉) ⊑ ϕRLG(〈T0, . . . , Ti+1〉),by orollary 9.8, and
ϕRLG(〈T0, . . . , Ti〉) ⊑ G.Sine, by orollary 6.41, there are only �nitely many Lambek grammars G′′ ⊑ G, ϕRLGmust onverge on 〈Ti〉i∈N to some G′. Then PL(G) = {Ti | i ∈ N} ⊆ PL(G′). Sine G′ ⊑ G,by proposition 6.32, PL(G′) ⊆ PL(G). Therefore, PL(G′) = PL(G).When RLG is applied suessively to a sequene of inreasing set of proof tree strutures

D0 ⊂ D1 ⊂ D2 ⊂ · · · , it is more e�ient to make use of the previous value RLG(Di−1) toompute the urrent value RLG(Di).De�nition 9.11 If G is a rigid Lambek grammar and D is a �nite set of proof tree stru-tures, then let
RLG(2)(G,D) ≃ G ⊔RLG(D).Lemma 9.12 If D1 and D2 are two �nite sets of proof tree strutures,

RLG(2)(RLG(D1), D2) ≃ RLG(D1 ∪D2).1Reall that the symbol ≃ means that either both sides are de�ned and are equal, or else both sides areunde�ned
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76 BonatoProof. (See [Kan98℄). Suppose that RLG(2)(RLG(D1), D2) is de�ned. By lemma 8.15,
RLG(D1) ⊑ RLG(2)(RLG(D1), D2) and RLG(D2) = RLG(2)(RLG(D1), D2). This impliesthat D1 ∪ D2 ⊆ PL(RLG(2)(RLG(D1), D2)), so by proposition 9.7, RLG(D1 ∪ D2) existsand RLG(D1 ∪D2) ⊑ RLG(2)(RLG(D1), D2).Suppose now that RLG(D1 ∪D2) is de�ned. By orollary 9.8, RLG(D1) and RLG(D2)exist and RLG(D1) ⊑ RLG(D1∪D2) and RLG(D2) ⊑ RLG(D1∪D2). Then RLG(D1∪D2)is an upper bound of {RLG(D1), RLG(D2)}. By proposition 8.16, RLG(D1)⊔RLG(D2) =
RLG(2)(RLG(D1), D2) exists and RLG(2)(RLG(D1), D2) ⊑ RLG(D1 ∪D2).Thus it has been proved that if one of RLG(2)(RLG(D1), D2) and RLG(D1 ∪ D2) isde�ned the other is de�ned and they are equal.Proposition 9.13 ϕRLG has the following properties:(i) ϕRLG learns Grigid prudently.(ii) ϕRLG is responsive and onsistent on Grigid.(iii) ϕRLG is set-driven.(iv) ϕRLG is onservative.(v) ϕRLG is monotone inreasing.(vi) ϕRLG is inremental.Proof.(i) Sine range(ϕRLG) ⊆ Grigid, ϕRLG learns Grigid prudently.(ii) If D ⊆ L for some L ∈ PLrigid, then by proposition 9.7 RLG(D) exists and by lemma9.6 D ⊆ PL(RLG(D)). This means that ϕRLG is responsive and onsistent on Grigid.(iii) ϕRLG is set-driven by de�nition.(iv) Let T ∈ PL(RLG(D)). Then D∪{T } ⊂ PL(RLG(D)). By proposition 9.7, RLG(D∪

{T }) exists and RLG(D∪{T }) ⊑ RLG(D). By orollary 9.8 we have also RLG(D) ⊑
RLG(D ∪ {T }). This shows that ϕRLG is onservative.(v) Trivial from orollary 9.8.(vi) De�ne a omputable funtion ψ : Grigid × ΣP → Grigid as follows:

ψ(G, T ) ≃

{
RLG(2)(G, {T }) if G ∈ Grigid and RLG({T }) is de�ned,unde�ned otherwise.Then by lemma 9.12, ϕRLG(〈T0, . . . , Ti+1〉) ≃ ψ(ϕRLG(〈T0, . . . , Ti〉), Ti+1).
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Learnability for Rigid Lambek Grammars 7710 Conlusion and Further ResearhThis work aims at making a further step in the diretion of bridging the gap whih stillseparates any formal/omputational theory of learning from a meaningful formal linguistitheory.We have introdued the basi notions of Formal Learnability Theory as �rst formulatedby E.M. Gold in 1967, and of Lambek Grammars, whih appeared for the �rst time in anartile of 1958.The former, whih is one of the �rst ompletely formal desriptions of the proess of gram-matial inferene, after an initial skeptiism about its e�etive appliability, is at present toobjet of a renewed interest due to some meaningful and promising learnabiluty results.Even the latter, long negleted by the linguisti ommunity, is experiening a strongrenewed interest as a onsequene of reent linguistis ahievements whih point at formalgrammars ompletely lexialized, as Lambek grammars are. Even if they're still far frombeing the ultimate formal devie for the formalization of human linguistis ompetene,they're universally looked at as a promising tool for further developments of omputationallinguistis.In the present work we've drawn the attention to a partiular lass of Lambek grammarsalled rigid Lambek grammars, and we've proved that they are learnable in Gold's frameworkfrom a strutured input. We've used most reent results by Hans-Joerg Tiede for formallyde�ne our notion of struture for a sentene: he has reently proved that the proof treelanguage generated by a Lambek grammar stritly ontains the tree language generated byontext-free grammars. His notion of a proof as the grammatial struture of a sentene in aategorial grammar is also useful in providing a natural support to a Montagovian semantisfor that sentene. Therefore, our hoie for a strutured input for our learning algorithm inthe form of proof tree strutures is not gratuitous, but it's oherent with the mainstreamof (psyho-)linguistis theories about �rst language learning whih stress the importane ofproviding the learner with informatioannly and semantially rih input in the proess of herlanguage aquisition.We believe it to be a partial but meaningful result, whih one more shows how versatileand powerful an be this learning theory, one negleted beause it was widely held that itouldn't but aount for the learnability of most trivial lasses of grammars.Muh is left to be done along many diretions. First of all, there's still no real theoryof rigid, or k-valued, Lambek grammars: we still know very few formal properties of suhgrammars whih seem to have an undisputable linguisti interest. We still lak, for example,a hierarhy theorem for languages generated by k-valued Lambek grammars.Another important point whih is still unanswered lies in the deidibility for PL(G1) ⊆
PL(G2) for G1, G2 Lambek grammars, that is deiding whether the tree language generatedby a grammar is ontained in the tree language generated by another one, for any two gram-mars. Suh a question is deidable for the non-assoiative variant of Lambek grammars.Proving this question deidable would allow as to very esaily devise a learning algorithm for
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78 Bonatok-valued Lambek grammars.Our learnability result is in our opinion a �rst step toward a more onvining and lin-guistially plausible model of learning for k-valued Lambek grammars from less and lessstruturally rih input. Needless to say, learning from suh an informationally rih inputlike proof-tree strutures are hardly has any linguisti plausibility. On the other hand thedeep onnetions between proof tree strutures for a sentene in Lambek grammars and its�Montague-like� semantis seems to address to a more onvining model for learning basedboth on syntati and semanti information.
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