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Abstract: We present basic notions of Gold’s learnability in the limit paradigm, first pre-
sented in 1967, a formalization of the cognitive process by which a native speaker gets to
grasp the underlying grammar of his/her own native language by being exposed to well
formed sentences generated by that grammar. Then we present Lambek grammars, a for-
malism issued from categorial grammars which, although not as expressive as needed for
a full formalization of natural languages, is particularly suited to easily implement a nat-
ural interface between syntax and semantics. In hte last part of this work, we present a
learnability result for Rigid Lambek grammars from structured examples.
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Une étude sur 'apprenabilité
des Grammaires de Lambek Rigides

Résumé : On présente les notions basiques du paradigme d’apprenabilité a la limite pour
une classe de grammaires formelles defini par Gold en 1967, comme possible formalisation
du processus cognitif qui permet ’apprentissage d’une langue naturelle & partir d’exemples
d’énoncés bien formés. Ensuite, nous presentons les grammaires de Lambek, un formalisme
issu des grammaires catégorielles que, bien que encore insuffisant a rendre compte de nombre
de phenomenes linguistiques, a des qualités intéréssantes par rapport a l'interface syntaxe-
sémantique. Enfin, nous présentons un résultat d’apprenabilité pour les grammaires de
Lambek Rigides dans le modéle d’apprentissage de Gold a partir d’exemples structurés.

Mots-clés : Théorie formelle de "apprentissage, apprentissage automatique, calcul de
Lambek, linguistique computationnelle, grammaires formelles
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1 Introduction

How comes it that human beings, whose contacts with the world are brief and
personal and limited, are nevertheless able to know as much as they do know?

Sir Bertrand Russell (citato da Noam Chomsky in [Cho75).

Formal Learning Theory was first defined in an article by E. M. Gold in 1967 (see [Gol67])
as a first effort to provide a rigurous formalization of grammatical inference, that is the
process by which a learner, presented with a certain given subset of well-formed sentences of
a given language, gets to infer the grammar that generates it. The typical example of such
a process is given by a child whi gets to master, in a completely spontaneous way and on
the basis of the relatively small amount of information provided by sentences uttered in its
cultural environment, the higly complex and subtle rules of her mother tongue, to the point
that she can utter correct and original sentences before her third year of life. In [OWd.IM97|
such a formal framework is used in the broder context of the mathematical formalization of
any kind of inductive reasoning. In this case the learner is “the scientist” who, on the basis
of finite amount of empirical evidences provided by natural phenomena, formulates scientific
hypotheses would could intensionally accunt for them.

After an initial skepticism about the grammars that could be actually learnt in Gold’s
paradigm (a skepticism shared and in a way enouraged by Gold himself, who proves the non-
learnability in its model of the four classes of grammars of Chomsky’s hierarchy), recently
there has been a renewal of interest toward this computational model of learning. One of
the most recent results is Shinohara’s (see [Shi90]), who proves that as soon as we bound
the number of rules in a context-sensitive grammar, it becomes learnable in Gold’s paradigm.

Lambek Grammars have recently known a renewed interest as a mathematical tool for
the description of certain linguistics phenomena, after having being long neglected after
their first definition in [Lamb8]. Van Benthem was among the first who stressed the singu-
lar correspondence between Montague Semantics (see [Mon97]) and the notion of structure
associated to a sentence of a Lambek grammar. In particular, a recent work by Hans-Jorg
Tiede (see [T7e99]) has made clearer the notion of structure of a sentence in a Lambek gram-
mar, in contrast with a previsous definition given by Buszkowski (see [Bus86]). In doing
0, he gets to prove a meaningful result about Lambek Grammars, that is that the class of
tree languages generated by Lambek grammars strictly contains the class of tree languages
generated by context-free grammars.

Section 2 introduces the basic notions of Learning Theory by Gold and provides a short
review of most important known fact and results about it. Section 3 is a short introduction
fo Lambek Grammars: we give their definition and we present the features which make them
attractive from a computational linguistics point of view. Section 4 briefly presents the class
of rigid Lambek Grammars, which is the object of our lerning algorithm, along with some
basic properties and open questions. In Section 5 we present a learning algorithm for rigid
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Lambek grammars from a structured input: the algorithm takes as its input a finite set of
what has been defined in chapter 3 as proof tree structures. It is proved convergence for the
algorithm and so the lernability for the class of rigid Lambek grammars.

INRIA
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2 Grammatical Inference

2.1 Child’s First Language Acquisition

One of the most challenging goals for modern cognitive sciences is providing a sound theory
accounting for the process by which any human being gets to master the highly complex
and articulated grammatical structure of her mother tongue in a relatively small amount of
time. Between the age of 3 and 5 we witness in children a linguistic explosion, at the end
of which we can say that the child masters all the grammatical rules of her mother tongue,
and subsequent learning is not but lexicon acquisition. Moreover, cognitive psychologists
agree (see [OGLI5|) in stating that the learning process is almost completely based on
positive evidence provided by the cultural environment wherein the child is grown up: that
is, correct statements belonging to her mother tongue. Negative evidence (any information
or feedback given to the child to identify not-well-formed sentences), is almost completely
absent and, in any case, doesn’t seem to play any significant role in the process of learning
(see [Pin94]). Simply stated, the child acquires a language due to the exposition to correct
sentences coming from her linguistic environment and not to the negative feedback she gets
when she utters a wrong sentence.

Providing a formal framework wherein to inscribe such an astounding ability to extract
highly articulated knowledge (i.e. the grammar of a human language) from a relatively small
amount of “raw” data (i.e. the statements of the language the child is exposed to during
her early childhood) was one of the major forces that led to the the definition of a formal
learning theory as the one we are going to describe in the following sections.

2.2 Gold’s Model

The process of a child’s first language acquisition can be seen as an instance of the more
general problem of grammatical inference. In particular we will restrict our attention to
the process of inference from positive data only. Simply stated, it’s the process by which a
learner can acquire the whole grammatical structure of a formal language on the basis of
well-formed sentences belonging to the target language.

In 1967 Gold defined (see [Gol67]|) the formal model for the process of grammatical
inference from positive data that will be adopted in the present work. In Gold’s model,
grammatical inference is conceived as an infinite process during which a learner is presented
with an infinite stream of sentences sg, s1, ..., Sy ..., belonging to language which has to be
learnt, one sentence at a time. Each time the learner is presented with a new sentence s;,
she formulates a new hypothesis G; on the nature of the underlying grammar that could
generate the language the sentences she has seen so far belong to: since she is exposed to
an infinite number of sentences, she will conjecture an infinite number of (not necessarily
different) grammars Gy, G1,...,G, .. ..

RR n° 0123456789
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Two basic assumptions are made about the stream of sentences she is presented with:
(i) only grammatical sentences (i.e. belonging to the target language) appear in the stream,
coherently with our commitment to the process of grammar induction from positive data
only; (ii) every possible sentence of the language must appear in the stream (which must be
therefore an enumeration of the elements of the language).

The learning process is considered successful when, from a given point onward, the gram-
mar conjectured by the learner doesn’t change anymore and it coincides with the grammar
that actually generates the target language. It is important to stress the fact that one
can never know at any finite stage whether the learning has been successful or not due to
the infinite nature of the learning process itself: at each finite stage, no one can predict
whether next sentence will change or not the current hypothesis. The goal of the theory
lies in devising a successful strategy for making guesses, that is, one which can be proved to
converge to the correct grammar after a finite (but unknown) amount of time (or positive
evidence, which is the same in our model). Gold called this criterion of successful learning
identification in the limit.

According to this criterion, a class of grammars is said to be learnable when, for any
language generated by a grammar belonging to the class, and for any enumeration of its
sentences, there is a learner that successfully identifies the correct grammar that generates
the language. A good deal of current research on formal learning theory is devoted to
identifying non-trivial classes of languages which are learnable in Gold’s model or useful
criterions to deduce (un)learnability for a class of languages on the basis of some structural
property of the language.

As it will be made clear in the following sections, accepting this criterion for successful
learning means that we are not interested in when the learning has taken place: in fact there’s
no effective way to decide if it has or not at any finite stage. Our aim is to devise effective
procedures such that, if applied to the infinite input stream of sentences, are guaranteed to
converge to the grammar we are looking for, if it exists.

3 Basic Notions

We present here a short review of (Formal) Learning Theory as described in [Kan98], whence
we take the principal definitions and notation conventions.

INRIA
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3.1 Grammar Systems

The fist step in the formalization of the learning process is the formal definition of both
the “cultural environment” wherein this process takes place and the “positive evidences” the
learner is exposed to. To do this, we introduce the notion of grammar system.

Definition 3.1 (Grammar System) A grammar system is a triple (Q, S, L), where

e ) is a certain recursive set of finitary objects on which mechanical computations can
be carried out;

e S is a certain recursive subset of X*, where X is a given finite alphabet;

e L is a function that maps elements of ) to subsets of S, i.e. L: Q2 — ¢(S).

We can think of € as the “hypothesis space”’, whence the learner takes her grammatical
conjectures, according to the positive examples she has been exposed to up to a certain finite
stage of the learning process. Elements of Q) are called grammars.

Positive examples presented to the learner belong to the set S (often we simply have
S = ¥*); its elements are called sentences, while its subsets are called languages. As it will
be made clear in the following sections, the nature of elements in S strongly influences the
process of learning: intuitively, we can guess that the more information they bear, the easier
the learning process is, if it is possible at all.

The function L maps each grammar G belonging to €2 into a subset of S which is desig-
nated as the language generated by G. That’s why we often refer to L as the naming function.
The question of whether s € L(G) holds between any s € S and G €  is addressed to as
the universal membership problem.

Example 3.2 Let X be any finite alphabet and let DF A be the set of deterministic finite
automata whose input alphabet is 3. For every M € DFA, let L(M) be the set of strings
over ¥ accepted by M. Then (DFA,¥* L) is a grammar system.

Example 3.3 Let X be any finite alphabet and let RegExpr be the set of reqular expressions
over . For every r € RegExpr, let L(r) be the regular language represented by r. Then
(RegExpr,¥*,L) is a grammar system.

Example 3.4 (Angluin, 1980) Let ¥ any finite alphabet, and let Var be a countably in-
finite set of variables, disjoint from 3. A pattern over Y is any element of (X U Var)™: let
Pat be the set of patterns over ¥. For every p € Pat, let L(p) be the set of strings that
can be obtained from p by uniformly replacing each variable x occurring in p by some string
w € X, The triple (Pat, X%, L) is a grammar system.

RR n° 0123456789
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Figure 1: Grammatical Inference

3.2 Learning Functions, Convergence, Learnability

Once formally defined both the set of possible “guesses” the learner can make and the set
of the positive examples she is exposed to, we need a formal notion for the mechanism by
which the learner formulates hypotheses, on the basis finite sets of well-formed sentences of
a given language, about the grammar that generates them.

Definition 3.5 (Learning Function) Let (Q,S,L) be a grammar system. A learning
function is a partial function that maps finite sets of sentences to grammars,

<p:USkAQ

k>1
where S denotes the set of k-ary sequences of sentences.

A learning function can be seen as a formal model of the cognitive process by which a learner
conjectures that a given finite set of sentences belongs to the language generated by a certain
grammar. Since it’s partial, possibly the learner cannot infer any grammar from the stream
of sentences she has seen so far.

According to the informal model outlined in section 22 in a successful learning process,

we require the guesses made by the learner to remain the same from a certain point onward
in the infinite process of learning. That is to say, there must be a finite stage (even if we

INRIA
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don’t know which one) after which the grammar inferred on the basis of all the positive
examples the learner has seen so far is always the same. This informal idea can be made
precise by introducing the notion of convergence for a learning function:

Definition 3.6 (Convergence) Let (2, S,L) be a grammar system, ¢ a learning function,
(si)ien = (50,581, ---)

an infinite sequence of sentences belonging to S, and let

G'L' = 90(<805 . 7SZ>)

for any i € N such that ¢ is defined on the finite sequence (so, ..., s;). @ is said to converge
to G on (s;)ien if there exists n € N such that, for each i > n, G; is defined and G; = G
(equivalently, if G; = G for all but finitely many i € N).

As we’ve already pointed out, one can never say exactly if and when convergence of a
learning function to a certain grammar has taken place: this is due to the infinite nature of
the process by which a learner gets to learn a given language in Gold’s model. At any finite
stage of the learning process there’s no way to know whether the next sentence the learner
will see causes the current hypothesis to change or not.

We will say that a class of grammars is learnable when for each language generated
by its grammars there exists a learning function which converges to the correct underlying
grammar on the basis of any enumeration of the sentences of the language. Formally:

Definition 3.7 (Learning G) Let (Q2,S,L) be a grammar system, and G C Q a given set
of grammars. The learning function ¢ is said to learn G if the following condition holds:

o for every language L € L(G) = {L(G) | G € G},
e and for every infinite sequence (s;)ien that enumerates L (i.e., {s; | i € N} = L)
there exists a G € G such that L(G) = L, such that ¢ converges to G on (s;)ien.

So we will say that a given learning function converges to a single grammar, but that it
learns a class of grammars. The learning for a single grammar, indeed, could be trivially
implemented by a learning function that, for any given sequence of sentences as input, always
returns that grammar.

Definition 3.8 (Learnability of a Class of Grammars) A class G of grammars is called
learnable if and only if there exists a learning function that learns G. It is called effectively
learnable if and only if there is a computable learning function that learns G.

Obviously effective learnability implies learnability.

RR n° 0123456789
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Example 3.9 Let (Q,S,L) be any grammar system and let G = {Go,G1,G2} C Q and
suppose there are elements wi,wy € S such that w1 € L(G1) — L(Gp) and we € L(G3) —
(L(G1) UL(Gq)). Then it’s easy to verify that the following learning function learns G:

G2 if’wg S {SQ,...,Si},
((s0s---:8:)) = G1 ifwi €{so,...,si} and w2 & {s0,...,s;},
Go  otherwise.

Example 3.10 Let’s consider the grammar system (CFG,X* L) of context-free grammars
over the alphabet . Let G be the subclass of CFG consisting of grammars whose rules are
all of the form

S — w,

where w € ¥*. We can easily see that L(G) is ezxactly the class of finite languages over ¥.
Let’s define the learning function ¢ as

90(<307--'73i>) = <27{S}7S= P>,

where
P:{SHSO,...,S—M%}.

Then ¢ learns G.

3.3 Structural Conditions for (Un)Learnability

One of the first important results in learnability theory presented in [Gol67] was a sufficient
condition to deduce the unlearnability of a class G of grammars on the basis of some formal
properties of the class of languages £ = L(G) (see theorem BI4]). We present here some
structural conditions sufficient to deduce (un)learnability for a class of grammars. Such
results are useful to get a deeper understanding to the general problem of learnability for a
class of grammars.

3.3.1 Existence of a Limit Point
Let’s define the notion of limit point for a class of languages:

Definition 3.11 (Limit Point) A class £ of languages has a limit point if there exists an
infinite sequence (L, )nen of languages in L such that

LocLiCc---CL,C---

and there exists another language L € L such that

L:ULn

neN

The language L is called limit point of L.

INRIA
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Figure 2: A limit point for a class of languages.

Lemma 3.12 (Blum and Blum’s locking sequence lemma, 1975)

Suppose that a learning function @ converges on every infinite sequence that enumerates a
language L. Then there is a finite sequence (wo, ..., w;) (called a locking sequence for ¢
and L) with the following properties:

(i) {wo,...,w} CL,

(ii) for every finite sequence (vg,...,0m), if {vo,...,vm} C L, then o({wo,...,w;)) =
e((wo, - -+, WLV -y U ))-

Intuitively enough, the previous lemma (see [BB75|) states that if a learning function con-
verges, then there must exist a finite subsequence of input sentences that “locks” the guess
made by the learner on the grammar the learning function converges to: that is to say,
the learning function returns always the same grammar for any input stream of sentences
containing that finite sequence.

The locking sequence lemma proves one of the first unlearnability criterions in Gold’s
learnability framework:

Theorem 3.13 If L(G) has a limit point, then G is not learnable.
An easy consequence of the previous theorem is the following

Theorem 3.14 (Gold, 1967) For any grammar system, a class G of grammars is not
learnable if L(G) contains all finite languages and at least one infinite language.

Proof sketch. Let L1 C Ly C ... be a sequence of finite languages and let Lo, = Ufil L;.
Suppose there were a learning function ¢ that learns the class {L | L is finite}U{Ls }. Then
© must identify any finite language in a finite amount of time. But then we can build an
infinite sequence of sentences that forces ¢ to make an infinite number of mistakes: we first
present ¢ with enough examples from L; to make it guess Lp; then with enough examples
from Lo to make it guess Ly, and so on. Note that all our examples belong to L.

RR n° 0123456789
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3.3.2 (In)Finite Elasticity

As we’ve seen in the previous section, the existence of a limit point for a class of languages
implies the existence of an “infinite ascending chain” of languages like the one described by
the following, weaker condition:

Definition 3.15 (Infinite Elasticity) A class £ of languages is said to have infinite elas-
ticity if there exists an infinite sequence (Sn)nen of sentences and an infinite sequence
(Ln)nen of languages such that for every n € N,

Sn ¢ Ln;

and
{50, 50} C Lns1.

The following definition, although trivial, identifies an extremely useful criterion to deduce
learnability for a class of grammars:

Definition 3.16 (Finite Elasticity) A class £ of languages is said to have finite elasticity
if it doesn’t have infinite elasticity.

Dana Angluin proposed in [Ang80] a characterization of the notion of learnability in
a “restrictive setting” which is of paramount importance in formal learning theory. Such
restrictions are about the membership problem and the recursive enumerability for the class
of grammars whose learnability is at issue. Let (2, S,L) be a grammar system and G C
a class of grammars, let’s define:

Condition 3.17 There is an algorithm that, given s € S and G € G, determines whether
s € L(G).

Condition 3.18 G is a recursively enumerable class of grammars.

Condition BT is usually referred to as decidability for the universal membership problem,
and condition B-I8 as the recursive enumerability condition. Such restrictions are not unusual
in concrete situations where learnability is at issue, so they don’t significantly affect the
usefulness of the following characterization of the notion learnability under such restrictive
conditions.

Theorem 3.19 (Angluin 1980) Let (Q,S,L) be a grammar system for which both con-
ditions 1A and [Z18 hold, and let G be a recursively enumerable subset of . Then G is
learnable if and only if there exists a computable partial function 1 : Q@ x N = S such that:

(i) for alln € N, ¥(G,n) is defined if and only if G € G and L(G) # 0;
(ii) for all G € G,Tg = {¢(G,n) | n € N} is a finite subset of L(G);
(iii) for all G,G' € G, if Tc C L(G"), then L(G') ¢ L(G).

INRIA
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Note: From this point onward, unless otherwise stated, we will restrict our attention to
classes of grammars that fulfill both condition BI7 and condition

Angluin’s theorem introduces the notion of T as the tell-tale set for a given language.
Learnability in the restricted environment is characterized by the existence of a mechanism
(the function 1) to enumerate all the sentences belonging to such a finite subset of the target
language. Even more, a tell-tale set for a given grammar G is such that if it is included in
the language generated by another grammar G’, then

e cither L(G) is included in L(G’),
e or L(G') contains other sentences as well as those belonging to L(G).

Otherwise stated, it is never the case that T¢ C L(G') C L(G). The point of the tell-tale
subset is that once the strings of that subset have appeared among the sample strings, we
need not fear overgeneralization in guessing a grammar G. This is because the true answer,
even if it is not L(G), cannot be a proper subset of L(G). This means that a learner who
has seen only the sentences belonging to the tell-tale set for a given grammar G, is justified
in conjecturing G as the underlying grammar, since doing so never results in overshooting
or inconsistency.

L

Figure 3: A tell-tale set for L(G).

As a consequence of Angluin’s theorem, Wright proved in [Wrig9| the following

Theorem 3.20 (Wright, 1989) Let (2, S,L) and G be as in theorem [ZIA. If L(G) has
finite elasticity, then G is learnable.

In such a restricted framework, therefore, the task of proving learnability for a certain class
of grammars can be reduced to the usually simpler task of proving its finite elasticity.

RR n° 0123456789
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Due to Wright’s theorem we can establish the following useful implications

L(G) has finite elasticity L G is learnable

L(G) has a limit point = G is unlearnable

G is unlearnable = L(G) has infinite elasticity

The implications indicated by i depend on the decidability of universal membership and
recursive enumerability of the class of grammars at issue, as defined in conditions B4 and

3.3.3 Kanazawa’s Theorem

The following theorem (see [Kan98|), which is a generalization of a previous theorem by
Wright, provides a sufficient condition for a class of grammars to have finite elasticity, and
therefore to be learnable. A relation R C ¥* x T* is said to be finite-valued if and only if
for every s € ¥*, the set {u € T* | sRu} is finite.

Theorem 3.21 Let M be a class of languages over Y that has finite elasticity, and let
R C % x Y* be a finite-valued relation. Then L = {R™'[M] | M € M} also has finite
elasticity.

This theorem is a powerful tool to prove finite elasticity (and therefore learnability) for
classes of grammars. Once we prove the finite elasticity for a certain class of grammars
in the “straight” way, we can get a proof for finite elasticity of other classes of grammars,
due to the relatively loose requirements of the theorem. All we have to do is to devise a
“smart” finite-valued relation between the first class and a new class of grammars such that
the anti-image of the latter under this relation is the class for which we want to prove finite
elasticity.

R

T

)

Figure 4: Kanazawa’s theorem.

INRIA
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3.4 Constraints on Learning Functions

In the definition of learnability nothing is said about the behaviour of learning functions
apart from convergence to a correct grammar. Further constraints can be imposed: one can
choose a certain learning strategy. Intuitively, a strategy refers to a policy, or preference,
for choosing hypotheses. Formally, a strategy can be analyzed as merely picking a subset of
possible learning functions. Strategies can be grouped by numerous properties. We choose
to group them by restrictiveness, defined as follows:

Definition 3.22 (Restrictiveness) If a strategy constrains the class of learnable languages
it is said to be restrictive.

For example, strategies are grouped as computational constraints (computability, time
complexity), constraints on potential conjectures (consistency), constraints on the relation
between conjectures (conservatism), etc. Since the classes we will be discussing are all classes
of recursive languages, “restrictive” will be taken to mean “restrictive for classes of recursive
languages”.

3.4.1 Non-restrictive Constraints

The proof of theorem BT implies that in a grammar system where universal membership
is decidable, a recursively enumerable class of grammars is learnable if and only if there is a
computable learning function that learns it order-independently, prudently, and is responsive
and consistent on this class.

Definition 3.23 (Order-independent Learning) A learning function ¢ learns G order-
independently if for all L € L(G), there exists G € G such that L(G) = L and for all infinite
sequences (s;)ien that enumerate L, ¢ converges on (s;)ien to G.

Intuitively this seems a reasonable strategy. There does not seem to be an a priori reason
why either the order of presentation should influence the final choice of hypothesis. On the
other hand, it has already been proved (see [JORS99]) that in any grammar system, a class
of grammars is learnable if and only if there is a computable learning function that learns
it order-independently.

Definition 3.24 (Exact Learning) A learning function ¢ learns G exactly if for all G’
such that ¢ learns G', L(G") C L(G).

In other words, the learning function will not hypothesize grammars that are outside its
class. This is not really a constraint on learning functions, but on the relation between a
class of languages and a learning function. For every learning function there exists a class
that it learns exactly. The reason for this constraint is the idea that children only learn
languages that have at least a certain minimal expressiveness. If we want to model language
learning, we want learning functions to learn a chosen class exactly. There seems to be
empirical support for this idea. Some of it comes from studies of children raised in pidgin
dialects, some from studies of sensory deprived children (see [Pin94]).
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Definition 3.25 (Prudent Learning) A learning function ¢ learns G prudently if ¢ learns
G and range(p) C G.

Note that prudent learning implies exact learning. This reduces to the condition that a
learning function should only produce a hypothesis if the learning function can back up its
hypotheses, i.e. if the hypothesis is confirmed by the input, the learning function is able to
identify the language.

Definition 3.26 (Responsive Learning) A learning function ¢ is responsive on G if for
any L € L(G) and for any finite sequence (so, ..., s;) of elements of L ({{sg,...,s:)} C L),
©((s0,-.-,8:)) is defined.

This constraint can be regarded as the complement of prudent learning: if all sentences
found in the input are in a language in the class of languages learned, the learning function
should always produce a hypothesis.

Definition 3.27 (Consistent Learning) A learning function ¢ is consistent on G if for
any L € L(G) and for any finite sequence (so, ..., s;) of elements of L, either ¢({so,...,8;))
is undefined or {so,...,s;} C L(p((s0,-..,5i)))-

The idea behind this constraint is that all the data given should be explained by the chosen
hypothesis. It should be self-evident that this is a desirable property. Indeed, one would
almost expect it to be part of the definition of learning. However, learning functions that
are not consistent are not necessarily trivial. If, for example, the input is noisy, it would not
be unreasonable for a learning function to ignore certain data because it considers them as
unreliable. Also, it is a well known fact that children do not learn languages consistently.

3.4.2 Restrictive Constraints

Definition 3.28 (Set-Drivenness) A learning function ¢ learns G set-driven if o({(sg, ..., $;))
is determined by {so, . .., s;} or, more precisely, if the following holds: whenever {so,...,s;} =
{uo, ..., uj}, ©({(s0,...,8:)) is defined if and only if p({uo,...,u;)) is defined, and if they
are defined, they are equal.

It is easy to see that set-drivenness implies order-independence. Set-driven learning could be
very loosely described as order-independent learning with the addition of ignoring “doubles”
in the input. It is obvious that this is a nice property for a learning function to have:
one would not expect the choice of hypothesis to be influenced by repeated presentation of
the same data. The assumption here is that the order of presentation and the number of
repetitions are essentially arbitrary, i.e. they carry no information that is of any use to the
learning function. One can devise situations where this is not the case.

Definition 3.29 (Conservative Learning) A learning function ¢ is conservative if for
any finite sequence (so, - .., 8;) of sentences and for any sentence s;+1, whenever p({(sg, ..., s;))
is defined and s;+1 € L(o({s0,...,8:))), ©({(S0,- .-, Si,Sit+1)) is also defined and ¢({so,...,8;)) =
g0(<80, ey Siy Si+1>).
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At first glance conservatism may seem a desirable property. Why change your hypothesis
if there is no direct need for it? Omne could imagine cases, however, where it would not
be unreasonable for a learning function to change its mind, even though the new data fits
in the current hypothesis. Such a function could for example make reasonable but “wild”
guesses which it could later retract. The function could “note” after a while that the inputs
cover only a proper subset of its conjectured language. While such behaviour will sometimes
result in temporarily overshooting, such a function could still be guaranteed to converge to
the correct hypothesis in the limit.

It is a common assumption in cognitive science that human cognitive processes can be
simulated by computer. This would lead one to believe that children’s learning functions
are computable. The corresponding strategy is the set of all partial and total recursive
functions. Since this is only a subset of all possible functions, the computability strategy is
a non trivial hypothesis, but not necessarily a restrictive one.

The computability constraint interacts with consistency (see [Eul88]):

Proposition 3.30 There is a collection of languages that is identifiable by a computable
learning function but by no consistent, computable learning function.

The computability constraint also interacts with conservative learning (see [Ang80|):

Proposition 3.31 (Angluin, 1980) There is a collection of languages that is identifiable
by a computable learning function but by no conservative, computable learning function.

Definition 3.32 (Monotonicity) The learning function ¢ is monotone increasing if for all
finite sequences (Sg, ..., 8n) and (So, ..., Sntm), whenever p((so,...,sn)) and ({So,. .., Sntm))
are defined,

L(e((s0,---,5n))) € L(e((s0,-- -, Sntm)))-

When a learning function that is monotone increasing changes its hypothesis, the language
associated with the previous hypothesis will be (properly) included in the language associ-
ated with the new hypothesis. There seems to be little or no empirical support for such a
constraint.

Definition 3.33 (Incrementality, Kanazawa 1998) The learning function ¢ is incre-
mental if there exists a computable function v such that

<P(<507 SRR Sn+1>> = 1/}(<P(<507 SRR Sn>)a SnJrl)'

An incremental learning function does not need to store previous data. All it needs is current
input, s,, and its previous hypothesis. A generalized form of this constraint, called memory
limitation, limits access for a learning function to only n previous elements of the input
sequence. This seems reasonable from an empirical point of view; it seems improbable that
children (unconsciously) store all utterances they encounter.
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Note that, on an infinite sequence enumerating language L in L(G), a conservative learn-
ing function ¢ learning G never outputs any grammar that generates a proper superset of L.

Let ¢ be a conservative and computable learning function that is responsive and consis-
tent on G, and learns G prudently. Then, whenever {sg,...,s,} C L for some L € L(G),
L(¢({s0,--.,5n))) must be a minimal element of the set {L € L(G) | {so,...,$n} C L}. This
implies the following condition:

Condition 3.34 There is a computable partial function 1 that takes any finite set D of
sentences and maps it to a grammar (D) € G such that L(y(D)) is a minimal element of
{L € L(G) | D C L} whenever the latter set is non-empty.

Definition 3.35 Let ¢ a computable function satisfying condition [7.34} Define a learning
function ¢ as follows

¢((s0)) = ¥({s0}),
o((50,- 85 + 1)) 2{ 1/,({“;5803;91?; Zo];;zzluzie.L((p«SO"”’Sim’

Under certain conditions the function just defined is guaranteed to learn G, one such case is
where L(G has finite elasticity.

Proposition 3.36 Let G be a class of grammars such that L(G) has finite elasticity, and a
computable function ¢ satisfying condition[3.3]) exists. Then the learning function ¢ defined
in definition [Z-31 learns G.

4 Is Learning Theory Powerful Enough?

4.1 First Negative Results

One of the main and apparently discouraging consequences of the theorem BI4 proved by
Gold in the original article wherein he laid the foundations of Formal Learning Theory was
that none of the four classes of Chomsky’s Hierarchy is learnable under the criterion of
identification in the limit. Such a first negative result has been taken for a long time as
a proof that identifying languages from positive data according to his identification in the
limit criterion was too hard a task. Gold himself looks quite pessimistic about the future of
the theory he has just defined along its main directions:

However, the results presented in the last section show that only the most trivial
class of languages considered is learnable... [Gol67]
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4.2 Angluin’s Results

The first example of non-trivial class of learnable grammars was discovered by Dana Angluin
(see [Ang80]). If Pat is defined like in example B4l we can prove that the class of all
pattern languages has finite elasticity and, therefore, it is learnable. Furthermore, such a
learnable class of grammars was also the first example of an interesting class of grammars
that cross-cuts Chomsky Hierarchy, therefore showing that Chomsky’s is not but one of
many meaningful possible classifications for formal grammars.

4.3 Shinohara’s Results

Initial pessimism about effective usefulness of Gold’s notion of identification in the limit was
definitely abandoned after an impressive result by Shinohara who proves (see [Shi90]), that
k-rigid context sensitive grammars (context-sensitive grammars over a finite alphabet ¥ with
at most & rules), have finite elasticity for any k. Since the universal membership problem
for context-sensitive grammars is decidable, that class of grammars is learnable. This is a
particular case of his more general result about finite elasticity for what he calls monotonic
formal system.

4.4 Kanazawa’s Results

Makoto Kanazawa in [Kan98| makes another decisive step toward bridging the existing
gap between Formal Learning Theory and computational linguistics. Indeed, he gets some
important results on the learnability for some non-trivial subclasses of Classical Categorial
Grammars (also known as AB Grammars). Analogously to what is done in [Shi90] he proves
that as soon as we bound the maximum number of types a classical categorial grammar
assigns to a word, we get subclasses which can be effectively learnable: in particular, he
proves effective learnability for the class of k-valued Classical Categorial Grammars, both
from structures and from strings.

In the first case, each string of the language the learner is presented to comes with
additional information about the underlying structure induced by the grammar formalism
that generates the language. The availability of such additional information for each string
is somewhat in contrast with Gold’s model of learning and gives rise to weaker results.
On the other hand, psychological plausibility of the process is preserved by the fact that
such an underlying structure can be seen as some kind of semantic information that could
be available to the child learning the language from the very early stages of her cognitive
development.

4.5 Our Results

The present work pushes Kanazawa’s results a little further in the direction of proving the
effective learnability for more and more powerful and expressive classes of formal languages.
In particular, we will be able to prove learnability for the class of Rigid Lambek Grammars
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(see chapter @) and to show an effective algorithm to learn them on the basis of a structured
input. Much is left to be done along this direction of research, since even a formal theory
for Rigid Lambek Grammars is still under-developed. However, our results confirm once
again that initial pessimism toward this paradigm of learning was largely unjustified, and
that even quite a complex and linguistically motivated formalism like Lambek Grammars
can be learnt according to it.
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5 Lambek Grammars

In 1958 Joachim Lambek proposed (see [Lamb8|) to extend the formalism of Classical Cate-
gorial Grammars (sometimes referred to also as Basic Categorial Grammars or BCGs) by a
deductive system to derive type-change rules. A BCG is basically as a finite relation between
the finite set of symbols of the alphabet (usually referred to as words) and a finite set of
types. Combinatory properties of each word are completely determined by the shape of its
types, which can be combined according to a small set of rules, fixed once and for all BCGs.
Lambek’s proposal marked the irruption of logics into grammars: Lambek grammars come
with a whole deductive system that allows the type of a symbol to be replaced with a weaker
type.

It was first realized by van Benthem (in [vB87|) that the proofs of these type changes
principles carry important information about their semantic interpretation, following the
Curry-Howard isomorphism. Thus, the notion of a proof theoretical grammar was proposed
that replaces formal grammars (see [Chod6]) with deductive systems and that includes a
systematic semantics for natural languages based on the relationship between proof theory
and type theory. Thus, rather than considering grammatical categories as unanalyzed prim-
itives, they are taken to be formulas constructed from atoms and connectives, and rather
than defining grammars with respect to rewrite rules, grammars are defined by the rules of
inference governing the connectives used in the syntactic categories.

Due to the renewed interest in categorial grammars in the field of computational lin-
guistics, Lambek (Categorial) Grammars (LCGs) are currently considered as a promising
formalism. They enjoy the relative simplicity of a tightly constrained formalism as that for
BCGs, together with the linguistically attractive feature of full lexicalization.

Besides, although Pentus proved (in [Pen97]) that Lambek grammars generate exactly
context-free (string) languages, in [Tie99] it has been shown that their strong generative
capacity is greater than that of context-free grammars. These features make them an in-
teresting subject for our inquiry about their properties with respect to Gold’s Learnability
Theory.

5.1 Classical Categorial Grammars

The main idea which lies behind the theory of Categorial Grammars is to conceive a grammar
instead as a set of rules which generate any string of the language, as a system which assigns
to each symbol of the alphabet a set of types which can be combined according to a small
set of rules, fixed for the whole class of Classical Categorial Grammars.

A context-free grammar @ la Chomsky is made of a set of rules that generate all the strings
of a given language in a “top-down” fashion, starting from an initial symbol which identifies
all the well-formed strings. On the contrary, a categorial grammar accepts a sequence of
symbols of the alphabet as a well-formed string if and only if a sequence of types assigned to
them reduces (in a “bottom-up” fashion) according to a fixed set of rules, to a distinguished
type which designates well-formed strings.
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Definition 5.1 (Classical Categorial Grammar)
A Classical Categorial Grammar (henceforth CCG) is a quadruple (¥, Pr, F,s), such that

e 3 is a finite set (the terminal symbols or vocabulary),

Pr is a finite set (the non-terminal symbols or atomic categories),

F is a function from X to finite subsets of Tp, where Tp is the smallest set such that:

1. PrCiTp
2. if A,B € Tp, then (A/B),(A\B) € Tp

If F(a) = {A4,..., An} we usually write G :a — Aq,..., A,.
e s € Pr is the distinguished atomic category

In a CCG, combinatory properties are uniquely determined by their structure. There
are only two modes of type combination: so-called (according to the notation introduced
in [Lam5b8] and almost universally adopted) Backward Application:

A, A\B=B

and Forward Application:
B/A, A= B.

A non-empty sequence of types Ay, ..., A, is said to derive a type B, that is
Al,...,An:>B,

if repeated applications of the rules of Backward and Forward application to the sequence
Aq,..., A, results in B.

In order to define the language generated by a CCG we have to establish a criterion to
identify a string belonging to that language. That’s what is done by the following

Definition 5.2 The binary relation
=C Tp* x Tp*
is defined as follows. Let A, B € Tp, let o, 3 € Tp*,

aAA\Bf3 = aBg
aB/AAB = aBgj

The language generated by a CCG G is the set
{a1 - an €X" | for 1 <i<n, JA;, G:a; — A;, andAl...An:*>s}

where = is the reflexive, transitive closure of = .
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Informally, we can say that a string of symbols belongs to the language generated by a CCG
if there exists a derivation of the distinguished category s out of at least one sequence of
types assigned by the grammar to the symbols of the string.

Example 5.3 The following grammar generates the language {a™b™ | n > 0}:
. s/B,
b : B, s\B

Here is a derivation for a3b3:

s/Bs/Bs/BBs\Bs\B = s/Bs/Bss\Bs\B =
s/Bs/BBs\B = s/Bss\B =
s/ BB = s
Weak generative capacity of CCGs was characterized by Gaifman (see [BH64]):

Theorem 5.4 (Gaifman, 1964) The set of languages generated by CCGs coincides with
the set of context-free languages.

From the proof of Gaifman’s theorem, we immediately obtain the following normal form
theorem:

Theorem 5.5 (Gaifman normal form) Ewvery categorial grammar is equivalent to a cat-
egorial grammar which assigns only categories of the form

A,A/B,(A/B)/C.

Example 5.6 A CCG equivalent to that in example B3 in Gaifman normal form is the
following

a : s/B, (s/B)/s

b : B
and here is a derivation for a®b3:
s/B B
(s/B)/s s
s/B B
(s/B)/B s
s/B B
s

In the previous example we make use for the first time of a “natural deduction” notation
for derivations, that in the present work will substitute the cumbersome notation used in
example
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5.2 Extensions of Classical Categorial Grammars

As stated in the previous section, CCG formalism comes with only two reduction rules which
yield smaller types out of larger ones. Montague’s work on semantics (see [Mon97]) led to
the definition of two further “type-raising” rules, by which it is possible to construct new
syntactic categories out of atomic ones. We can extend the definition of CCGs as presented
in the previous section by adding to the former definition two new type change rules:

aBB = a(A/B)\AB
aBB = aA/(B\A)B
Other type-change rules that were proposed are the composition:

A/B B/C C\B B\A
A/C C\A

and the Geach Rules:
A/B B\A

(4/C)/(B/C)  (C\B)\(C\A)

We can extend the formalism of CCG by adding to definition any type change rule
we need to formalize specific phenomena in natural language. Such a rule-based approach
was adopted by Steedman (see [Ste93|) who enriches classical categorial grammar formalism
with a finite number of type-changes rules. On the other hand, as it will be made clear in
the following section, Lambek’s approach is a deductive one: